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Abstract

Background: Depression is a common complication in type 2 diabetes (DM2), affecting 10-30% of patients. Since

depression is underrecognized and undertreated, it is important that reliable and validated depression screening

tools are available for use in patients with DM2. The Edinburgh Depression Scale (EDS) is a widely used method for

screening depression. However, there is still debate about the dimensionality of the test. Furthermore, the EDS was

originally developed to screen for depression in postpartum women. Empirical evidence that the EDS has

comparable measurement properties in both males and females suffering from diabetes is lacking however.

Methods: In a large sample (N = 1,656) of diabetes patients, we examined: (1) dimensionality; (2) gender-related

item bias; and (3) the screening properties of the EDS using factor analysis and item response theory.

Results: We found evidence that the ten EDS items constitute a scale that is essentially one dimensional and has

adequate measurement properties. Three items showed differential item functioning (DIF), two of them showed

substantial DIF. However, at the scale level, DIF had no practical impact. Anhedonia (the inability to be able to

laugh or enjoy) and sleeping problems were the most informative indicators for being able to differentiate

between the diagnostic groups of mild and severe depression.

Conclusions: The EDS constitutes a sound scale for measuring an attribute of general depression. Persons can be

reliably measured using the sum score. Screening rules for mild and severe depression are applicable to both

males and females.

Background
Patients with type 2 diabetes mellitus (DM2) have about

a two-fold increased risk of major depression, affecting at

least one in every ten diabetes patients [1-3]. Depression

not only has a serious negative impact on the quality of

life of diabetes patients [4], but is also associated with

poorer glycemic control, worse cardiovascular outcomes,

and an increased health care consumption [5-7]. Depres-

sion is particularly common in diabetes patients with co-

morbidity [2,3,8] and is associated with higher levels of

diabetes-specific emotional distress [9].

It has been shown that depression in diabetes patients

can be successfully treated by means of cognitive beha-

vioral therapy, anti-depressive medication, or a combina-

tion of both [10]. However, an important barrier to

effective treatment is the generally low recognition rate

of depression [11,12]. International clinical guidelines

advocate screening for depression in patients with

diabetes [13-15]. Results from studies in non-diabetes

patients suggest that screening for depression per se does

not improve outcome [16]. It is crucial that screening

procedures are embedded in a managed care approach

for co-morbid depression that includes the monitoring of

depression outcomes [16,17].

A proxy for depression is the occurrence of depressive

symptoms: subjects with high levels of depressive symp-

toms do not necessarily meet the criteria for a syndromal

diagnosis, but are at high risk for developing full blown

major depression [18]. Moreover, it has clearly been
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demonstrated that subjects with high levels of depressive

symptoms also have a poor quality of life, an increased

resource utilization pattern, and a worse outcome regard-

ing all kinds of somatic parameters of chronic disease,

including diabetes [4,19,20]. Because of the high inci-

dence of major depression in subjects with high depres-

sive symptoms, most screening programs for depression

use self-rating instruments. These instruments are user-

friendly and large numbers of patients at risk can be

approached. Subsequently, patients with a high score are

subject to a syndromal diagnostic interview. So far, only a

few measures of depressive symptoms have been tested

for use in diabetes patients [21-25].

Since it is important that reliable and validated screen-

ing tools of depressive symptoms are available for use in

patients with DM2, the aim of this study is to investigate

the measurement properties of the Edinburgh Depression

Scale (EDS) [26,27]. The EDS is a widely used screening

tool that is regarded as suitable for screening purposes in

various patient groups. It only takes a few minutes to

complete and does not include items on the somatic

symptoms of depression, such that the scores will not be

biased by somatic symptoms caused by the disease.

Although the EDS has been successfully applied in sev-

eral studies [e.g., [28,29]], there are three important issues

that need further elaboration.

Firstly, there is ambiguity in the literature as to whether

the EDS measures one or multiple dimensions. Some stu-

dies found support for a one-dimensional model [30,31],

whereas others for a multi-dimensional model, compris-

ing dimensions relating to depression, anhedonia, and

anxiety [32-35]. For a valid interpretation of the EDS

scores, it is important that these have an unequivocal

meaning and do not represent a mixture of distinct char-

acteristics. In the latter case, it would be inappropriate to

use sum scores and the use of EDS subscales should be

recommended.

Secondly, the EDS was originally developed to measure

depressive symptoms in postnatal women and was called

the Edinburgh Postnatal Depression Scale [26]. In recent

years, the EDS has become more widely used in other

patient samples that include both males and females.

However, in some instances, the response to an item may

have a different meaning for males than for females. A

classic example in the context of depression assessment

is crying, which indicates a more severe level of depres-

sion in the case of males than of females [e.g., [36]].

Therefore, an important issue that should be empirically

examined is whether the items apply similarly to males

and females. If one or more items in the EDS are biased

with respect to gender, the sum scores for males cannot

be compared with those for females, and the items show-

ing bias should be removed or different scoring rules for

males and females should be applied.

Thirdly, in clinical practice the EDS is used as a screen-

ing instrument for respondents with elevated depressive

symptoms [e.g., [28,29]]. For example, the EDS is routinely

used to screen women with an increased risk of postpar-

tum depression [37]. Commonly recommended cutoff

scores [27,38,39] include those of 12 or 13 to indicate

patients with major depression, while those from 9 to 11

indicate patients with mild depressive symptoms who are

in need of further assessment. Once accurate cutoff scores

(i.e., high sensitivity/specificity) have been derived, it can

be useful from a clinical perspective to investigate how the

diagnostic groups differ at an item level, and which items

provide the most information regarding differences in

depression levels in the vicinity of these cutoff points. This

information can be used to determine which items are the

main indicators for distinguishing between mildly and

severely depressed respondents. Practitioners working

with the EDS can focus on the symptoms described by

these items and use them as important ‘signals’ to identify

those respondents who are about to become mildly or

severely depressed [e.g., [40]]. In this study, we examine

the test and item properties of the EDS for commonly

used cutoffs [27,38,39].

The present study addresses these three issues in a

large sample of patients with type 2 diabetes mellitus. To

accomplish our aims, we used confirmatory factor analy-

sis (CFA; [41]) and item response theory (IRT; [42]).

Since its initial development, CFA has been widely

applied to assess dimensionality. During the last decades,

IRT has become increasingly popular for studying the

measurement properties of self-report scales and ques-

tionnaires in the context of psychological and clinical

assessment [43]. In the present study, both parametric

and non-parametric IRT models [44,45] will be used,

which together provide a flexible framework for studying

the dimensionality, item bias, and measurement proper-

ties of the EDS.

Methods
Participants

The methods and design of the DiaDDZoB (Diabetes,

Depression, Type D personality Zuidoost-Brabant) Study

have been described in detail elsewhere [46]. Briefly,

2,460 type 2 diabetes patients (82% of those considered

for inclusion in the study) treated at 77 primary care

practices in south-eastern Brabant, the Netherlands, were

recruited for the baseline assessment during the second

half of 2005 (M0). Of these patients, 2,448 (almost 100%)

attended a baseline nurse-led interview, while 1,850

(75%) returned the self-report questionnaire that had to

be completed at home. In addition, results from regular

care laboratory tests and physical examinations were also

used. The study protocol of the DiaDDZoB Study was

approved by the medical research ethics committee of a
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local hospital: Máxima Medical Centre, Veldhoven

(NL27239.015.09). In the present study, we only used

data from participants who completed all the EDS items,

resulting in a sample of 1,656 participants.

Measures

The Edinburgh Depression Scale (EDS). The EDS is a self-

report questionnaire consisting of ten items (for item

content see Table 1, columns 1 and 2) with four ordered

response categories scored from 0 to 3. After recoding

the reverse worded items, sum scores may range from 0

to 30; the higher the sum score, the higher the level of

depression. In the present study, a Dutch version of the

EDS was used. The EDS has been validated in various

countries, including the Netherlands, using different

methods [32,47-49]. When used as a screening instru-

ment, the cutoff scores of 12/13 usually designate major

depression, whereas scores from 9 to 11 indicate mild

depression levels in need of further assessment [27,37].

Statistical Analyses

Item Response Theory

The core of IRT models is the set of item-response func-

tions (IRF), which describe the relationship between item

responses and the hypothesized latent attribute of inter-

est. Within the IRT framework, a distinction can be

made between parametric IRT approaches [50,51] and

nonparametric IRT [52]. The difference between para-

metric and nonparametric IRT models is the way in

which they define the shape of these cumulative IRFs.

Parametric IRT models specify the IRF using a mathema-

tical function. Nonparametric IRT models only assume a

monotone increasing relationship between attribute and

item responses, but do not require a parametric function.

This property makes nonparametric IRT models excel-

lent starting points in any IRT analysis, particularly for

the purposes of (exploratory) dimensionality analysis and

early identification of malfunctioning items.

For the nonparametric IRT analyses, we used Mokken’s

monotone homogeneity model (MHM) [52, Chap. 7] and

for the parametric IRT analyses, Samejima’s graded

response model (GRM) [53], which are both suitable for

analyzing ordered polytomous item responses (i.e., Likert

items). Both the MHM and the GRM assume that only

one single latent attribute underlies the responses (i.e.,

the assumption of unidimensionality) and that the asso-

ciation between item scores is solely explained by this

single attribute (i.e., the assumption of local indepen-

dence). To explain the differences between the IRFs

under the MHM and GRM, some notation should be

introduced. Therefore, let M + 1 be the number of

response options (i.e., M = 3 for the EDS) and θ denote

the latent attribute of interest (i.e., θ represents depres-

sion in the EDS). Furthermore, let Xjdenote the item-

score variable for item j and X+ the sum score. Under the

MHM and GRM, each item is described by M cumulative

IRFs, with the mth IRF describing the probability of scor-

ing in category m or higher as a function of θ. The prob-

ability of answering within a particular category can

easily be derived from the cumulative IRFs ([42], p. 99).

The MHM assumes that the IRFs are non-decreasing

functions in θ (i.e., the monotonicity assumption), but

within this restriction any shape is allowed. Examples of

IRFs for two MHM items are provided in Figure 1A; the

Table 1 Descriptive item and scale statistics and results of confirmatory factor analyses

Factor Loadings

CFA
Polychoric 1

FI One-Factor
Model2

Bifactor Model

Item Content Item Mean (SD) β
−

General
Factor

Specific
Factor

1 I have been able to laugh and see the funny side of things 0.37 (0.73) .82 .69 .62 .63

2 I have looked forward with enjoyment to things 0.42 (0.82) .81 .68 .61 .74

3* I have blamed myself unnecessarily when things went wrong 1.06 (0.86) .52 .51 .53 –

4 I have been anxious or worried for no good reason 0.90 (0.89) .65 .64 .65 –

5* I have felt scared or panicky for no very good reason 0.78 (0.83) .70 .69 .71 –

6* Things have been getting on top of me 0.81 (0.76) .75 .74 .75 –

7* I have been so unhappy that I have had difficulty sleeping 0.62 (0.80) .80 .79 .80 –

8* I have felt sad or miserable 0.53 (0.67) .84 .83 .83 –

9* I have been so unhappy that I have been crying 0.28 (0.53) .74 .73 .73 –

10* The thought of harming myself has occurred to me 0.09 (0.37) .67 .67 .68 –

Sum score 5.86 (4.78)

Reliability .843 .83 .83

* item recoded in order that higher scores indicate higher levels of depression.
1CFA Polychoric = Confirmatory Factor Analysis on Polychoric correlation matrix; 2FI One-Factor Model = Full-Information One-Factor Model; 3Cronbach’s alpha.
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solid lines represent the IRFs of one item, and the

dashed lines of another. Under Samejima’s GRM, the

IRFs are assumed to be logistic functions. Examples of

IRFs under the GRM are provided in Figure 1B; the

solid lines represent a highly discriminating item and

the dashed lines a weakly discriminating one. The IRFs

of an item j are defined by one common slope para-

meter (denoted by a) and M threshold parameters

(denoted by bjm). The slope parameter a, indicates the

discrimination power of an item; the higher the slope

parameter a, the steeper the IRF and the better the item

discriminates low θ values from high θ values. The

thresholds bjm(m = 1,..., M) indicate how the item scores

categorize the θ scale into M + 1 groups and can be

conceived as points on the latent θ scale where the item

optimally discriminates high θ from low θ values.

The IRT approaches adopted in this study have several

advantages compared to classical test theory ([54]) and

Rasch analysis [55]. Firstly, Mokken models provide empiri-

cal justification for using sum scores as measurements
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Figure 1 Examples of cumulative item response functions (IRFs) under (a) Mokken’s Homogeneity model and (b) the Graded Response

Model.
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of the underlying construct [52,56]. If a set of items fails to

fit the MHM, respondents cannot be scaled on the underly-

ing dimension by their sum scores. In classical test theory it

is assumed that the sum scores are proper measurements

of the underlying attribute, without testing this assumption

empirically.

Secondly, the MHM and GRM are less restrictive than

Rasch models and thus may be better able to describe

the structure in the data and prevent researchers from dis-

missing items with adequate measurement properties for

the wrong reasons. For example, the MHM - which was

the most general measurement model used in the present

study - only requires the IRFs to increase monotonically

(Figure 1A). Items with monotone increasing functions are

valid indicators of the underlying construct [56]. This

means that, for valid measurement, IRFs do not necessarily

have to conform to a logistic function, as required under

the Rasch model. In addition, as in the case of the Rasch

model, the GRM requires logistic functions, but unlike the

Rasch model, the GRM permits varying slopes across the

items (Figure 1B). Under the Rasch model, the IRFs would

be parallel lines. The equal-slopes assumption in the

Rasch model states that all the items in the questionnaire

have the same discrimination power. In real data, this is

often an unrealistic assumption and, as a result, a Rasch

analysis may result in badly fitting items, not because the

item is malfunctioning but because the item discrimina-

tion is different from the other items in the questionnaire.

Issue 1: Is the EDS unidimensional?

Exploratory dimensionality analysis. To explore the

dimensionality using IRT, we adopted Mokken scale ana-

lysis (MSA) [52], which is a scaling methodology based on

the MHM. MSA has several advantages over exploratory

factor analysis (EFA) on Pearson correlation matrices; see

[57,58]. Firstly, MSA is based on less restrictive distribu-

tional assumptions than EFA and is therefore suitable for

analyzing data from items with skewed score distributions

(e.g., items that measure symptoms with a low prevalence

in the population under study). With EFA, such items may

lead to over-extraction of artificial difficulty factors that

have no substantive meaning. Secondly, MSA explicitly

takes into account the psychometric properties of items,

such as the scalability, for uncovering unidimensional

scales, whereas factor analysis only uses the inter-item cor-

relations without testing whether items are psychometri-

cally sound.

In an MSA, the dimensionality is explored using scal-

ability coefficients, which are defined at the item level

(denoted by Hi) and the scale level (denoted by H). The

item scalability coefficients Hi indicate how well an item

is related to other items in the scale and can be conceived

as the nonparametric counterpart of an item loading in a

factor analysis. The scale H value summarizes the item

scale values into a single number and expresses the

degree to which the sum score accurately orders persons

on the latent attribute scale θ [52]. The higher the H

value, the more accurately persons can be ordered using

the sum score. To explore whether the items form one

unidimensional scale, or several dimensionally distinct

subscales, we used an automated item selection proce-

dure (AISP) [52, Chap. 5, pp. 65 - 90]. This AISP sequen-

tially clusters items into disjointed subsets of items, each

representing one- dimensional attribute scales. The items

are clustered under the restriction that the resulting

scales and their constituent items yield scalability coeffi-

cients greater than a user-specified lower-bound value c.

Therefore, this lower-bound c controls the minimum

scalability level of the items to be included in the scale

and must be chosen by the user. The following rules of

thumb for choosing c-values are commonly used: .30 <c

< .40 for finding weak scales, .40 <c < .50 for finding

medium scales, and c > .50 for strong scales [see 52, p.

60]. The dimensionality can be revealed by evaluating the

clusters produced by applying the AISP for different

c-values increasing from .30 to .55 with steps of .05 [52,

p. 81]. For unidimensional scales, the typical sequence of

outcomes of the AISP with increasing c-values is that,

first, all the items are in one scale, then one smaller scale

is found, and finally, one or a few scales are found and

several items are excluded [52, p. 81]. Within each step

of the AISP, for each cluster it has to be evaluated

whether its constituent items have non-decreasing IRFs

in order to make sure that the scales fit the MHM. Items

that have locally increasing IRFs violate the monotonicity

assumption and should be removed from the cluster

because they distort accurate person ordering using X+.

All analyses were done with the Mokken Scale Analysis

for Polytomous items (MSPWIN) program [59]. To facili-

tate dimensionality analysis, the results of MSA will be

compared with those of a CFA on the polychoric correla-

tion matrix in MPLUS5 [60].

Issue 2: Are the items in the EDS unbiased with respect

to gender?

An item is considered biased with respect to gender if the

item parameters are significantly different for males and

females. The phenomenon that parameters vary across

groups is termed differential item functioning (DIF). If an

item shows DIF, individuals from different groups, but

with the same attribute levels, do not have the same

response probabilities for that item. To test for DIF, we

used IRT-based likelihood ratio tests (e.g., [61]) as imple-

mented in the program IRTLRDIF2.0 [62]. To test for gen-

der bias, the likelihood- ratio test compares the fit of two

nested IRT models: a restricted model in which the item
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parameters are constrained to be identical between males

and females (representing the null hypothesis of no gender

bias), and a general model in which for one or more study

items the item parameters may differ across the gender

groups (alternative hypothesis of item bias). Significant dif-

ferences in fit indicate gender bias for the study items and

are inspected for clinical relevance.

To investigate the presence of DIF and to understand

what kind of DIF it is, the IRTLRDIF program performs

a series of statistical tests per study item. It starts with

an overall test on the hypothesis that all parameters (a

and bs) are equal (null hypothesis of no DIF) against the

alternative that the parameters differ between males and

females. A significant result means that slopes (i.e., dis-

crimination power), thresholds (item popularity), or

both, vary across the gender groups. Two additional

tests are performed in the case of a significant overall

test in order to facilitate further understanding of the

type of DIF. Firstly, a test is carried out to see whether

the slopes are equal without imposing restrictions on

the thresholds. If the test on the slopes is not significant,

the assumption of equal slopes is retained, which means

that item bias only relates to gender-specific differences

in the thresholds. This type of DIF is known as uniform

bias. Secondly, the equality of the thresholds is tested,

conditional on equal slopes. It may be noted that, when

the slopes differ significantly, there is non-uniform DIF

and a subsequent analysis of differences in thresholds

has no meaningful interpretation [62, p. 10]

A critical assumption in IRT-based DIF analysis is

that the respondents can be accurately matched on θ.

This matching is based on a subset of the scale items

(i.e., the anchor) and should not be contaminated by

the presence of DIF items in it. Therefore, a DIF-free

anchor must be identified [42, p. 259]. This is accom-

plished by means of an iterative purification process

[63]. This approach starts with the complete set of

items as the anchor and then DIF items are identified

and removed from the anchor one-by-one. Each time

an item is removed, the DIF analysis is repeated using

the other non-DIF items as the anchor. This purifica-

tion process proceeds until an item set remains that

shows no DIF. To test for significance during each step

of the purification process, we used a Bonferroni correc-

tion for the statistical tests in order to control the

experiment-wise Type I error rate at the 5% level. More

specifically, the Bonferroni correction sets the signifi-

cance level (a) equal to 0.05/K, where K is the number

of items that are subjected to a DIF analysis. Once a

valid anchor of DIF-free items had been identified, a

final DIF analysis was performed for each non-anchor

item individually. Only the results of the final DIF ana-

lysis are reported.

Issue 3: What are the measurement properties of the EDS

for screening depression?

If the estimated IRT model fits the data adequately, the

parameters from the IRT model can be used to explore

and describe the measurement properties of the ques-

tionnaire and its constituent items. One of the valuable

features of IRT modeling is the possibility of evaluating

the test and item reliability at different ranges of the

θ-scale [42]. This means that in IRT reliability is not con-

ceived as a constant, but depends on the latent attribute

value θ. In particular, IRT provides test and item infor-

mation functions to examine the reliability at different

ranges of θ; the higher the information function in a par-

ticular range of θ, the better the item can reliably discri-

minate low from high attribute levels within that θ range.

Using information functions, Reise and Waller [43]

found, for example, that for most clinical scales, indivi-

duals high on the attribute scale were measured more

reliably than individuals low on the attribute scale.

To evaluate the screening properties of the EDS, we

evaluated the information function around the latent

cutoff points that differentiate between the diagnostic

categories of non-depressed, mildly depressed, and

severely depressed [27,38]. The latent cutoffs are those

points on the θ scale that correspond with an expected

score of X+ = 9 (cutoff score for screening mild depres-

sion) and X+ = 12 (cutoff score for screening severe

depression). For each item, we computed the individual

contribution to the total test information at each cutoff

point. These individual contributions give an indication

of which items are the most reliable indicators for dis-

tinguishing mild from no depression, and severe from

mild depression (e.g., see [64]). We also evaluated the

item-score profiles at the latent cutoff points. These

profiles are the average item scores for respondents at

the cutoffs, showing how the diagnostic groups differ-

entiate at the individual item level.

Results
Descriptive Statistics

As shown in Table 2, the total study sample consisted of

1,656 patients (50% male; mean age 66 years). Overall, the

participants were in relatively good glycemic control

(mean HbA1c 6.7%) and the majority was being treated

with a combination of diet and oral agents. Males and

females differed significant ly regarding several demo-

graphic and clinical variables (Table 2), but these differ-

ences have no implications for the present study. Item

means and standard deviations are presented in Table 1

(column 3). The item means of all items were relatively

low (range 0.09 to 1.06). Thus, in the present sample,

item-score distributions were skewed, with the majority of

participants scoring in the lower answer categories. In the
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sample of males, 9.8% had symptoms of mild depression

(i.e., an EDS sum score in the range of 9 to 11) and 8.1%

had symptoms of severe depression (i.e., scoring 12 or

higher on the EDS). In the sample of females, the percen-

tages of respondents with symptoms of mild and severe

depression were 16.5% and 16.2%, respectively.

Results for Issue 1: Is the EDS unidimensional?

Results for Exploratory Nonparametric IRT Analysis. The

results of the dimensionality analysis using MSA are

presented in Table 3. For c = .30, all items were selected

in one scale. Item Hjvalues ranged from .36 to .56 and

the H coefficient for the total scale was .46, which indi-

cates medium scalability [52, p. 60]. With increasing

values of c, more and more items left the first scale, a few

other, smaller scales were formed, and more and more

items became unscalable. According to Sijtsma and

Molenaar [52, p. 81], such a pattern of item clustering is

typical for unidimensional item sets. It can be seen that,

for higher c-values (> .40), the AISP consistently found a

Table 2 Demographic, clinical, and psychological characteristics of male and female participants

Male (n = 828) Female (n = 828)

Demographic variables

Age (Mean, SD) 65 (10.0) 67 (10.6)**

Dutch or Caucasian ethnicity 98% (799/815) 98% (797/816)

Level of education **

Low education 73% (577/795) 87% (688/793)

Average education 21% (166/795) 9% (72/793)

High education 6% (51/795) 4% (32/793)

Marital Status **

Married 83% (681/819) 68% (558/819)

Single 8% (69/819) 7% (56/819)

Widow/widower 5% (43/819) 22% (181/819)

Other 3% (26/819) 3% (24/819)

Medical history

Peripheral arterial disease 25% (195/797) 22% (172/800)

Bypass or angioplasty 17% (140/807) 9% (72/801)**

Myocardial infarction 15% (123/804) 7% (57/801)**

Stroke 8% (62/806) 6% (48/801)

Angina pectoris 13% (100/798) 9% (72/795)*

Kidney failure 3% (27/799) 4% (32/797)

Retinopathy 4% (25/627) 5% (28/594)

Foot problem 62% (400/645) 64% (417/653)

Clinical variables
HbA1c (Mean, SD) 6.7 (0.8) 6.7 (0.9)

BMI (Mean, SD) 28.1 (4.0) 29.9 (5.4)**

Cholesterol (Mean, SD) 4.3 (0.9) 4.7 (1.0)**

LDL (Mean, SD) 2.5 (0.8) 2.7 (0.8)**

HDL (Mean, SD) 1.2 (0.3) 1.3 (0.4)**

Systolic blood pressure (Mean, SD) 141.1 (17.8) 141.0 (18.4)

Diastolic blood pressure (Mean, SD) 78.4 (9.4) 77.8 (9.4)

Diabetes duration > 3 years 59% (486/828) 57% (475/828)

Diabetes treatment

No treatment 1% (8/823) 1% (8/817)

Diet 18% (148/823) 17% (135/817)

Diet and oral agents 76% (621/823) 76% (617/817)

Diet and insulin 1% (8/823) 2% (12/817)

Diet, oral agents, and insulin 4% (35/823) 6% (45/817)

Other 0% (3/823) -

Psychological variables

Self-reported history of depression 8% (60/800) 13% (102/798)**

Note. Means of males and females are compared with independent samples t-tests, percentages are compared with c
2-tests. * p < .05, ** p < .001.
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two-item scale comprising items 1 and 2, which consti-

tuted a strong scale (Table 3, column 12). However,

when the two items were included in the ten-item scale,

they had H-values that were in same range as the

H-values for all the other items. Such H-values under the

one-factor solution suggest that the two items provide

reliable information about the general depression dimen-

sion underlying all items, but also that the two items are

strong measurements of a specific aspect of depression.

This high association between these two items reveals

local dependencies between them.

To determine whether persons can be reliably ordered

on the scale by means of X+, the monotonicity assump-

tion was investigated by testing estimated IRFs for local

decreases. Monotonicity was evaluated using item rest-

score regressions, as implemented in the software pack-

age MSPWIN [59]. Several sample violations of monoto-

nicity were found, but none of these was significant

when tested at a 5% significance level. This means that

the monotonicity assumption is supported by the data.

Confirmatory factor analysis (CFA)

To further study the dimensionality of the EDS, we used

a CFA on the polychoric correlation matrix. Firstly, the

one-factor model was fitted to the data. The standardized

item- factor loadings for the one-factor CFA model are

presented in Table 1 (column 4). Based on the factor

loadings and the CFI and RMSEA (Table 4), the one-fac-

tor model with all ten items loading on the factor fitted

well and can be accepted. However, inspection of the

bivariate residuals showed positive residual association

between items 1 and 2 (residual r = .169) and small or

negative residuals between all other item pairs. This

result indicates local dependence between items 1 and 2.

To see whether the two locally-dependent items should

be treated as a separate scale, we also fitted a correlated

two-factor model, in which items 3 to 10 load on one fac-

tor and items 1 and 2 load on the other factor, and a one-

factor model with items 3 to 10 (having removed items 1

and 2). Comparison of the fit indices for the two -factor

model and the eight-item one-factor model with the ten-

item one-factor model only showed minor improve-

ments. However, the item-factor loadings of items 1 and

2 reduced from .82 and .81 to .64 each, when estimated

separately in 9-item models (results not tabulated). This

result indicates that the local dependence between the

items led to inflated factor loadings. To summarize, CFA

supports unidimensionality for the EDS, but identified

local dependence between items 1 and 2.

Full Information Item Bifactor Analysis

Dimensionality analyses using MSA and CFA revealed

local dependence and, as a result, did not yield convincing

evidence that the EDS is truly unidimensional. Since unidi-

mensionality is a critical assumption in IRT, additional

analyses had to be carried out in order to verify to what

extent observed deviations from unidimensionality may

cause problems in subsequent IRT analysis of the EDS. To

address this issue in greater detail, we performed a full-

information item bifactor analysis (BFA), which can be

conceived as a multidimensional IRT model [65,66]. In the

bifactor model, all items load on a general factor, which in

our case represents a broad construct of depression, and

one or more item clusters each load on a specific factor

representing a subdomain of depression. The specific fac-

tors are uncorrelated and do not correlate with the general

factor. Comparison of the item factor loadings under the

full information one-factor model and the factor loadings

under the full information bifactor model provides diag-

nostic information about the usefulness of unidimensional

IRT models in the presence of multidimensionality. If fac-

tor loadings for the one-factor model are close to those for

the general factor under the bifactor model, unidimen-

sional IRT modeling is justified [66].

Using BIFACTOR [67], we fitted the full-information

one-factor model and bifactor model with items 1 and 2

Table 4 Model-fit indices polychoric correlations

confirmatory factor analysis

Model CFI1 TLI1 RSMSA2

Unidimensional (all 10 items) .970 .981 .068

8-item scale (items 1&2 removed) .985 .989 .058

Two-dimensional3 .974 .984 .063

Notes.
1CFI/TLI > .9 indicates reasonably good fit (Kline, 2005; pp. 137-141).
2RSMEA between 0.05 and 0.08 suggests reasonable fit (Kline, 2005; pp. 137-141).
3Two dimensional model; items 1 and 2 loaded on one factor, and items 3 to

10 on the other factor; factors were correlated.

Table 3 Cluster solutions in the Automatic Item Selection

Procedure for six levels of lower bound c

Lower Bound c

.30 .40 .45 .50 .55 .60

Scale # 1 1 1 2 3 1 2 1 2 1 2

Item

1. laugh .44 .47 .55 - - .55 - .67 - .72 -

2. enjoyment .44 .47 .54 - - .54 - .64 - .72 -

3. blamed .44 .44 - .53 - us us us us us us

4. anxious/
worried

.36 Us - - .47 - .42 us us us us

5. scared/panicky .45 .46 - .53 - us us us us us us

6. things get on
top of me

.50 .52 .54 - - .54- - - .57 - .61

7. difficulty
sleeping

.51 .53 .55 - - .55 - - .59- - .61

8. sad/miserable .56 .58 .61 - - .61 - .58 - - .63

9. crying .47 .48 .50 - - .50 - - .55 us us

10. thought of
self harm

.44 .44 - - .47 - .44 us us us us

H .46 .49 .55 .53 .47 .55 .53 .64 .57 .72 .62

Note. us = unscalable.
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loading on both the general and specific factor. The

bifactor model fitted significantly better than the one-

factor model (c2 (10) = 358.08; p < 0.001). For items 1

and 2, the factor loadings on the general factor in the

bifactor model were about 1.1 times smaller than the

corresponding loadings under the one-factor model (see

Table 1, columns 5-6). No appreciable differences for

the other items were found between the factor loadings

under the one-factor model and bifactor model. Further-

more, the reliability of both the ten- item scale and

the general factor under the bifactor model was 0.83

(Table 1, columns 5 and 6, last row).

To summarize, MSA, CFA, and BFA consistently

showed that all items in the EDS load on the general attri-

bute of interest. However, MSA and BFA identified local

dependence between items 1 and 2, but the impact on the

item loadings was small. When studying DIF, which

focuses on the relative differences between males and

females, such a small bias in parameter estimates can be

safely ignored. Care should be taken in drawing conclu-

sions when DIF is found only for items 1 and 2. However,

the presence of local dependencies is more problematic

for parameter estimation since it may spuriously inflate

the estimated item discriminations [68]. To avoid biased

estimates due to local dependency in the data, we used

MULTILOG7 [69] and adopted a two-step procedure to

obtain the parameter estimates not biased by local depen-

dence (to be explained below).

Results for Issue 2: Are the items in the EDS unbiased

with respect to gender?

The purification process for finding a DIF-free anchor

item set identified item 9 (c2 (4) = 92.1, p < .001), item 3

(c2 (4) = 27.2, p < .001), and item 4 (c2 (4) = 15.8, p =

.003) (results not tabulated) as potentially biased items.

The remaining seven items were used as anchor items in

the final DIF analysis, and the other three items were indi-

vidually tested for gender- related item bias. DIF analysis

per item (see Table 5; columns 2 to 4) revealed gender-

related DIF for item 3 (blaming oneself), item 4 (anxious/

worry), and item 9 (crying). Additional c2 - tests for testing

equality of the slope parameters between males and

females were not significant for any of the items (Table 5;

column 3). This means that the item slopes do not differ

between males and females. We found significant DIF for

items 3, 4, and 9 (Table 5; column 4) for the c
2 -test for

Table 5 Results of testing for gender bias and estimated item parameters (standard error in italics) and item fit for

females and males

Item DIF Estimated Item Parameters Item Fit1

Slopes and
Thresholds

equal

Slopes
Equal

Thresholds
equal

Females(n = 828) Males(n = 828)

c
2 (4) c

2 (1) c
2 (3) a b1 b2 b3 a b1 b2 b3 p-value

1 7.6 0.8 6.8 1.46 0.81 1.92 2.74 1.46 0.81 1.92 2.74 .540

.09 .07 .14 .20 .09 .07 .14 .20

2 2.0 1.45 0.71 1.88 2.27 1.45 0.71 1.88 2.27 .794

.08 .07 .14 .16 .08 .07 .14 .16

3 24.1** 2.3 21.9 1.35 -0.73 0.58 2.84 1.08 -1.41 0.46 3.34 .048/.360

.10 .10 .09 .25 .10 .13 .12 .41

4 15.8* 0.1 15.7 1.52 -0.53 0.42 2.96 1.53 -0.48 0.70 2.84 .000/.202

.12 .09 .08 .26 .13 .08 .10 .30

5 11.9 0.1 11.8 1.92 -0.40 0.95 2.36 1.92 -0.40 0.95 2.36 .132

.10 .05 .06 .14 .10 .05 .06 .14

6 1.2 2.08 -0.62 1.04 2.49 2.08 -0.62 1.04 2.49 .746

.11 .05 .06 .14 .11 .05 .06 .14

7 6.3 0.7 5.6 2.47 0.01 0.98 2.38 2.47 0.01 0.98 2.38 .774

.13 .04 .05 .13 .13 .04 .05 .13

8 5.9 1.1 4.8 2.68 -0.03 1.50 2.58 2.68 -0.03 1.50 2.58 .686

.15 .04 .07 .15 .15 .04 .07 .15

9 95.0** -0.0 95.0 2.03 0.41 2.26 3.12 2.04 1.14 2.70 3.79 .464 /.052

.17 .06 .16 .30 .26 .11 .31 .75

10 9.0 0.3 8.7 1.88 1.90 2.56 3.67 1.88 1.90 2.56 3.67 .718

.21 .13 .19 .37 .21 .13 .19 .37

Note.

1 Reported p-values are based on 500 bootstrap replications.
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equality of thresholds. This means that the observed DIF

for these items can be explained by differences in the

thresholds between males and females.

Table 5 reports the estimated parameters of the GRM

which, for the DIF items, were obtained separately for

males and females. Parameter estimates were obtained

as follows. Firstly, the GRM was fitted to the eight

locally independent items (i.e., items 3 to 8). Secondly,

items 1 and 2 were scaled separately on the underlying

latent attribute scale defined by the other eight items.

This two-step procedure is justified by the result that all

items had high loadings on the general factor of interest,

as revealed in BFA and MSA (i.e., all items had Hj≥ 0.3).

The resulting item parameter estimates are unbiased

because the eight items are fitted independently of the

two locally dependent items, and items 1 and 2 are

independently scaled on the underlying general attribute

scale in the second step.

By constraining the parameters of the DIF-free items

to be equal, we have item parameters that are on a com-

mon θ-scale. This property enables direct comparison of

the psychometric properties of the EDS between males

and females from the parameter estimates. To test the

goodness-of-fit of the estimated GRM, we used a graphi-

cal approach proposed by Drasgow et al. [70] and a

parametric bootstrap to test observed misfit for signifi-

cance [e.g., [71]]. Items 3, 4, and 9 showed significant

misfit (Table 5 column 13), whereas the other items

fitted well. Figure 2 shows the item-fit plots for the

three misfitting items. The solid lines are the observed

item-mean score functions (IMSF) and the dashed lines

are the expected item-mean score functions under the

GRM. The red dashed-dotted lines display 95% variabil-

ity envelopes, representing sampling fluctuations. If the

solid line falls outside the 95% variability envelope, we

have significant local misfit (two-tailed test, a = 0.05).

Inspection of the plots showed that all three items mis-

fitted at the extremes of the θ scale. Item 4 also showed

misfit at θ ranges between -1 < θ < 1. However, the

item-fit plots also showed that, at these ranges of the θ

scale, the absolute deviance of the observed IMSF from

the expected IMSF was small and is of no practical

importance. In conclusion, a satisfactory fit was found

with the GRM.

Inspection of the (unconstrained) b parameters for the

DIF items (Table 5; columns 6 - 8 and 10 - 12) showed

substantial differences in the thresholds for items 9 and 3

(ranging from 0.12 to 0.73). For example, the lowest

threshold for item 9 was 0.41 for females and 1.14 for

males. For item 4, the differences between estimated

thresholds in males and females were small (ranging from

0.05 to 0.28).

To further study the impact of item bias, we plotted the

expected item scores as a function of θ (see Figure 3A

through 3C) for each of the three DIF items. In Figure 3

we also superimposed the cutoffs (vertical lines; solid

lines for females, dashed lines for male s) that distinguish

the diagnostic depression levels (to be explained below).

For item 3 (Figure 3A) we found that at the higher end of

the attribute scale males (dashed line) tended to report

slightly lower levels of blaming oneself than females with

the same attribute score (solid line), whereas the reverse

was true at θ ranges below the cutoff point. Although

DIF was significant, differences between expected scores

for males and females due to DIF were too small (less

than 0.27) to be of practical importance. For item 4

(Figure 3B), small differences of a maximum of 0.11 were

found between the expected score for males and females

at θ ranges of -1.5 to 2.0. For item 9 (Figure 3C), males

were less likely to report that they had been crying than

females, given equal depression levels. Maximum differ-

ence in the expected item scores due to DIF between

males and females was 0.46. Finally, the expected sum

score functions (Figure 3D) showed only minor differ-

ences between males and females. Positive and negative

bias thus canceled each other out at the scale level. To

summarize, noticeable gender bias was found for item 9

inquiring about crying behavior, but the DIF had little

impact on gender-related bias in the sum scores.

Results for Issue 3: What are the measurement properties

of the EDS for screening depression?

Since DIF was found for three EDS items, the psycho-

metric properties will be examined separately for males

and females when necessary, even though the impact of

the DIF was quite small. Inspection of the estimated item

parameters showed varying item discriminations across

the items (Table 5, column 5 for females and column 9 for

males). In particular, item 8 (felt sad/miserable) is the

most discriminating item (a = 2.68) followed by item 7

(difficulty sleeping; a = 2.47), whereas item 3 (blamed) is

the least discriminating item (afemale = 1.35, amale = 1.08).

Furthermore, the thresholds are located at the upper

range of the latent attribute scale θ, implying that the

items mainly differentiate respondents at higher ranges of

the θ-scale. Figure 4 shows the total information functions

for females and males. Once again, we see that the EDS is

most informative at the higher ranges of the θ scale.

To evaluate the screening properties of the EDS and its

constituent items in more detail, the cutoff scores on the

X+ scale had to be translated into corresponding cutoffs

on the θ scale (i.e., latent cutoffs). Since gender-related

DIF appeared to be present in the data, different latent

cutoffs were determined for females and males. For the

cutoff score X+ = 9, the latent cutoff points were 0.54 for

females and 0.60 for males. This means that a sum score

of 9 on the EDS represents a somewhat higher depression

level for males than for females. A result that is due to
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the DIF for item 9 on crying behavior. For the cutoff

score X+ = 12, the corresponding latent cutoff points

were 1.03 and 1.10 for females and males, respectively.

This means that females with a θ-value in the range

(0.54; 1.03), and males with a θ-value in the range (0.60;

1.10) exhibit symptoms of minor depression and require

further clinical assessment, whereas males with θ > 1.10

and females with θ > 1.03 exhibit symptoms of major

 

 

(a) 

(b) 

(c) 

Figure 2 Item-fit plots for (a) Item 3 (female sample), (b) Item 4 (female sample) and (c) Item 9 (male Sample). Figure note: Solid line =

Observed item-score function; Dashed line = Expected item-score function under the Graded Response Model; Dashed/dotted lines indicate

95%variability envelopes under the Graded Response Model.
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depression. The latent cutoff points are indicated by the

vertical lines in Figures 3 and 4.

Inspection of the individual item contributions to the

total information at the cutoff point (Table 6) showed

that for distinguishing non-depression from mild

depression, and mild depression from major depression,

item 7 (having difficulty sleeping) is the most reliable

indicator, followed by item 8 (feeling sad/miserable).

The least reliable indicator for differentiating the diag-

nostic groups is item 10 (thought of self harm).

Figure 5 shows the item-score profiles for females and

males at a particular point on the θ scale and can be con-

ceived as the (expected) item means in a sample of

respondents with a θ value equal to the cutoff. Comparing

the profiles at the cutoffs shows the greatest differences

between item 7 (sleeping difficulties) and items 1 and 2

(hedonia), followed by items 5 and 6. This suggests that

the difference between mild and severe depression typi-

cally expresses itself to a greater extent by a decrease in

hedonistic thoughts and an increase in sleeping problems,

and to a lesser extent by an increase in feelings of panic

and the feeling that things have been getting on top of

oneself.

Discussion
In the present study we investigated the dimensionality

and scaling properties of the EDS in a population of

patients with DM2. The objectives of this study were

(a) (b) 

(c) (d) 

Figure 3 Expected item-score functions for (a) Item 3, (b) Item 4, (c) Item 9, and (d) expected sum score as a function of the latent

attribute (θ), for females (solid lines) and males (dashed lines).
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threefold. Firstly, we examined the dimensionality of the

EDS. An important practical and scientific issue is

whether the items, each covering different conceptually

narrow aspects (e.g., anxiety, dysphoria, and anhedonia),

together constitute a proper unidimensional scale for

measuring the general broad attribute of depression.

Measurements of the general attribute, covering the full

breadth of the construct, may have higher predictive

validity than subscale scores [33]. Confirmatory factor

analyses and Mokken scale analysis showed that the ten

EDS items constitute a unidimensional scale for the gen-

eral depression factor of interest. Respondents can be

reliably ordered on this dimension using the sum score.

These results justify the use of sum scores on the EDS

as measurements of the underlying depression attribute.

This finding corroborates the original intentions of the

(a) 

(b) 

0

2

4

6

8

10

12

-4 -3 -2 -1 0 1 2 3 4

T
e

s
t 

In
fo

r
m

a
ti

o
n

Attribute Value

Test Information 

Function

cutoff 9

cutoff 12

0

2

4

6

8

10

12

-4 -3 -2 -1 0 1 2 3 4

T
e

s
t 

In
fo

r
m

a
ti

o
n

Attribute Value

Test Information 

Function

cutoff 9

cutoff 12

Figure 4 Test information functions (solid lines) for (a) females and (b) males. Figure note: Vertical lines represent clinical cutoffs for mild

depression (dashed lines) and severe depression (dotted lines).
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developers, who designed the EDS to be unidimensional

[26].

The question of whether a set of items covering different

aspects should be treated as one unidimensional scale for

the general attribute of interest, or should be divided into

smaller subscales, is an important issue in psychological

assessment. Our study demonstrated that both the non-

parametric IRT framework (as an exploratory approach)

and bifactor models (as a confirmatory approach) provide

powerful tools for rigorously examining to what extent the

items in a scale together measure a broad attribute in the

presence of specific aspects. Typically, a general attribute

dimension is present if MSA clusters all items into a single

scale for medium values of lower bound c, and yields sepa-

rate clusters for high values of c, and if all items have high

loadings on the general factor in the bifactor model. In

some instances, however, the existence of a general under-

lying attribute is easily derived from the factor solutions

themselves. For example, De Bruin et al. [30] tested the

two-factor model of Pop et al. [32] in a confirmatory fac-

tors analysis, and found a correlation of .86 between the

two factors. From this high correlation, they concluded

that the factors basically provide information about the

same underlying construct. Such compelling evidence is

the exception rather than the rule.

The dimensionality analyses revealed small local depen-

dencies between items 1 and 2. We hypothesize that local

dependence can be explained by the opposite wording

compared to the other items in the EDS. Local dependen-

cies related to item wording are typical for scales compris-

ing negatively- and positively-worded items [72]. The

literature provides competing explanations as to why these

additional dependencies often emerge in balanced scales.

One explanation states that positively-worded items are

dimensionally distinct from negatively- worded ones. For

example, being unhappy is different from not being happy.

Other explanations include careless responding [73] and

carry-over effects due to similarity in wording [72].

Whether the two items should be regarded as covering a

dimensionally distinct attribute or as being caused by idio-

syncratic response tendencies or wording effects is difficult

to tell from a single data analysis. Future research may

explore a modified version of the EDS in which all the

items are worded in the same direction, to see whether

local dependence vanishes.

Another scale refinement that may be pursued in

future research is to remove the locally-dependent items

1 and 2 and use an eight-item version of the EDS. How-

ever, given the results of our study, we believe that

removing items 1 and 2 is not to be recommended. MSA,

CFA, and parametric IRT analyses consistently showed

that the two items are reliable indicators of the general

attribute. In addition, bifactor analyses showed that the

bias in estimated scale reliability was only 0.01. Thus,

from a pure practical point of view, ignoring local depen-

dence does not impair the valid use of EDS scores.

Removing the items, however, would result in a loss of

information and would compromise the reliability and

increase the risks of incorrect diagnosis. The two-step

estimation approach adopted in our study facilitates fore-

casting the consequences of removing items 1 and 2

from the EDS. For example, the two items accounted for

12% to 14% of the information around the cutoff. Remov-

ing these items reduces the test information around the

cutoff by a factor 1.2. In addition, removing items 1 and

2 reduces Cronbach’s alpha from 0.86 to 0.82 (results

based on a simulated data set of 10,000 item-response

vectors; details available from the second author). This

may seem small, but it should be noted that decreasing

reliability caused by test length has several adverse

effects, including a reduction in the power to find group

differences, additional bias in the estimated regression

effects of the EDS, and higher risks of classification errors

(e.g., [74]). Furthermore, removal of the items necessi-

tates determining new cutoffs for diagnosing mild and

severe levels of depression, and may unduly narrow the

Table 6 Individual item contribution to the test information function at cutoffs, for females and males

Females Males

X+ = 9 X+ = 12 X+ = 9 X+ = 12

Item Item Label (θ = 0.54) (θ = 1.03) (θ = 0.60) (θ = 1.10)

1 laugh 6% 7% 7% 7%

2 enjoyment 6% 7% 7% 7%

3 blamed 6% 5% 4% 3%

4 anxious/worried 7% 6% 8% 7%

5 scared/panicky 12% 11% 12% 11%

6 things get on top of me 12% 13% 13% 13%

7 difficulty sleeping 19% 19% 20% 18%

8 sad/miserable 16% 16% 16% 17%

9 crying 12% 10% 10% 12%

10 thought of self harm 3% 5% 3% 6%
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construct since one aspect (anhedonia) may no longer be

well represented.

The second objective of this study was to test whether

the EDS is biased with respect to gender. Significant DIF

was found for items 3 (blaming), 4 (anxious) and 9 (cry-

ing), but only for item 9 did DIF lead to appreciable

differences in expected responses for males and females.

However, at the scale level, the presence of DIF caused

no substantial differences in the expected scores between

males and females. The minor impact of DIF was also

evident from the small differences between latent cutoffs

that were obtained separately for males and females. For
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Figure 5 Expected item-score profiles, for (a) females and (b) males, at the latent cutoff points differentiating diagnostic groups of

non-depressed, mildly depressed, and severely depressed.
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example, for the screening for mild depression we found

latent cutoffs of θ = 0.54 and θ = 0.60 for females and

males, respectively. Such a difference is negligible given

that θ is standard normally distributed. Altogether these

findings indicate that the observed DIF had no practical

impact, and justify using the same screening rules for

males and females.

The third objective was to have a more detailed picture

of the screening properties of the EDS items. We found

that the EDS is only informative at the higher ranges of

the θ scale. This is a common result for many clinical

scales [43], which basically assess symptom severity with

respect to a clinical condition (e.g., depression). This

means that the items in the scale only assess one polar of

the ‘no depression-depression’ continuum and constitute

a quasi- attribute [43]. Secondly, we found that, for the

distinction between no depression and mild depression

and for that between mild depression and severe depres-

sion, item 7 (difficulty sleeping) appeared to be the most

reliable indicator, followed by item 8 (sad/miserable). For

the other items, differences in the relative contribution to

the information between the two cutoffs were also small,

which means that for differentiating respondents around

the higher cutoff (X+ = 12), the relative importance of the

items is the same as for differentiating around the lower

cutoff (X+ = 9). In addition, the differences in screening

properties between males and females were small, which

again demonstrates that the impact of DIF is small and of

no practical concern. Thirdly, we looked at the score pro-

files that further characterize the diagnostic groups at the

item level. We found that the difference between mild

and severe depression is most prominently reflected by

differences in sleeping difficulties and anhedonia.

In this study, we used IRT-based methods to examine

different aspects of the EDS. To the best of our knowledge,

there are two other studies that have used IRT to validate

the EDS [48,49]. Both those studies adopted a polytomous

Rasch model (e.g., [42,55]), which assumes, for example,

that all the items in a scale have the same discrimination

power. This assumption is unrealistic for the EDS, as

shown by the varying item-factor loadings in the factor

analysis and the varying scalability coefficients in Mokken

scale analysis. Therefore, the Rasch model seems to be too

restrictive to adequately capture the relevant test and item

characteristics of the EDS. Using an IRT model that is too

restrictive yields undesirable results. Most importantly,

it may lead to the removal of sound items. For example,

Pallant et al. ([48], p. 28) suggested discarding item 8 from

the EDS because it showed poor fit under the postulated

Rasch model. However, this misfit is most likely explained

by the fact that the item has higher discrimination than

the other items. Under the Rasch model, such deviating

item discrimination is identified as item misfit. Discarding

item 8 seems to be an unfortunate choice since, as was

shown in this study, it is highly informative for diagnosing

mild and severe depression levels and has excellent mea-

surement properties. Removing item 8 would unnecessa-

rily compromise the reliability and (predictive) validity of

the EDS.

Although the above findings support the dimensional-

ity and reliability of the EDS, two limitations should be

noted. Firstly, we limited our study to analysis of the

dimensionality and measurement properties of the EDS.

However, for an instrument to be a valid screening tool

in patients with an elevated risk of adverse health out-

comes, additional studies on the sensitivity and specificity

must also be carried out. The sensitivity and specificity of

the EDS have been extensively studied in pregnant [75],

non-postnatal [27], and menopausal-aged [76,77] women.

Unfortunately, we had no information on clinical diag-

noses derived from psychiatric diagnostic interviews at

our disposal. Data from a psychiatric diagnostic interview

such as the Composite International Diagnostic Interview

would allow us to calculate the sensitivity and specificity

of the Dutch version of the EDS for primary-care patients

with type 2 diabetes.

The second limitation concerns the specific sample of

diabetes patients used in our study. Published validation

studies on other scales measuring depressive symptoms,

such as the HADS [78] and the SCL-90-R [79], have some-

times yielded inconsistent results with respect to the

dimensionality of the scales across different (clinical)

populations. These inconsistencies can partly be explained

on statistical grounds since researchers use different

research strategies and model selection criteria [80]. How-

ever, it has also been hypothesized that the dimensionality

of symptom scales may depend on the general level of

negative affectivity - a concept closely related to depres-

sion - itself [80]. This means that for a well- defined popu-

lation, the dimensionality within the subpopulation with

high negative affectivity may be different from within the

subpopulation with low negative affectivity. According to

this hypothesis, negative affectivity serves as a so-called

structure generating factor. However, not only the general

negative affectivity level but also specific characteristics of

the disease status of the respondents may operate as a

structure-generating factor. This means that caution must

be exercised in generalizing the results from one clinical

population to another.

Conclusions
Dimensionality and scale analysis in a large sample of

1,656 males and females diagnosed with type 2 diabetes

suggest that the ten EDS items constitute a psychometri-

cally sound scale, representing a broad depression attri-

bute. The EDS can be safely used as a valid and reliable

screening tool for both males and females with type 2

diabetes, using the same cutoff values to define categories
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of patients with mild and severe levels of depressive

symptoms.

Abbreviations

AISP: automatic item selection procedure; BFA: Bifactor Analysis; CFA:

confirmatory factor analysis; DIF: differential item functioning; DM2: type 2

diabetes mellitus; EDS: Edinburgh Depression Scale; EFA: exploratory factor

analysis; GRM: graded response model; IRF: item response function; IMSF:

item-mean score function; MHM: monotone homogeneity model; MSA:

Mokken scale analysis.

Acknowledgements

No Acknowledgements.

Author details
1Department of Medical Psychology & Neuropsychology, Center of Research

on Psychology in Somatic diseases (CoRPS), Tilburg University, Tilburg, The

Netherlands. 2Department of Developmental and Clinical Psychology, Tilburg

University, Tilburg, The Netherlands. 3Department of Methodology and

Statistics, Tilburg University, Tilburg, The Netherlands.

Authors’ contributions

EdC participated in data preparation, statistical analysis, writing the

manuscript, and designing the tables; WE participated in statistical analysis

and writing the manuscript; GN participated in data collection and

preparation, and helped in writing the manuscript; VP participated in the

design of the study, and helped in writing the manuscript; FP participated

in the design of the study, and helped in writing the manuscript. All the

authors have read and approved the final manuscript.

Competing interests

The authors declare that they have no competing interests.

Received: 8 December 2010 Accepted: 24 August 2011

Published: 24 August 2011

References

1. Ali S, Stone MA, Peters JL, Davies MJ, Khunti K: Prevalence of co-morbid

depression in adults with type 2 diabetes: a systematic review and

meta-analysis. Diabet Med 2006, 23:1165-1173.

2. Pouwer F, Beekman AT, Nijpels G, Dekker JM, Snoek FJ, Kostense PJ,

Heine RJ, Deeg DJ: Rates and risks for co-morbid depression in patients

with type 2 diabetes mellitus: results from a community-based study.

Diabetologia 2003, 46:892-898.

3. Pouwer F, Geelhoed-Duijvestijn PH, Tack CJ, Bazelmans E, Beekman AJ,

Hein RJ, Snoek FJ: Prevalence of co-morbid depression is high in

outpatients with type 1 or type 2 diabetes mellitus. Results from three

outpatient clinics in The Netherlands. Diabet Med 2010, 27:217-24.

4. Schram MT, Baan CA, Pouwer F: Depression and quality of life in patients with

diabetes: a systematic review from the European Depression in Diabetes

(EDID) Research Consortium. Current Diabetes Reviews 2009, 5:112-119.

5. Lustman PJ, Clouse RE: Depression in diabetic patients: the relationship

between mood and glycemic control. J Diabetes Complications 2005,

19:113-122.

6. Simon GE, Katon WJ, Lin EH, Rutter C, Manning WG, Von Korff M,

Ciechanowski P, Ludman EJ, Young BA: Cost-effectiveness of systematic

depression treatment among people with diabetes mellitus. Arch Gen

Psychiatry 2007, 64:65-72.

7. Egede LE, Nietert PJ, Zheng D: Depression and all-cause and coronary

heart disease mortality among adults with and without diabetes.

Diabetes Care 2005, 28:133-1345.

8. De Groot M, Anderson R, Freedland KE, Clouse RE, Lustman PJ: Association

of Depression and Diabetes Complications: A meta-analysis.

Psychosomatic Medicine 2001, 63:619-630.

9. Pouwer F, Skinner TC, Pibernik-Okanovic M, Beekman AT, Cradock S,

Szabo S, Metelko Z, Snoek FJ: Serious diabetes-specific emotional

problems and depression in a Croatian-Dutch-English Survey from the

European Depression in Diabetes [EDID] Research Consortium. Diabetes

Res Clin Pract 2005, 70:166-173.

10. Lustman PJ, Clouse RE: Treatment of depression in diabetes: impact on

mood and medical outcome. J Psychosom Res 2002, 53:917-924.

11. Rubin RR, Ciechanowski P, Egede LE, Lin EH, Lustman PJ: Recognizing and

treating depression in patients with diabetes. Curr Diab Rep 2004,

4:119-125.

12. Pouwer F, Beekman AT, Lubach C, Snoek FJ: Nurses’ recognition and

registration of depression, anxiety and diabetes-specific emotional

problems in outpatients with diabetes mellitus. Patient Education and

Counseling 2006, 60:235-240.

13. IDF Clinical Guidelines Task Force: Global Guideline for Type 2 Diabetes:

recommendations for standard, comprehensive, and minimal care.

Diabetic Medicine 2006, 23:579-593.

14. American Diabetes Association: Standards of Medical Care in Diabetes-

2009. Diabetes Care 2009, 32(Suppl 1):S13-S61.

15. International Diabetes Federation: Global guideline for type 2 diabetes.

International Diabetes Federation [online]; 2005 [http://www.idf.org/

guidelines/type-2-diabetes].

16. Pouwer F: Should we screen for emotional distress in type 2 diabetes

mellitus? Nat Rev Endocrinol 2009, 5(12):665-671.

17. Pouwer F, Snoek FJ, Van der Ploeg HM, Ader HJ, Heine RJ: Monitoring of

psychological well-being in outpatients with diabetes: effect on mood,

HbA1c, and the patient’s evaluation of the quality of diabetes care: a

randomized controlled trial. Diabetes Care 2001, 24:1929-1935.

18. Bot M, Pouwer F, Ormel J, Slaets JP, de Jonge P: Predictors of incident

major depression in diabetic outpatients with subthreshold depression.

Diabet Med 2010, 27(11):1295-1301.

19. Denollet J, Schiffer AA, Spek V: A general propensity to psychological

distress affects cardiovascular outcomes: evidence from research on the

type D (distressed) personality profile. Circ Cardiovasc Qual Outcomes

2010, 3(5):546-557.

20. Pouwer F, Kupper N, Adriaanse MC: Does emotional stress cause type 2

diabetes mellitus? A review from the European Depression in Diabetes

(EDID) Research Consortium. Discov Med 2010, 9(45):112-8.

21. Lustman PJ, Clouse RE, Griffith LS, Carney RM, Freedland KE: Screening for

depression in diabetes using the Beck Depression Inventory. Psychosom

Med 1997, 59(1):24-31.

22. Zauszniewski JA, Chung C, Krafcik K, Sousa VD: Psychometric testing of the

depressive cognition scale in women with type 2 diabetes. J Nurs Meas

2001, 9(1):61-72.

23. Lamers F, Jonkers CC, Bosma H, Penninx BW, Knottnerus JA, van Eijk JT:

Summed score of the Patient Health Questionnaire-9 was a reliable and

valid method for depression screening in chronically ill elderly patients.

J Clin Epidemiol 2008, 61:679-687.

24. Stahl D, Sum CF, Lum SS, Liow PH, Chan YH, Verma S, Chua HC, Chong SA:

Screening for depressive symptoms: validation of the center for

epidemiologic studies depression scale (CES-D) in a multiethnic group

of patients with diabetes in Singapore. Diabetes Care 2008, 31:1118-1119.

25. Van Steenbergen-Weijenburg KM, de Vroege L, Ploeger RR, Brals JW,

Vloedbeld MG, Veneman TF, Hakkaart-van Roijen L, Rutten FF, Beekman AT,

van der Feltz Cornelis CM: Validation of the PHQ-9 as a screening

instrument for depression in diabetes patients in specialized outpatient

clinics. BMC Health Serv Res 2010, 10:235.

26. Cox JL, Holden JM, Sagovsky R: Detection of postnatal depression:

Development of the 10-item Edinburgh Postnatal Depression Scale. Br J

Psychiatry 1987, 150:782-786.

27. Cox JL, Chapman G, Murray D, Jones P: Validation of the Edinburgh

postnatal depression scale (EPDS) in non-postnatal women. J Affect

Disord 1996, 39:185-189.

28. Lloyd-Williams M, Friedman T, Rudd N: Criterion validation of the

Edinburgh Postnatal Depression Scale as a screening tool for depression

in patients with advanced metastatic cancer. J Pain Symptom Manage

2000, 20:259-265.

29. Koopmans B, Pouwer F, de Bie RA, Leusink GL, Denollet JK, Pop VJ:

Associations between vascular co-morbidities and depression in insulin-

naive diabetes patients: the DIAZOB Primary Care Diabetes study.

Diabetologia 2009, 52:2056-2063.

30. De Bruin GP, Swartz L, Tomlinson M, Cooper PJ, Molteno C: The factor

structure of the Edinburgh Postnatal Depression scale in a South African

peri-urban settlement. South African J Psychology 2004, 34:113-121.

31. Berle JØ, Aarre TF, Mykletun A, Dahl AA, Holsten F: Screening for postnatal

depression: Validation of the Norwegian version of the Edinburgh

de Cock et al. BMC Psychiatry 2011, 11:141

http://www.biomedcentral.com/1471-244X/11/141

Page 17 of 19

http://www.ncbi.nlm.nih.gov/pubmed/17054590?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17054590?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17054590?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12819896?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12819896?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20546267?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20546267?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20546267?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19442096?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19442096?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19442096?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15745842?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15745842?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17199056?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17199056?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11485116?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11485116?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15913827?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15913827?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15913827?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12377304?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12377304?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15035972?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/15035972?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16442465?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16442465?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16442465?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16759299?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16759299?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19118286?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19118286?dopt=Abstract
http://www.idf.org/guidelines/type-2-diabetes
http://www.idf.org/guidelines/type-2-diabetes
http://www.ncbi.nlm.nih.gov/pubmed/19884900?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19884900?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11679459?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11679459?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11679459?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11679459?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20950389?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20950389?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20841549?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20841549?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20841549?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20193636?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20193636?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20193636?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/9021863?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/9021863?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11469143?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11469143?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18538262?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18538262?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18337303?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18337303?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18337303?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20704720?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20704720?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20704720?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/3651732?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/3651732?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/8856422?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/8856422?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11027907?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11027907?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11027907?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19669635?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/19669635?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12943945?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12943945?dopt=Abstract


Postnatal Depression Scale, and assessment of risk factors for postnatal

depression. J Affect Disord 2003, 76:151-156.

32. Pop VJ, Komproe IH, van Son MJ: Characteristics of the Edinburgh Post

Natal Depression Scale in the Netherlands. J Affect Disord 1992,

26:105-110.

33. Brouwers EPM, van Baar AL, Pop VJM: Does the Edinburgh Postnatal

Depression Scale measure anxiety? J Psychosom Res 2001, 51:659-663.

34. Jomeen J, Martin CR: Confirmation of an occluded anxiety component

within the Edinburgh Postnatal Depression Scale (EPDS) during early

pregnancy. J Reprod Infant Psychol 2005, 23:143-154.

35. Tuohy A, McVey C: Subscales measuring symptoms of non-specific

depression, anhedonia, and anxiety in the Edinburgh Postnatal

Depression Scale. Br J Clin Psychol 2008, 47:153-169.

36. Cole SR, Kawachi I, Mailer SJ, Berkman LF: Test of item response bias in

the CES-D scale: Experience from the New Haven EPESE study. J of Clinic

Epidem 2000, 53:285-289.

37. Teussèdre F, Chabrol H: Detecting women at risk for postnatal depression

using the Edinburgh Postnatal Depression Scale at 2 to 3 Days

Postpartum. Can J Psychiatry 2004, 49:51-54.

38. Cox JL, Murray D, Chapman G: A controlled study of the onset, duration

and prevalence of postnatal depression. Br J Psychiatry 1993, 163:27-63.

39. Matthey S, Henshaw C, Elliot S, Barnett B: Variability in use of cut-off

scores and formats on the Edinburgh Postnatal Depression Scale:

Implications for clinical and research practice. Arch Womens Ment Health

2006, 9:309-315.

40. Emons WHM, Meijer RR, Denollet J: Negative affectivity and social

inhibition in cardiovascular disease: Evaluating Type-D personality and

its assessment using item response theory. J Psychosom Res 2007,

63:27-39.

41. Pett MA, Lackey NR, Sullivan JJ: Making sense of factor analysis: the use

of factor analysis for instrument development in health care research.

Thousand Oaks, CA: Sage; 2003.

42. Embretson SE, Reise SP: Item response theory for psychologists. Mahwah

NJ: Lawrence Erlbaum; 2000.

43. Reise SP, Waller NG: Item response theory and clinical measurement.

Annu Rev of Clin Psychol 2009, 5:27-48.

44. Meijer RR, Baneke JJ: Analyzing psychopathology items: a case for

nonparametric item response theory modeling. Psychol Methods 2004,

9:345-368.

45. Sijtsma K, Emons WHM, Bouwmeester S, Nyklíček I, Roorda LD:

Nonparametric IRT analysis of quality-of-life scales and its application to

the world health organization quality of life scale (WHOQOL-bref). Qual

Life Res 2008, 17:275-299.

46. Nefs G, Pouwer F, Denollet J, Pop V: Psychological risk factors of micro-

and macrovascular outcomes in primary care patients with type 2

diabetes: Rationale and design of the DiaDDZoB Study. BMC Public

Health 2010, 10:388.

47. Spek V, Nyklíček I, Cuipers P, Pop V: Internet administration of the

Edinburgh Depression Scale. J Affect Disord 2008, 106:301-305.

48. Pallant JF, Miller RL, Tennant A: Evaluation of the Edinburgh Postnatal

Depression Scale using Rasch Analysis. BMC Psychiatry 2006, 6:28-38.

49. Logsdon MC, Usui WM, Nering M: Validation of Edinburgh postnatal

depression scale for adolescent mothers. Arch Womens Ment Healt 2009,

12:433-440.

50. Van der Linden WJ, Hambleton RK: Handbook of Modern Item Response

Theory New York: Springer; 1997.

51. Hambleton RK, Van der Linden WJ, Wells CS: IRT models for the analysis

of polytomously scored data: Brief and selected history of model

building advances. In Handbook of polytomous item response theory models.

Edited by: Nering ML, Ostini R. New York: Routlegde; 2010:21-42.

52. Sijtsma K, Molenaar IW: Introduction to nonparametric item response

theory. Thousand Oaks, CA: Sage 2002.

53. Samejima F: Graded response model. In Handbook of modern item

response theory. Edited by: Van der Linden WJ, Hambleton RK. New York:

Springer; 1997:85-100.

54. Lord FM, Novick MR: Statistical theories of mental test scores.Edited by:

Reading, MA. Addison-Wesley Publishing Company; 1968:.

55. Fischer GH: Rasch models: Foundations, recent developments, and

applications.Edited by: Molenaar IW. New York: Springer; 1995:.

56. Van der Ark LA: Stochastic ordering of the latent trait by the sum score

under various polytomous IRT models. Psychometrika 2005, 70:283-304.

57. Wismeijer AAJ, Sijtsma K, van Assen MALM, Vingerhoets AJJM: A

Comparative Study of the Dimensionality of the Self-Concealment Scale

Using Principal Components Analysis and Mokken Scale Analysis. J Pers

Assess 2008, 90:323-334.

58. Emons WHM, Sijtsma K, Pedersen SP: Dimensionality of the Hospital

Anxiety and Depression Scale (HADS) in Cardiac patients: Comparison of

Mokken Scale Analysis and Factor Analysis. Assessment [http://asm.

sagepub.com/content/early/2010/10/14/1073191110384951.long].

59. Molenaar IW, Sijtsma K: User’s manual MSP5 for Windows. Groningen:

proGAMMA; 2000.

60. Muthén LK, Muthén BO: Mplus User’s guide. Los Angels CA: Muthen &

Muthen; 1998.

61. Thissen D, Steinberg L, Wainer H: Detection of differential item

functioning using the parameters of item response models. In Differential

item functioning. Edited by: Holland PW, Wainer H. Hillsdale NJ: Lawrence

Erlbaum; 1993:67-113.

62. Thissen D, IRTLRDIF2.0: Software for the computation of the statistics

involved in item response theory likelihood-ratio tests for differential

item functioning [Software]. Chapel Hill, NC: University of North Carolina;

2001.

63. Orlando-Edelen M, Thissen D, Teresi JA, Kleinman M, Ocepek-Welikson K:

Identification of differential item functioning using item response

theory and the likelihood based model comparison approach:

Applications to the Mini-Mental State Examination. Med Care 2006,

44(Suppl 3):134-142.

64. Emons WHM, Meijer RR, Denollet J: Negative affectivity and social

inhibition in cardiovascular disease: Evaluating Type-D personality and

its assessment using item response theory. J Psychosom Res 2007,

63:27-39.

65. Gibbons RD, Bock D, Hedeker D, Weiss DJ, Segawa E, Bhaumik DK,

Kupfer DJ, Frank E, Grochocinski VJ, Stover A: Full-information factor

analysis of graded response data. Appl Psych Meas 2007, 31:4-19.

66. Reise SP, Morizot J, Hays RD: The role of the bifactor model in resolving

dimensionality issues in health outcome measures. Qual Life Res 2007,

16:19-31.

67. Gibbons RD, Hedeker D: BIFACTOR: A computer program for full-

information item bifactor models for analysis of binary and ordinal

response data. Chicago: Center of health statistics, University of Illinois;

2007 [http://www.healthstats.org/bifactor.html].

68. Steinberg L, Thissen D: Uses of item response theory and testlet concept

in measurement of psychopathology. Psychol Meth 1996, 1:81-97.

69. Thissen D, Chen W-H, Bock D: MULTILOG 7 [software]. Licolnwood, IL:

Scientific Software International; 2003.

70. Drasgow F, Levine MV, Tsien S, Williams B, Mead A: Fitting polychotomous

item response theory models to multiple choice tests. Appl Psych Meas

995 19:143-165.

71. Stone CA: Monte Carlo based null distribution for an alternative

goodness-of-fit test statistic in IRT models. J Educ Meas 2000, 37:58-75.

72. Schreisheim CA, Eisenbach RJ, Hill KD: The effect of negation and polar

item reversals on questionnaire reliability and validity: An experimental

investigation. Educ and Psychol Meas 1991, 51:67-78.

73. Woods CM: Careless responding to reverse-worded items: Implications

for confirmatory factor analysis. J Psychopathol Behav 2006, 28:189-194.

74. Sijtsma K, Emons WHM: Advice on total-score reliability issues in

psychosomatic measurement. J Psychosom Res 2011, 70:565-572.

75. Bergink V, Kooistra L, Lambregtse-van den Berg MP, Wijnen H, Bunevicius R,

van Baar A, Pop V: Validation of the Edinburgh Depression Scale during

pregnancy. J Psychosom Res 2011, 70:385-398.

76. Becht MC, Van Erp CF, Teeuwisse TM, Van Heck GL, Van Son MJ, Pop VJ:

Measuring depression in women around menopausal age: Towards a

validation of the Edinburgh Depression Scale. J Affect Disord 2001,

63:209-213.

77. Nyclíçek I, Scherders MJ, Pop VJ: Multiple assessments of depressive

symptoms as an index of depression in population-based samples. Psych

Res 2004, 128:111-116.

78. Bjelland I, Dahl AA, Haugh TT, Neckelmann D: The validity of the Hospital

Anxiety and Depression Scale: An updated literature review. J Psychosom

Res 2002, 52:69-77.

79. Cyr JJ, McKenna-Foley JM, Peacock E: Factor structure of the SCL-90-R: Is

there one? J Pers Assess 1985, 49:571-578.

de Cock et al. BMC Psychiatry 2011, 11:141

http://www.biomedcentral.com/1471-244X/11/141

Page 18 of 19

http://www.ncbi.nlm.nih.gov/pubmed/12943945?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/12943945?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/1447427?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/1447427?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11728506?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11728506?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17761026?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17761026?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17761026?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/14763678?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/14763678?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/14763678?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/8353695?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/8353695?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17013761?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17013761?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17013761?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17586335?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17586335?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17586335?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18246447?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18246447?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20594337?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20594337?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/20594337?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17689667?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17689667?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16768803?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/16768803?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18584441?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18584441?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/18584441?dopt=Abstract
http://asm.sagepub.com/content/early/2010/10/14/1073191110384951.long
http://asm.sagepub.com/content/early/2010/10/14/1073191110384951.long
http://www.ncbi.nlm.nih.gov/pubmed/17586335?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17586335?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17586335?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17479357?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/17479357?dopt=Abstract
http://www.healthstats.org/bifactor.html
http://www.ncbi.nlm.nih.gov/pubmed/21624580?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/21624580?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/21414460?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/21414460?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11246097?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11246097?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11832252?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/11832252?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/4093836?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/4093836?dopt=Abstract


80. Vassend O, Skrondal A: The problem of structural indeterminacy in

multidimensional symptom report instruments. The case of SCL-90-R.

Behav Res Ther 1999, 37:685-701.

Pre-publication history

The pre-publication history for this paper can be accessed here:

http://www.biomedcentral.com/1471-244X/11/141/prepub

doi:10.1186/1471-244X-11-141
Cite this article as: de Cock et al.: Dimensionality and scale properties of
the Edinburgh Depression Scale (EDS) in patients with type 2 diabetes
mellitus: the DiaDDzoB study. BMC Psychiatry 2011 11:141.

Submit your next manuscript to BioMed Central
and take full advantage of: 

• Convenient online submission

• Thorough peer review

• No space constraints or color figure charges

• Immediate publication on acceptance

• Inclusion in PubMed, CAS, Scopus and Google Scholar

• Research which is freely available for redistribution

Submit your manuscript at 
www.biomedcentral.com/submit

de Cock et al. BMC Psychiatry 2011, 11:141

http://www.biomedcentral.com/1471-244X/11/141

Page 19 of 19

http://www.ncbi.nlm.nih.gov/pubmed/10402693?dopt=Abstract
http://www.ncbi.nlm.nih.gov/pubmed/10402693?dopt=Abstract
http://www.biomedcentral.com/1471-244X/11/141/prepub

	Abstract
	Background
	Methods
	Results
	Conclusions

	Background
	Methods
	Participants
	Measures
	Statistical Analyses
	Item Response Theory

	Issue 1: Is the EDS unidimensional?
	Issue 2: Are the items in the EDS unbiased with respect to gender?
	Issue 3: What are the measurement properties of the EDS for screening depression?

	Results
	Descriptive Statistics
	Results for Issue 1: Is the EDS unidimensional?
	Confirmatory factor analysis (CFA)
	Full Information Item Bifactor Analysis

	Results for Issue 2: Are the items in the EDS unbiased with respect to gender?
	Results for Issue 3: What are the measurement properties of the EDS for screening depression?

	Discussion
	Conclusions
	Acknowledgements
	Author details
	Authors' contributions
	Competing interests
	References
	Pre-publication history

