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 
Abstract—This paper studies the overall energy 

consumption of a Pan-European optical transport 

network for three different time periods: today, in five 

and ten years from now. In each time period the Pan-

European network was dimensioned, using traffic 

predictions based on realistic data generated by the 

optical networking roadmap developed in the 

framework of the European project Building the 

Future Optical Network in Europe - BONE. A 

wavelength routed WDM optical network based on 

either transparent or opaque node architectures was 

examined considering exclusively either 10Gbit/s or 

40Gbit/s per channel data rates. The results manifest 

that transparent optical networking technologies are 

expected to provide significant energy savings of the 

order of 35% to 55%. It was also shown that the 

migration towards higher data rates, i.e. from 

10Gbit/s to 40Gbit/s, is assisting to improve the overall 

energy efficiency of the network. 

 

Index Terms—Optical fiber networks; WDM 

networks; energy efficiency 
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I. INTRODUCTION 

 

S the Internet and ICT usage is becoming more and 

more omnipresent in today’s society, its power 

consumption becomes also of increasing significance.  As 

indicated in [1], ICT (comprising networks and network 

terminal equipment such as PCs, servers, TVs, etc.) is 

responsible for about 4% of all primary energy today 

worldwide, and this percentage is expected to double by 

2020. Network equipment plays a significant role in this 

consumption figures. While access networks are responsible 

for a major part of the network power consumption today, 

recent studies (e.g. [2]) predict that the power share of the 

core network segment will grow rapidly.  This will cause 

severe problems, not only in terms of resulting greenhouse 

gas emissions, but also because of the more complex and 

expensive cooling systems needed to cool router and 

switching equipment at ever higher heat production per 

square inch.  These severe problems call for special research 

attention towards more energy-cautious core network 

solutions.  

 

It is clear that broadband access penetration increases 

rapidly, and higher bandwidth access technology such as 

fiber to the X (FTTX) or even fiber to the home (FTTH) is 

becoming available to the end users. In addition, increased 

data and IP traffic, specifically traffic generated by 

emerging applications such as e-science, e-business, e-

learning, e-health and e-government, business services 

(such as IP, VPN, VoIP and IP videoconference) and 

residential services (such as triple play, IPTV and online 

gaming) are shaping up the requirements that the network 

of the future needs to support.  It is also virtually certain 

that this traffic growth will continue both in the near future 

and in the longer term, due to emerging and new services 

offered to the end users, with demanding requirements in 

terms of network accessibility, capacity and functionality. 

This traffic growth that is initially observed and associated 

with the access part of the network is effectively 

propagating and affecting the transport network segment. 

This is mainly due to the fact that a portion of this volume 

of traffic needs to be exchanged between geographically 

remote locations interconnected through the transport 
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network. This increased capacity requirement will have a 

direct impact on the energy consumption of the 

corresponding network segment and will be very dependent 

on the architecture and technology used to support it. It is 

clear that optical networking has been identified as the 

solution of choice, to support the transport segment of the 

network of the future. This is due to the bandwidth 

abundance it provides through technologies such as 

wavelength division multiplexing (WDM), the long 

transmission distances it supports, the improved flexibility, 

transparency and cost efficiency it offers. An additional 

benefit this technology option is offering compared to its 

conventional optoelectronic counterparts is improved energy 

efficiency. It is evident that the level of energy efficiency 

that can be achieved through optical networking is also very 

dependent on specific architectural approaches followed [3], 

[4], [5], technology choices made [6] as well as use of 

suitable algorithms and provisioning schemes [7]. 

Recognizing the importance of these parameters several 

approaches have been proposed in the literature aiming at 

reducing the energy consumption of network infrastructures 

[3] - [7]. 

 

To the best of the authors’ knowledge, this paper is 

aiming for the first time at evaluating the energy savings 

achievable through the use of wavelength routed optical 

transport networks in a realistic framework of the network 

of the future. More specifically, the energy consumption 

results presented in this paper are obtained calculating the 

energy consumption of the optical networking equipment 

required in a Pan-European telecommunications network. 

These equipment requirements are identified through a 

network dimensioning study carried out considering current 

needs, with regards to bandwidth requirements, as well as 

future needs in the near and longer term i.e. the next five 

and ten years respectively. This study is based on the COST 

239 [8] reference network topology. It takes, as input traffic 

matrix, a set of traffic demands that are generated as part 

of the development of the European Optical Networking 

Roadmap. This input traffic data has been used in order to 

offer a realistic approach in modeling the network of the 

future at a European scale. This roadmap is produced in the 

framework of the European Network of Excellence “Building 

the Future Optical Network in Europe” - BONE funded by 

the European Union [9]. The BONE consortium, recognizing 

that optical networking is the wired technology of choice to 

support the network of the future, is focusing on various 

aspects of optical networking. In order to study in more 

detail the expected growth of telecommunications networks 

and to identify suitable technology choices, BONE has 

focused part of its wide activities in sketching a Pan-

European “roadmap” for optical networking. The term 

“roadmap” here describes a generic direction for technology 

development or usage. The roadmapping process provides a 

way to identify, evaluate, and select strategic alternatives 

that can be used to achieve a desired technology or business 

objective. In this context, the roadmap work in BONE aims 

at producing realistic predictions, with regards to capacity 

requirements, in the network of the future. These can be 

used to identify optimum architectural approaches and 

technology solutions considering performance and other 

service and network level constraints as appropriate.  

 

In the scope of this paper, the roadmap output regarding 

the scale and type of the future Pan-European network will 

be examined from the point of view of energy consumption. 

A relevant comparison between traditional optoelectronic 

solutions and all-optical approaches will be carried out. Our 

results indicate that transparent optical networks provide a 

clear benefit with regards to energy efficiency compared to 

their optoelectronic counterparts.  Considering the expected 

traffic growth over the next decade, the relevant impact 

further increases providing energy savings that vary 

between 35% and 55% of the overall Pan-European 

transport network power consumption over time. This 

energy saving variation is dependent on the traffic volume 

supported by the network during the different time periods 

considered, the different technology options examined as 

well as the per channel data rates (network switching 

granularity) used. 

 

The rest of the paper is structured as follows: section II 

discusses the roadmapping methodology used with the aim 

to produce a realistic traffic matrix for the current and the 

future Pan-European network. Section III presents the node 

architectures considered and the specific power 

consumption models used. Section IV discusses the details 

of the network dimensioning study, while section V provides 

the power dissipation results and discusses the relevant 

trends. Finally section VI summarizes the conclusions of the 

work presented in this paper. 

 

 

II. TRAFFIC PROJECTION METHODOLOGY AND RESULTS 

Trying to follow a realistic approach in predicting the 

capacity required by the European Network of the Future 

the BONE optical networking roadmap takes as input the 

access bandwidth as well as the services and applications 

available to the end users currently and their expected 

evolution in the next five and ten years on a per European 

country basis. The methodology followed in the roadmap 

development is illustrated in Figure 1. In more detail, 

information regarding existing and emerging applications 

and services available to end users, broadband penetration, 

existing and upcoming access technologies was collected for 

various European countries through a detailed survey 

performed among various BONE partners [10], [11]. This 

information was then processed taking into consideration 

the relevant country level demographics. The digital 

European diversity was considered in the future prediction 

of service and technology deployment as well as the relative 

population percentage, as densely populated countries is 

more likely to take on new technologies in an accelerated 

way. Densely populated areas even in countries that lack 

specific technology deployment will be more likely to deploy 

new services. A detailed description of specific case studies 

examined can be found in  [11]. 

 

Based on the per-country input data, and taking into 

consideration the parameters described above, an analysis, 
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the details of which can be found in [11], was performed to 

produce the traffic generated/terminated and supported by 

the various European countries under consideration. A 

percentage of this traffic is effectively fed and has to be 

supported by the Pan-European network. It was assumed 

that 20% of the traffic that is generated within each country 

is fed and will be serviced by the Pan-European network. 

Based on this assumption a matrix indicating the volume of 

traffic that will enter the Pan-European network and will be 

associated with each European country considered in the 

analysis was produced. Each European country considered 

is represented by the corresponding capital as a 

source/destination node thus forming the topology of the 

optical transport network under study. The 

source/destination information, in combination with the 

traffic data associated with it, is then converted into a 

conventional traffic matrix to be used for the Pan-European 

network dimensioning that will follow. This traffic matrix 

was obtained from the in-/out-bound traffic projections per 

source/destination site, assuming wavelength granularity of 

demands and uniform distribution of traffic to and from 

each node to all other nodes. The study focused on a subset 

of all potential European source/destination nodes of the 

core traffic, according to the Pan-European reference 

network topology proposed by the COST 239 action.  

 

III. POWER CONSUMPTION ESTIMATION FRAMEWORK 

As already discussed the estimation of energy 

consumption of a telecommunications network is highly 

sensitive to the network architecture employed and the 

technology used. Considering the continuing migration 

towards service-centric networks, it is expected that the 

European optical transport network will migrate towards a 

high-speed, highly reconfigurable WDM architecture as 

described above. A very promising candidate in this context 

would be a wavelength routed WDM network supporting 

dynamic network re-configurability with wavelength 

switching granularity through the use of Optical Cross-

Connects (OXC’s). Considering this scenario, it is clear that 

the overall network power consumption will be determined 

by the architecture and technology choices of the optical 

cross-connect nodes as well as the configuration and 

technology solutions of the fiber links.  

 

In this study, a WDM optical network architecture based 

on Wavelength Selective Switching (WSS) nodes without 

wavelength conversion [12] is assumed, as it offers a 

scalable approach that can support the very high capacity 

requirements predicted for the near and more so the longer 

term future of the Pan-European network  [11]. The specific 

node architecture considered is shown in Figure 2, 

employing wavelength-selective switches using Micro-

Electrical Mechanical Systems (MEMS). The input/output 

fibers of the OXC’s are supporting a maximum of W 

wavelengths each, which is set to 40 in this study. To 

provide comparative results and conclusions regarding the 

energy consumption of transparent vs. optoelectronic 

solutions, two alternative OXC technology options are 

evaluated: one supporting a transparent optical network 

approach, where data remains in the optical domain while 

traversing the optical path without optoelectronic 

conversions at any intermediate node (Figure 2a), and one 

that supports the opaque network architecture. In the latter 

case the optical signal is converted into the electronic 

domain at every intermediate node along each lightpath 

(Figure 2b). It should be noted that in the opaque OXC case 

the optical switching fabrics are surrounded by 

optoelectronic interfaces converting the signal from optical 

to electrical and back to optical in order to offer 

regeneration of the signal, reducing the effect of 

transmission and switching impairments present in all-

optical networks. These interfaces are formed by receiver 

and transmitter pairs that can be classified into two groups: 

a) receivers and transmitters that are directly interfacing 

the transmission line and therefore are commonly known as 

long reach transceivers and b) receivers and transmitters 

that are interfacing the optical switch fabric known as short 

reach transceivers. Regarding the fiber links a model 

comprising a sequence of alternating Single Mode Fiber 

(SMF) and Dispersion Compensation Fiber (DCF) spans, is 

assumed to address fiber dispersion effects. To compensate 

for the insertion loss of the fiber spans optical amplifiers 

based on Erbium Doped Fiber Amplifier (EDFA) technology 

are allocated at the end of each transmission span. In 

Figure 2, all power-consuming (active) elements are shown 

in grey color, namely the MEMS switches, the optical 

amplifiers allocated at each incoming/outgoing fiber to 

compensate for fiber and other optical component insertion 

loss and the transmitter/receiver pairs. It should be noted 

that the two classes of receiver/transmitter pairs located at 

the opaque OXC nodes have different energy consumption 

levels. More specifically the long reach compared to short 

reach receiver/transmitter pairs require higher power 

dissipation. Table I lists the power consumption values (in 

Watts) that have been assumed for the power-dissipating 

(active) devices to be used for the calculation of the overall 

network power consumption. These are typical consumption 

figures originating mostly from datasheet surveys.  The 

power consumption of larger 3D MEMS (N>64) has been 

approximated as a linear function of the MEMS size. 

 

Additionally to power consumption due to active devices, 

we also incorporate power dissipation due to cooling in the 

power estimation mode used and a 100% power overhead 

due to cooling [13] is assumed. It should be noted that all 

energy consumption calculations account only for the 

transport equipment of the European network, the power 

dissipated by electronic circuits, such as control boards of 

OXCs or hardware implementing protocol functionality is 

not considered. 

 

IV. NETWORK DIMENSIONING FRAMEWORK 

As already discussed the energy consumption of the Pan-

European optical network is based on the calculation of the 

energy dissipation of the network equipment involved. The 

equipment requirements of this network are calculated 

through a network dimensioning study that takes as input 

the predicted traffic demands produced by the BONE 
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roadmap.  

 

The calculation of the dimensions of the European 

network, for the three periods under consideration, is 

performed through solving an instance of the network 

dimensioning problem referred to as “Brownfield Network 

Dimensioning”. In this version of the problem, the 

geographical location of nodes is given together with the set 

of trenched physical links (ducts) connecting neighboring 

nodes. The output of the dimensioning process is the 

optimal number of fibers per link and wavelengths per fiber 

that need to be installed to serve the input traffic matrix at 

minimum cost, as well as the optimal dimensions of optical 

switches required to transparently route the input traffic.  

The adopted method employs a linear cost model 

incorporating fiber cost (fixed and length-dependent 

components), Wavelength cost and size-dependent MEMS 

switch cost. In addition, all flow constraints are linear, thus 

admitting the formulation of the problem as a linear 

programming problem with integer solutions, similarly to 

the approach reported in [14]. Each source-destination 

demand (expressed at wavelength granularity) is served by 

k=3 candidate lightpaths using standard k-shortest path 

routing, whereby physical distance is used for assigning link 

weights during the routing process. Since the goal of the 

dimensioning study is to capture future trends rather than 

specify exact quantitative requirements, we considered only 

a subset of all potential European source/sinks of core 

traffic. Specifically, we adopted the Pan-European test 

network topology proposed by the COST 239 action, 

comprising 10 nodes (“Zurich” node excluded due to 

unavailability of traffic data for this site) and 42 

unidirectional physical links. 

 

The results produced both from a network dimensioning 

and energy consumption perspective are of particular 

interest, as they are based on a realistic evaluation of the 

current and the future traffic demands that the Pan-

European transport network has to support, generated 

through the BONE optical networking roadmap activity (cf. 

section II).  Specifically, using the obtained aggregate 

in/outbound traffic projection per site (expressed in Tbit/s), 

we generated traffic matrices, assuming wavelength 

granularity of demands, 40 wavelengths per fiber and 

uniform distribution of traffic to/from a node to all other 

nodes. For three input datasets of estimated aggregate 

traffic per site, corresponding to three distinct time 

intervals, i.e. currently, in five years and in ten years from 

today, we generated traffic matrices assuming in one case 

10Gbit/s and in a second case 40Gbit/s data rates per 

wavelength channel. Through this process, six input traffic 

matrices were obtained in total. Thus, forming 12 discrete 

network scenarios to be examined and compared with 

regards to the total power consumption. These scenarios are 

the following: current, near future (five years from today) 

and long term future (ten years from today) network 

supporting 10Gbit/s per wavelength channel (switching 

granularity) for both cases the transparent and opaque OXC 

architectures and also current, near future (five years from 

today) and long term future (ten years from today) network 

supporting 40Gbit/s per wavelength channel (switching 

granularity) for both cases the transparent and opaque OXC 

architectures. 

Using the dimensioning method and the input parameter 

set outlined above, we created instances of Integer Linear 

Programs and solved each instance to optimality using the 

Gurobi solver [15]. This enabled us to specify the minimum-

cost dimensions of the European optical core network 

corresponding to the present, as well as to its projected 

future evolution in the near and the longer term.  

Figure 3 depicts two key metrics that are relevant to the 

evolution of the dimensions of the European backbone, i.e. 

aggregate number of lightpaths and average number of 

fibers installed per physical link for both the 10Gbit/s and 

the 40Gbit/s solutions.  The migration from 10Gbit/s to 

40Gbit/s data rates noticeably limits the dimensions of the 

optical network in terms of number of fibers per link 

(reducing the requirements for the associated equipment i.e. 

optical amplifiers and multiplexing/de-multiplexing 

equipment) and as such reduces the incurred costs. In the 

10Gbit/s case a significantly larger number of fibers per link 

are required particularly in the five years from today and 

beyond time frame. This is due to that in the 40Gbit/s case 

the total number of lightpaths that need to be established is 

significantly reduced compared to the 10Gbit/s case. These 

results indicate that in order to downscale the dimension of 

the future Pan-European network high data rate solutions 

should be used. However, it is important to note that there 

is a trade-off between the benefit in the network dimension 

and the per-channel data rate that the network supports. 

This trade-off is associated with two parameters: one being 

the efficiency with which the network resources are utilized, 

when high data rates are supported, and the transparency 

distance that can be attained in these networks. By 

transparency distance we refer to the longest transmission 

distance feasible before regeneration of the optical signal is 

required. In more detail, when the per-channel data rate 

increases, depending on the traffic distribution, wavelength 

channels may start being underutilized, thus effectively 

limiting the level to which the network can be downscaled. 

This effect is also dependent on the granularity of demands 

and will be accompanied by a cost and an energy 

consumption penalty, associated with the higher rate 

equipment required in this case.  In addition, at higher data 

rates transmission and switching impairments have a 

greater impact on the signal quality. Therefore, higher data 

rates, in general, further limit the transparency distance 

that a signal can traverse as well as the number of channels 

that can be supported within one fiber. In the literature it 

has been reported that these effects can be addressed, to 

some extent, using advanced technologies involving 

alternative modulation formats [16], error correction 

techniques [17], etc. Therefore, although there have been 

some demonstrations of practical systems for long-reach 100 

Gbit/s per-channel transmission recently, these systems 

may not be currently mature enough or commercialized to a 

sufficient extent. In this context, they are not yet optimized 

for power consumption and including them in a comparative 

study may lead to inaccurate conclusions. Taking into 

account these points, this work did not consider higher per-

channel data rates, such as 100Gbit/s and beyond, although 

they may present a practical approach for the long term 
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future [18]. 

 

V. POWER ESTIMATION RESULTS AND DISCUSSION 

Based on the dimensions of the European optical network 

derived as described above the calculation of its present and 

future energy footprint is performed as a post-processing 

step following the power consumption estimation framework 

outlined in Section III. The results produced clearly indicate 

that the transparent approach offers significant energy 

savings compared to its optoelectronic counterpart. An 

evaluation of the benefits and limitations of different data 

rates supported on a wavelength basis with regards to 

energy efficiency was also carried out. More specifically 

Figure 4, illustrates the total network power consumption 

for the two OXC architectures under study, i.e. for the 

transparent and opaque case, supporting two possible per 

channel data rates (determining the corresponding 

switching granularities) namely 10 Gbit/s and 40 Gbit/s. 

Power consumption results are produced for all three time 

periods under consideration i.e. currently, after five and ten 

years from today. Figure 4, also indicates the volume of 

aggregate traffic that is supported by the Pan-European 

network during each time period of study. 

 

It can be clearly seen that the transparent approach is 

offering an energy saving that remains above 35% compared 

to the opaque approach for all three periods and for the 

10Gbit/s per channel data rate case. The energy saving 

percentage obtained through the transparent approach is 

somewhat increased for the 40Gbit/s per channel data rate 

for which it remains above 55% for all three periods 

examined. Considering the growth of the absolute figures of 

network power consumption with time this is a very 

significant saving. In both data rates examined, the energy 

savings observed are associated with the reduced number of 

transceiver requirements obtained in the transparent case 

compared to that corresponding to the opaque case.  

 

Figure 4 also shows that the 40Gbit/s per channel data 

rate approach for the transparent OXC architecture 

significant energy savings are gained compared to the 

corresponding 10Gbit/s transparent solution. However, it 

should be noted that this is achieved at the expense of a 

lower network switching granularity that may affect the 

efficiency of network resource utilization in the common 

case where sub-wavelength traffic demand granularity 

applies.  

 

In order to provide some more insight on the driving 

factors that determine the overall network power 

consumption for the transparent node architecture 

considering both 10Gbit/s and 40Gbit/s per wavelength 

channel data rates, some additional results were produced 

(Figure 5). The results were taken for the near (five years 

form today) and the longer term future (ten years from now) 

time periods. As can be seen in Figure 5, for the near term 

case and the 10Gbit/s per channel data rate the main power 

dissipating elements are the transceivers, with the required 

EDFAs following quite closely in terms of their overall 

power consumption. The least energy consuming elements 

appear to be the optical switches based on MEMS 

technology. For the 40Gbit/s per channel data rate and for 

the same period the general trend is quite similar. 

Therefore, also in this case, the power consumption is 

higher for the transceivers, somewhat lower for the EDFAs 

and even lower for the optical switches. As can be seen the 

transceivers, the EDFAs and the switches overall power 

dissipation in this second case are significantly lower than 

that of the 10Gbit/s case, which is in line with the results 

shown in Figure 4. In more detail, as expected, in the higher 

per channel data rate case, traffic demands are 

accommodated by a reduced number of lightpaths (Figure 3) 

leading to a decrease in network equipment requirements. 

As in this analysis we have assumed a maximum of 40 

wavelengths supported by each fiber the reduced dimension 

is mainly reflected on reduced number of fibers per link. 

This is then directly translated into not only reduced 

transceiver count, but also number of optical amplifiers and 

number of active optical switch ports. The influence on the 

switch port count is associated with the OXC node 

architecture used, as in the WSS architecture considered 

the individual MEMS switch dimensions are determined by 

the number of fibers supported by the node. It is interesting 

to note that when migrating from 10Gbit/s to 40Gbit/s per 

channel rate the power consumption of transceivers 

becomes even lower than the amplifier power consumption 

observed in the low per channel rate. Figure 5 also shows 

the details of power consumption for the various active 

network elements in case of 10Gbit/s and 40Gbit/s data 

rates for the longer term future. The overall trend in this 

case is very similar to the one observed for the near term 

analysis, but magnified in terms of absolute power 

consumption figures. 

 

VI. CONCLUSION 

The work presented in this paper is attempting to 

quantify the overall network power consumption of the 

future European network. In order to provide a realistic 

basis for this analysis the Pan-European 

telecommunications network was examined as a test case 

for three different time periods: today, in the next five and 

ten years. Dimensioning of the Pan-European network was 

performed for the three time periods considered, assuming a 

wavelength routed WDM optical network. Two different 

architectural choices were examined one employing 

transparent OXC nodes utilizing the wavelength selective 

approach and the second utilizing the wavelength selective 

architecture, but adhering to an opaque solution including 

optoelectronic conversions at the input and output of the 

switching fabrics incorporated at each node. This 

dimensioning was based on traffic matrices produced 

through current broadband access penetration, technology 

and associated service information as well as relevant 

future predictions that were collected for different European 

countries. These were processed according to the optical 

networking roadmap methodology developed in the 

framework of the European project BONE. Based on the 

output of this dimensioning exercise and using specific 
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energy consumption models for the node and link 

architectures assumed the overall energy consumption of 

the Pan-European network was calculated for the two 

architectures under consideration. The network topology 

used was based on the COST 239 reference network. The 

results have shown that the overall power consumption of 

the Pan-European network is quite significant and 

considering the expected network growth required to 

accommodate future service requirements it is expected that 

it will keep increasing very fast for the next decade, almost 

quadrupling its value. The use of transparent optical 

networking technologies is expected to provide significant 

energy saving in the network and our results have shown 

that this can vary between 35% to 55% of the overall power 

consumption requirements of the network. The use of 

higher per channel data rates in the transparent approach 

is shown to have an impact in the overall energy efficiency 

of the network due to the reduced equipment requirements 

it introduces.  
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Figure 1. Roadmap methodology 
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Figure 2. (a) Transparent and (b) Opaque OXC node and (c) transmission link model 
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Figure 3. Metrics capturing the European optical backbone dimensions  
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Figure 4. Total network power consumption for 10Gbit/s to 40Gbit/s per wavelength, both for the transparent and opaque architectures 

together with the corresponding traffic volume carried by the network 
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Figure 5. Power consumption of the various active network components for 10Gbit/s and 40Gbit/s per wavelength 
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TABLE 1  

TYPICAL POWER CONSUMPTION OF ACTIVE WDM NETWORK COMPONENTS  

Symbol Description 
Power 

Consumption (W) 

O/E/O: Line-Side Transceivers (WDM Long Reach – 2500km) 

(10G ) 
6 

ETx 

O/E/O: Switch-Side Transceivers  (Short Reach) 

(10G) 
1 

O/E/O: Line-Side Transceivers (WDM Long Reach – 1800km) 

(40G) 
18 

ETx 
O/E/O: Switch-Side Transceivers (Short Reach) 

(40G) 
2.5 

Eamp EDFA (20dBm) 13 

N
SWE (N=8) 8x8 2D MEMS Switch 14 

N
SWE (N=16) 16x16 2D MEMS Switch 14 

N
SWE (N=32) 32x32 3D MEMS Switch 25 

N
SWE (N=64) 64x64 3D MEMS Switch 50 

 

 




