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#### Abstract

In this paper, we present a system for Diminished Reality with multiple handheld camera system. In this paper, we assume a situation such that the same scene is captured with multiple handheld cameras, but some objects occlude the scene. In such case, we propose a method for synthesizing image for each camera in which the occluding objects are diminished by the support of the different cameras that capture the same scene at the different viewpoints. In the proposed method, we use the AR-Tag marker to calibrate the multiple cameras, so that online process can be possible. By the use of AR tag, we compute homographies for between each camera's imaging plane and the objective scene that is approximated as a planar in this research. The homography is used for warping the planar area for synthesizing the viewer's image that includes only the objective scene without the occluding object that cannot be approximated as a planar area. We demonstrate that the viewer's image without the occluding object can be synthesized for every camera on-line, even though all the cameras are freely moving for all cameras each camera that relates.


Index Terms: Multiple Camera, Augmented Reality, Diminished Reality

## 1 Introduction

Using multiple cameras for the same scene has recently been popular in various applications. We can get the more information by using multiple cameras, comparing with using one camera. A lot of methods using multiple cameras have also been proposed in AR/MR research field. Sato et al.[1] proposed the head tracking method using a fixed camera for which the extrinsic parameters of the user camera is corrected by another camera that tracks the pose and position of the head. Pilet et al.[2] proposed the geometric and photometric calibration system for AR application using multiple fixed cameras. In this system, fixed cameras other than the viewer's camera for AR observation are used for providing the geometric and photometric calibration to the viewer's camera. Klein et al.[3] used a fixed camera to track the LEDs attached to a tabletPC. Tracking the LEDs provides high accurate pose estimation of tablet-mounted viewer's camera. Ichihara et al.[4] proposed driving support system called NaviView that uses roadside fixed cameras. As described above, most of the researches on AR observation using multiple camera systems are limited in terms of the following points; 1)some of cameras should be fixed 2)the fixed cameras are used only to support the viewer's camera. In this paper, we propose the system in which all cameras are not fixed but can be freely moved, and all cameras can be used as the viewer's camera. Because there is no limitation such that some fixed cameras should be prepared, our proposed system can be used for various applications in flexibility and the wide range. In this paper, we present a diminished reality system based on the proposed multiple camera system such that all camera do not need to be fixed.

[^0]While Augmented Reality(AR) is a technique that overlays virtual objects onto the real world, Diminished Reality $(\mathrm{DR})$ is a technique for removing the obstacle by overlaying an appropriate background image on obstacle area[5][6][7][8]. DR can be regarded as a part of AR. Related works of Diminished Reality can be divided into two approaches. One approach is based on a dense temporal sequence of video images. Lepetit et al.[7] proposed the method for removing the obstacle by tracking outline of obstacle over the sequence. Another approach is based on images taken by different viewpoints. Zokai et al.[8] proposed the method that uses images capturing from three viewpoints. Breakdown of three cameras is that center of three cameras is user camera and other two cameras are used for capturing the background images. Zokai et al used the proposed method for reconstruction of the industrial site. Zokai's method can deal with non-planar backgrounds by 3D reconstruction of backgrounds.

Our proposed method uses multiple images captured from different viewpoints. In Zokai's method, each camera has an individual role, used for observing the DR scene (viewer's camera) is user camera and other two cameras are used for capturing the backgrounds. In our method, every camera can be used as a viewer's camera and a camera for capturing the backgrounds in the same time. For realizing on-line performance of DR with such multiple cameras that freely move, we apply maker based on-line calibration using ARTag[9]. The advantage of on-line process is to be able to remove obstacles from objective scene even in the case of moving cameras, moving obstacles, and changing objective scene.

The remaining of this paper is organized as follows. Section 2 presents the overview of our proposed system. Section 3 is proposed method for online Diminished Reality. Section 4 shows experimental result. Section 5 describes conclusions.

## 2 Proposed System

Now, a lot of cameras are used in everywhere. For example, everyone has a camera mounted on a cell-phone. In this paper, we would like to develop a Diminished Reality system that utilizes such cameras held by multiple people as shown in Fig.1. By sharing all images captured by all the cameras, an image without the obstacle can be synthesized at every viewer's position. Based on this system, everyone with the cell-phone camera can watch the objective scene image without any obstacle based on the proposed system, as shown in Fig.1. For instance, people can watch popular paintings in museums even in the case that the paintings are occluded by people standing in front of them.

Based on this system concept, we develop a prototype system as shown in Fig.2. The system consists of multiple cameras which can be freely moved. For example, every camera is held by different users and captures the same scene from different viewpoints. In this paper, we use multiple web cameras connected to different PCs. Each PC's is connected via network, so that they can share the each captured image data through the network. Each camera can be freely moved by a user as long as the ARTag marker placed in the environment can be detected, so that on-line calibration can be possible. By setting ARTag marker on the same plane as objective plane, no manual operation is required for Diminished Reality. Even if the object scene is not planar, it can be approximated as plane for the far-away scene from the cameras. Even when the


Figure 1: Proposed system
object scene is not on the same plane as ARTag, we can perform DR display by obtaining the 3D geometry of the object scene with off-line pre-process. Although it is possible to use more than three cameras in our proposed system, we will explain and demonstrate the proposed system by using three cameras as minimum system configuration as shown in Fig.2.

In this system, we can generate the image without obstacles at every camera by supporting of the other two cameras. We call the camera for generating the image without obstacle as viewer's camera, while the other two support cameras are called as support cameras. Every camera works as both viewer's camera and support camera.


Figure 2: Prototype Experimental System

## 3 Diminishing Obstacles

As showing in Fig.3, our proposed method consists of the following two processes.

1. Generating warped image
2. Blending

In the first process, we warp the captured images to the other camera's viewpoints by assuming that the object scene can be approximated as a plane. For this warping, ARTag marker is employed for on-line calibration of the cameras. Second, in blending
process, we merge the warped images from the other cameras and the captured image for synthesizing. In the blending process, we exclude areas which are not on the planar constraint between the different viewpoints of cameras, so that we can synthesize the image without obstacles. We describe each detail as follow.


Figure 3: Overview of Proposed method

### 3.1 Generating the warped image

### 3.1.1 Computing the Projection matrix by ARTag

In eq. $1,(x, y)$ is 2 D coordinates in the images, $(X, Y, Z)$ is 3 D coordinates in the world coordinate system and $P$ is projection matrix that transform 3D coordinates to 2D coordinates. We use ARTag[9] to compute the camera projection matrix $P$. ARTag is the software that can implement on-line calibration with accuracy and high speed. Projection matrix computed by ARTag detection has the world coordinate system shown in Fig.4.
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(a) marker on objective plane

(b) marker on the perpendicular plane

Figure 4: World coordinate system

### 3.1.2 Computing the Homography of the objective plane

Using the P-matrix computed by marker detection, it is possible to compute the Homography of the objective plane. If Homography between objective plane and image planes is known, Homography of the objective plane between cameras is calculated as shown in eq.2. Here, we define homography between the objective plane and different cameras $A$ and $B$ as $\boldsymbol{H}_{A}$ and $\boldsymbol{H}_{B}$, respectively. Then,

Homography $\boldsymbol{H}$ of the objective plane between image $A$ plane and image $B$ plane can be computed by the following equation.

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{H}_{B}^{-1} \boldsymbol{H}_{A} \tag{2}
\end{equation*}
$$



Figure 5: Relationship of each planes

Next, we show that how to compute the Homography between objective plane and image plane. As show in Fig.4(a), when marker is arranged on the objective plane, world coordinate $\mathrm{Z}=0$ plane correspond to the objective plane. For $\mathrm{Z}=0$ plane, P -matrix can be modified as the following.
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As shown in eq.(3), P-matrix( $3 \times 4$ matrix) is expressed as Homography ( $3 \times 3$ matrix), which is transformation from 2D coordinates to 2D coordinates. Therefore, Homography between the $\mathrm{Z}=0$ plane and the image plane was able to be computed. As shown in Fig.6, two images were transformed to viewer image by using Homography of the objective plane, and two warped images were generated.


Figure 6: Projective Transformation

### 3.2 Blending process

Fig. 7 is the result that three images are mixed in a equal ratio. In the Fig.7, the obstacles of three images are not diminished. If pixel values are not blended in an appropriate ratio every pixel, obstacle is left. In this section, we explain about the blend processing that is performed to remove an obstacle in detail. In our approach, the


Figure 7: miss blending
blending process is used for removing the obstacles. The blending is the process of mixing the pixel value according to the difference of the pixel values of the captured image and the warped images at the same position. For the warping, there are three pixel values at the same pixel. If they are almost same value, we select the pixel value of the viewer image. If pixel value of viewer image are different others, we select two similar pixel value and ignore one different pixel value because it may be warped from the obstacle area. For convenience, we define pixel value of the viewer's camera at the position of image coordinates $(\boldsymbol{i}, \boldsymbol{j})$ as $\boldsymbol{p}_{V}$, pixel value of the warped image $n$ as $\boldsymbol{p}_{n}$. Here, pixel value of the output image at the position of image coordinates $(\boldsymbol{i}, \boldsymbol{j})$ is defined as $\boldsymbol{q}$. The blending function is shown as follows.

$$
\begin{array}{llr}
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\text { Case2 } & \text { if }\left(p_{V} \approx p_{1} \neq p_{2}\right) & q=p_{V} \\
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\end{array}
$$

The Case 2 is situation that an attention pixel is in the obstacle area of the warped image 2 . In this case, pixel value of viewer image is chosen in output image. The Case 3 is situation that an attention pixel is in the obstacle area of the warped image 1. In this case, pixel value of viewer image is chosen as well as Case 2. The Case 4 is situation that an attention pixel is in the obstacle area of the viewer image. In this case, pixel value of output image is consist of the warped image 1 and the warped image 2.


Figure 9: Case2


Figure 10: Case3


Warped image1


Viewer image


Warped image2

Figure 11: Case4

In obstacle area of viewer's image, pixel value of viewer image is different from two warped images. By using these equations, we use the pixel value of two warped images in obstacle area of viewer's image. So, the obstacle is removed in output image.

### 3.3 ARTag marker on the perpendicular plane

As described in the previous section, the Homography of the objective plane between all the combinations of cameras should be computed in the on-line process. That is why we place the ARTag on the objective plane. However, even if the ARTag cannot be placed on the objective plane, we can perform the DR display by obtaining the projective relationship between the objective plane and the ARTag marker by off-line process beforehand. In the case of marker on not the objective plane, we have to specify 3D location of objective plane in off-line.

Especially when marker is arranged in the perpendicular plane to the objective plane, world coordinate $\mathrm{X}=d$ plane corresponds to the objective plane. In this paper, we simply specify the 3D location as $X=d$ by setting the marker on the perpendicular plane to objective plane. In this case, Homography for the objective plane can be represented as
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Here, P-matrix is modified to represent the transformation from 2D coordinate to 2D coordinate for computing Homography between the $\mathrm{X}=\mathrm{d}$ plane and the image plane. $d$ is calculated by specifying the correspondence points between three images by manual in the off-line pre-process.

## 4 Experimental Result

We demonstrate the effectiveness of the proposed system via experiments. In these experiments, we removed the obstacle by using the proposed method in both the case to arrange the marker on the object plane and to arrange the marker on the perpendicular plane to
the object plane. These experiments were performed on a PC with a $2.8-\mathrm{GHz}$ CPU and 1024 MB of RAM. Windows XP was installed on the PC. We use the three web cameras as minimum system configuration.

## 4.1 marker on the object plane

When ARTag marker arranged on an objective plane in Fig.12, we remove an obstacle put in front of the objective plane by using proposed method.


Figure 12: marker position

As experiment 1 , we show result that the obstacle is diminished when viewer's camera is center among three cameras in Fig.13. Although in Fig.13(a) the objective plane is occluded by an obstacle, in Fig.13(b) the obstacle is removed and we can see the occlusion area on the objective plane.


Figure 13: marker on objective plane


Figure 14: Multiple Cameras Result

Fig. 14 shows a result of removing the obstacle in each camera. Fig.14(a) is input images of right camera, center camera, and left camera. In this result, we show that obstacle can be diminished in all cameras. This result represent that all cameras can be used as viewer's camera in our proposed system.

Fig.15(a) shows a situation that the user is drawing the picture(ball and star) on the white paper as the object plane. User's hand becomes the obstacle that occluded the drawn picture in the user camera. However, in Fig15(b), the user's hand can be diminished, and the written picture can be seen by using the proposed method. A part of the area cannot completely be diminished in the output image. This is because that the obstacle area in the warped image overlaps with obstacle area in viewer image.

Fig. 16 represents the case of solid scene. To compare with the case of plane scene, the blending image is blurred. Homography is plane-to-plane transformation, so if the scene is not a plane, the obstacle can not be diminished as shown in Fig.16(b).

## 4.2 marker on the perpendicular plane to the object plane

When the marker is arranged in the perpendicular plane to the object plane, it is necessary to estimate depth information from the marker to the object plane. In this experiment, we specified the two pairs of corresponding points between two cameras for computing 3D positions and pose of the marker in off-line processing. As shown in Fig.17, we show that the obstacle can be removed even when the marker is arranged in a perpendicular plane to the objective plane.

## 5 Conclusion

We proposed multiple handheld camera system used for Diminished Reality. In our system, all cameras should not be fixed and provide DR display. We performed experiments for removing the obstacle in the two cases of marker location. By using the ARTag marker, our proposed method is possible to work in on-line. The experimental results demonstrate that the proposed method can remove the obstacle in the cases of moving obstacle, moving camera, and the changing objective scene.


Figure 15: Removing the Hand
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Figure 16: Experimental of solid scene
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Figure 17: marker on perpendicular plane
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