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Abstract

Iron-nitrogen-doped graphene (FeNC) has emerged as an exciting earth-abundant

catalyst for electrochemical CO2 reduction (CO2R). However, standard theoretical

approaches based on density functional theory (DFT) suggest complete poisoning of

the active sites, and are unable to rationalize the experimentally observed dramatic

pH dependence and Tafel slopes, which have a critical impact on the electrocatalytic

activity. In this work, we overcome these challenges through a rigorous theoretical

investigation of FeNC single atom catalysts using a combination of several state-of-

the-art methods: hybrid functionals, continuum solvation, and potential dependent
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electrochemical reaction energetics. Our model shows dipole-field interactions in CO2

adsorption to determine the overall activity, which resolves the contentious origin of

experimentally observed pH dependence and rationalizes differences in activity and

Tafel slopes amongst different samples in experimental work. A critical conclusion

of our study is that single-atom catalysts can be tuned for electrocatalytic activity

not only through the traditionally considered binding energies, but also through the

corresponding surface dipole moment of rate-determining surface intermediates. Our

presented methodology paves the way for accurate mechanistic studies as well as the

computational catalyst design of general single-atom catalysts.

Keywords: Electrocatalysis, FeNC, single atom catalysts, CO2 Reduction, Dipole

Introduction

The electrochemical reduction of CO2 is a promising approach to store the energy from

intermittent renewable sources such as wind and solar in the form of valuable fuels and

chemicals.1,2 From the catalysis perspective, the primary barriers to commercialization are

activity, selectivity, stability, and cost.1,3 To date, the most active and selective transition

metal catalyst for CO2 reduction (CO2R) to CO is Au, which shows current densities up to 10

mA/cm2 at -0.4V vs. Reversible Hydrogen Electrode (RHE) with nearly 100% Faradaic effi-

ciency in two-compartment cell configurations.4 Single-atom catalysts which consist of earth-

abundant elements such as Fe, Co, and Ni doped on a support material such as graphene,

have emerged as promising alternatives to Au.5–7 Very recently, FeNC catalysts, fabricated

through pyrolysis on defected graphene and characterized within a gas-diffusion electrode

showed an impressive geometric current density of 100 mA/cm2 with Faradaic efficiency to-

ward CO greater than 90% at -0.4 V vs. RHE. This high activity was suggested to arise

from tailored Fe sites with a +3 oxidation state.8

From the theoretical perspective, the mechanistic study of metal-Nitrogen-Carbon (M-N-

C) single-atom catalysts presents several critical challenges. The graphene support is highly
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defected, which gives rise to a plethora of possible active site configurations with varying

coordination to N and C, with functionalization shown to be beneficial to activity9. Addi-

tionally, the impact of electrolyte and the charging of the electric double layer in modelling

the CO2R activity are unclear for M-N-C but have been demonstrated to be critical on

transition metals in recent studies10 helping to better understanding reaction mechanisms.11

While computational studies of model systems such as molecular porphyrin systems have

included effects such as solvation and Hubbard-U corrections12–14, studies using extended

systems of M-N-C catalysts have generally omitted solvation and were restricted to charge-

neutral thermodynamic approximations, which do not consider these phenomena. Reported

adsorption energies for CO on a variety of different sites range from -0.6 to -1.2 eV.15–17 Such

large negative adsorption energies suggest CO would poison the surface with negligible CO

production rates, contrary to experimental findings. As a result, the active site of these mate-

rials remains a contentious issue. Furthermore, such computational models have been unable

to explain why the electrolyte pH has no impact on the CO2R activity of FeNC catalysts on

an Standard Hydrogen Electrode (SHE) scale.18 This has been suggested to be evidence of

diabatic electron transfer to CO2, or a so-called “decoupled” proton-electron transfer that

cannot be treated using a standard computational hydrogen electrode approach.18

In this work, we overcome the aforementioned challenges through a rigorous theoretical

investigation of FeNC single atom catalysts using a combination of several state-of-the-art

methods: hybrid functionals, implicit electrolyte, potential dependent reaction energetics,19

and mean-field kinetic modelling. Through combination of hybrid calculations, analysis of

temperature programmed desorption (TPD) spectra as well as microkinetic modelling, we

show that standard Generalized Gradient Approximation (GGA) functionals are inadequate

to accurately describe the binding energies of essential intermediates. We furthermore show

that reasonably accurate energetics can be obtained with GGA functionals by including

a Hubbard U correction, which circumvents the need for costly hybrid-level simulations.

Through explicit consideration of the interaction between the interfacial electric field with
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dipolar adsorbates, we show the experimentally observed pH independence arises from a field-

dependent CO2 adsorption. Our results suggest double vacancy four nitrogen doped (DV4N)

vacancies to be generally more active than two nitrogen doped vacancy (DV2N) site motif and

the associated simulated Tafel slopes are in line with experimental observations. A critical

conclusion is that single atom catalysts should be designed not only for optimal binding

energies but also for their surface dipole moments. This may be achieved, for example,

by doping with other p-block elements. These findings are critical from the perspective

of fundamental mechanistic understanding and pave the way towards computation-guided

design of general single atom catalysts.

Results and Discussion

Comparing Binding Energies of CO*

Given the aforementioned controversy surrounding the binding energies of CO* and other

intermediates, we first compare the energies of typical GGA-level simulations of CO binding

on FeNx sites against hybrid functionals. We consider both spin-polarized RPBE and HSE06

functionals, which are prototypes for GGA-DFT and hybrid-DFT, respectively. Figure 1

shows the computed binding energy of CO on possible active sites, that were identified as

most stable in Ref. 20. Redhead analysis of TPD spectra21 was also used to ascertain a

plausible range of energies based on reasonable pre-factors, shown in further detail in the

Supporting Information (Note 2). Since it is likely that an ensemble of active sites bind CO,

we include the entire spectra (as opposed to only considering the peak) in the estimation

of the experimental binding energy, which results in a 0.4eV range of estimated adsorption

energies, as illustrated by the blue band.
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Figure 1: Comparison of adsorption energies of CO on Iron doped vacancies as proposed
in Ref. 20 calculated with the GGA-RPBE functional (triangles) and the hybrid HSE06
functional (circles); Experimental estimate from TPD spectra22 is marked by the blue band;
Background fill indicates the coverage of CO predicted by the kinetic model using RPBE
energetics; Fe(211) binding energies are shown with the dashed black line as a reference.

A kinetic model consisting of just thermodynamic quantities was constructed based on

RPBE energetics and an assumed mechanism (see SI Note 1). Coverages of CO from this

model are used to detect whether the predicted energy leads to CO poisoning the surface. In

the case of RPBE, all sites considered are covered by CO. This is consistent with previous

reports on these materials.5,16 However, in the case of HSE06 results, sites corresponding to

a single vacancy doped with nitrogen atoms (SV1N, SV3N) and undoped double vacancies

(DV) bind CO very strongly and are expected to be poisoned under CO2 reducing condi-

tions. Therefore, sites that can bind CO* weakly enough to be able to produce CO are

DV2N, DV3N, DV4N (Double vacancies doped with two, three and four nitrogen atoms,

respectively). Ref 20 indicates that DV2N and DV4N have formation energies of greater

than -7eV with respect to graphene. Due to the noted activity and stability, we examine

DV2N and DV4N as model systems in the remainder of the work. However, different exper-

imental synthesis methods have different vacancy types on the surface. Thus, it is possible

that several active sites, apart from the ones considered in this work, might contribute to
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CO2R activity. We note that there is no need for additional gas phase corrections to CO(g)

reference used in Figure 1 as the reaction CO2 +H2 → CO+H2O is well described by HSE06

(see SI Note 14). Further, the effect of using a dispersion correction is discussed in SI Note

3.

Figure 2: Comparison of RPBE and RPBE+U adsorption energies for relevant CO2R inter-
mediates for a) DV4N b) DV2N. Insets show the corresponding structures and mean absolute
errors for both functionals. c) Projected density of states (DOS) of DV2N structure with
three functionals RPBE, HSE06 and RPBE+U with U=2eV ; color scheme: Blue: Carbon,
Green: Nitrogen, Orange: Iron, Black: total DOS; states near the Fermi level have been
magnified for clarity; horizontal line divides spin up and spin down states.

While hybrid functional calculations provide the needed accuracy for these systems, they

are prohibitively expensive for computational screening studies. We find that we can mitigate

the GGA error by adding a Hubbard-U 23,24 correction to the RPBE functional, which gives
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rise to essentially no additional computational cost relative to standard GGA calculations.

The Hubbard-U value was varied systematically until the adsorption energies of CO on

selected graphene vacancies are close to the value obtained using HSE06 (see SI Note 5).

Figure 2(a,b) shows the comparison between RPBE and RPBE+U against HSE06 binding

energies. Adding a Hubbard-U23 to the d -states of Fe leads to a much better description of

binding energies for intermediates such as CO and CH2 for both DV2N and DV4N vacancies.

mean absolute errors (MAE) as compared to HSE06 binding energies decrease from 0.4eV

to 0.2eV.

Both carefully chosen Hubbard-U and HSE06 mitigate self-interaction error and open an

energy gap between d-states of Fe, as illustrated in Figure 2c. In the case of RPBE, the

self-interaction error leads to d -states at the Fermi level. The relative energy of the narrow

d -states has implications not only for binding energies but also for determining energetics

as a function of potential. In the case of DV2N and DV4N vacancies, potential dependence

(dipole moments shown in SI Figure S14) is also captured by the current choice of Hubbard-

U. However, we emphasize that this parameter holds only for the FeNC (see SI Note 5 for

a detailed sensitivity analysis of different Hubbard-U values) and careful parameterization

to experiment or higher levels of theory may be needed for other systems. Moreover, since

potential dependencies can be sensitive to states around the Fermi level, HSE06 energies are

used to describe potential dependent energetics.

Field-driven CO2 adsorption

Recent experimental literature has shown that the partial current density to CO is invariant

with pH on an SHE voltage scale in acidic media.18 This effect has been associated with

protons not being involved in the potential-limiting step, similar to other non-metallic carbon

catalysts.25,26 For this particular system, this has led to the rate limiting step being assigned

as the electron transfer to CO2:
16,18
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CO ∗

2 + e− −−→ CO ∗−

2 (1)

Since this step does not involve proton transfer, it would satisfy the experimentally

observed independence of rate on pH. However, the width of adsorbate-induced states at the

Fermi level of the transition state of CO2 adsorption on the electrode at potentials of interest

precludes rate-limiting electron transfer from metal to the bent CO2 molecule. Figure 3(b,c)

shows the s,p bands of CO2 at the transition state for CO2 adsorbing at the DV4N, DV2N

vacancy structures. As the CO2 molecule approaches the surface, the adsorbate-induced

molecular states broaden due to hybridization with the metal continuum of electronic states

around the Fermi level. This broadening implies that the electron is delocalised between the

bands of the metal and the CO2 molecule. We can estimate a timescale for electron transfer

(∆t) using the uncertainty relationship ∆E∆t ≥ h̄
2
. ∆E is given by the width of adsorbate

density of states (na) at the Fermi level using Fermi’s golden rule, which gives the rate of

electron transfer as 2π
h̄
na

27,28. For this system, the width is about 0.8eV (shaded in Figure

3) for both vacancies, which would correspond to a rate of 1015s−1 and hence, an electron

lifetime of about 10−15s. Since the motion of atoms occur on a timescale of pico-seconds,

electron transfer is facile in comparison to the adsorption of CO2.
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Figure 3: a) Dipole-field stabilization model of CO2 adsorbed on FeNC electrode. the dashed
line is a schematic of the electrostatic potential profile from near the electrode surface to
the bulk of the solvent Density of states projected onto the s,p orbitals of CO2 molecule
at the adsorption transition state for b) DV4N c) DV2N vacancies at -0.5V vs. SHE using
the HSE06 functional based on transition states obtained from RPBE+U. The DOS was
obtained by varying the surface charge and converting to potential using Equation 2
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Our analysis suggests that the rate-limiting step is not so much a slow electron transfer

to *CO –
2 but a field-stabilised CO2 adsorption (cf. Figure 3a, showing electrostatic inter-

action between a dipolar, bent *CO2 adsorbate and the electric field at the electrochemical

interface). Since the interfacial field depends on the absolute potential, this step also shows

an absolute potential dependence, i.e. the corresponding rate depends on an SHE, not RHE

scale. The schematic shown in Figure 3a illustrates this by showing the dipole for bent CO2

adsorbed on the surface and its interaction with the electrical double layer.

In the past few years, hybrid continuum/ab initio models of the electrochemical inter-

face29–32 have been developed to capture the impact of double layer charging on reaction

energetics. We have recently shown the surface charge density to be the most appropriate

descriptor for the electrostatic effects of the double layer on reaction energetics,19 since it de-

scribes the variations the interfacial field local to the reaction site. We relate surface-charge

σ dependent energetics (Figure 4(a,b) to potential-dependent ones through the interfacial

capacitance C and potential of zero charge φpzc as follows:

φ =
1

C
σ + φpzc (2)
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Figure 4: Change in adsorption energy of CO2 as a function of surface charge density (σ)
for a) Doped vacancies DV2N (∆E = 0.036σ + 0.70, with R2 = 0.99) and DV4N (∆E =
0.04926σ + 0.91, with R2 = 0.97), b) Au(211) (∆E = 0.0168σ + 0.88, with R2 = 0.99) and
Ag(211) (∆E = 0.0188σ+0.83, with R2 = 0.99); The surface charge is defined as the number
of excess electrons per unit area. c) Calculated Bader charge for both DV4N (top) and DV2N
(bottom) vacancies; Values annotated over atoms show the Bader charge; Negative values
of charge densities indicate electrode reduction; points in points in a, b denote the results
from DFT calculations, while lines represent the corresponding best fit lines. Any scatter of
points associated with a,b arises from the change in geometry following a relaxation at each
discrete surface charge.
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Both quantities can, in principle, be determined from experiment.

The energy of a given adsorbate (E) is a function of its dipole moment µ and polarizability

α as follows:

E = E0 + µ ~|E| −
α ~|E|

2

2
(3)

where E0 is the energy of the zero charge state and ~|E| is the interfacial electric field. σ and

~|E| can be related by Gauss’ law. Assuming a constant interfacial dipole, the dipole moment

for a given adsorbate is given by:

µ = ǫA
(

ΦFS
0 − ΦIS

0

)

(4)

where ΦIS
0 is the measured workfunction of the initial states and ΦFS

0 is that of the final

state and A is the surface area. Figure 4 shows a linear relationship between ∆ECO2 and σ.

This dependence indicates that α is negligible for resonably small values of σ. We determine

the dipole moment as ǫ0
dE
dσ

, where ǫ0 is the absolute permittivity and dE
dσ

is the slope of the

lines shown in Figure 4.

For DV4N, the effect of the dipole moment of CO2 is higher than in the case of DV2N

(Figure 4a), and hence the energy drop with potential is steeper. As compared with transition

metal catalysts such as gold and silver shown in Figure 4b, dipole moments of key reaction

intermediates are significantly larger for these FeNC systems. While CO2 dipoles on gold and

silver step surfaces are below 0.2 eÅ, dipoles on both graphene vacancies are larger than 0.4

eÅ. A larger dipole implies a stronger stabilization from its interaction with the interfacial

electric field33 and could imply a larger symmetry factor for the reaction34. The impact of

the dipole moment on the resulting kinetics of the CO2R are detailed in the next section.

Micro-kinetic model

Based on field-dependent energies calculated above, we develop a mean-field micro-kinetic

model to determine the potential-dependent rate of CO production from CO2. The reaction
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steps considered are

CO2(g) + ∗←−→ CO TS
2 ←−→ CO ∗

2

CO ∗

2 + H+ + e− ←−→ COOH∗

COOH∗ + H+ + e− ←−→ CO + H2O

CO∗ ←−→ CO(g)

Figure 5: Free energy diagram at the theoretical equilibrium potential Ueq = −0.3V and at
two other potentials: −0.75V and −1.2V vs SHE for DV4N and DV2N vacancies at a pH of
2

pH-dependent kinetic measurements strongly suggest that proton-electron transfer is not

involved in the rate limiting step.8,18 The rate for the competing hydrogen evolution reaction

(HER) shows a marked pH dependence on an SHE scale under acidic to neutral pH. This pH

dependence indicates that a proton-electron transfer step limits the rate, and that hydronium
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ions are active as proton donors, since H2O as proton donors show no pH dependence.35 In

contrast to HER, CO production at the same range of pH is pH independent on an SHE

scale. Thus, the rate limiting step for the CO2R reaction does not involve a hydronium ion

nor an associated proton-electron transfers.

The experimental observations are consistent with the computed free energy diagram,

shown in Figure 5 on both DV4N and DV2N vacancies. The *CO2 state, under relevant

potentials, is the highest in energy, and the steps to the subsequent intermediates, *COOH

and *CO, are all exergonic. From previous work, we found proton-electron transfers towards

oxygen species to be generally facile,36 and so we assume no additional barrier for *COOH

formation. *COOH to *CO involves breaking a C−O bond, and can sometimes be rate

limiting, especially at low overpotentials.37,38 However, in this particular case, given the

exergonicity of the step, even an extremely high hypothetical intrinsic barrier of 1.5eV does

not make it rate limiting at the cathodic potentials considered (see SI Note 13 for further

description). For the rest of this work, we therefore assume the reaction energetics are

barrierless after CO2 adsorption.
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Figure 6: a) TOF taken from two publications - Strasser et al18 and Hu et al;8 current den-
sities were converted to TOF by assuming all iron sites were involved in catalytic activity b)
TOF obtained from mean-field microkinetic modelling; TOFs are normalized to the activity
at -0.6 V vs SHE, to emphasize relative trends

Figure 6 shows a comparison of experimental8,18 and theoretical relative turnover fre-

quencies (TOF) (normalized to those at -0.6V vs. SHE). Experimental activity data were

taken from Ref 18 and Ref 8. In the former, the activity was measured at a range of acidic

pH values from 1 to 7.25, while in the latter the activity was measured at a fixed pH of 7.25

using FeNC fabricated by using either pyridinic or pyrrolic precursors. It was previously

shown that the chemical identity of the N-doped vacancy can be varied based on the choice

of precursor.39 On the basis of operando XAS measurements, the more active catalyst was

suggested to have an Fe 3+ oxidation state and the less active one an oxidation state of Fe

2+. The experimental TOF were calculated by assuming all Fe sites are single atom catalysts

that are present on the surface and contribute to production of CO from CO2.

Since CO2 adsorption is the rate limiting step, the Tafel slope corresponding to activity

from a given site is determined by the corresponding adsorbate dipole as follows:38

15



Tafel slope−1 =
∂log(TOF)

∂Φ
=

∂log(TOF)

∂∆GCO2

d∆GCO2

dΦ
(5)

= −
1

kBT

d∆GCO2

dσ

dσ

dΦ
= −

1

kBT

d∆GCO2

dσ
C (6)

=
1

kBT

C

ǫ
µ (7)

where ǫ is the permitivity of free space and ∆GCO2
is the free energy of CO2 adsorption.

Where the TOF was written as exp
(

−∆GCO2

kbT

)

Thus, the Tafel slope depends solely on the

rate of change of free energy as a function of the interfacial electric field.

As previously mentioned, CO *
2 at DV4N has a larger dipole moment as compared to

that at DV2N. This is consistent with the lower Tafel slope obtained in the case of DV4N

over DV2N as shown in Figure 6. Since pyrolysis is the experimental method of choice to

generate these catalysts, it is not yet possible to obtain atomic precision over the active site.

To show how the slope shifts when multiple sites are contributing to the activity, we show

the case of 10% DV4N and 90% DV2N sites, which gives an intermediate Tafel slope.

These Tafel slopes are in line with experimentally observed ones. Hu et al.8 observe

Tafel slopes of 80 mV/dec for the more active sample and 126 mV/dec for the less active

one. This difference is captured in our simple two-site model, with DV4N being significantly

more active than DV2N. Strasser et al. also observe Tafel slopes of close to 200 mV / dec,

which is similar to that obtained for DV2N. These results suggest that increasing the µ of

active sites through e.g. the coordination environment and metal atom identity could lead

to lowering of Tafel slopes and more efficient catalysts.

It is important to note that we consider here relative, rather than absolute, reaction rates

due to the inherent uncertainties in quantifying TOFs from both experiment and theory.

Uncertainties in the experimental determination of absolute TOFs for example lie in the

assumption that all Fe atoms loaded onto the sample are catalytically active, while also

presuming the same distribution of active Fe sites in samples that were prepared via differ-
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ent synthesis methods.8,18 On the other hand, theoretical DFT calculations using GGA and

hybrid functionals are known to suffer from systematic errors in describing O−C−O back-

bone structures.40–42 This error is believed to mainly affect the gas-phase reference leading

to a constant energy offset. Ultimately, this constant energy shift yields unrealistically high

reaction energies and barriers for adsorbing CO2(g) (such as the 1 eV barrier shown in

Fig. 5) and an uncertainty of 5 to 7 order of magnitude in the resulting absolute TOFs.

While recent studies mitigate this issue by adding 0.30-0.45 eV corrections to gas-phase CO2

energies,40,41 we choose here to focus only on relative TOFs. This allows for circumventing

the application of empirical corrections to the computed DFT energetics and our results

are directly comparable to experimental data that have been normalised in the same way

in Fig. 6. Most importantly, we note that all (experiment and theoretical) uncertainties in

absolute TOF values do not affect the main conclusion of this study which focuses on the

unique ability of single-site catalysts to tune *CO2 dipoles and hence significantly change

the predicted Tafel slopes (which are invariant to whether absolute or relative TOFs are

considered). For reasons of completeness, we nevertheless include both absolute and relative

TOF values as a function of applied potential in the SI. We also note that solvation energies

are critical to accurate prediction of onset potential and reaction kinetics.14 By referring to

relative rather than absolute rates, however, we effectively cancel out any systematic errors

associated with implicit solvation for a given surface species.

Another point of difference between the vacancies is that CO desorption becomes rate

limiting for DV2N at large potentials, while CO2 adsorption stays rate limiting throughout

the explored potential range for DV4N. The shift in rate limiting step is shown in a degree

of rate control (sensitivity) analysis,43 coverage of CO and change in Tafel slope. A degree

of rate control analysis was carried out as follows.

DRC =
dlog(TOF)

dGi

(8)

where Gi is the free energy of each intermediate. SI Figure S8 shows that at very reducing
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potentials, the rate is largely influenced by CO binding free energies. The rate would be

increased by decreased CO2 transition state energies over the whole potential range. Corre-

sponding coverage plots for DV2N are shown in SI Figure S7. The increase in CO coverage

corresponds to the change in Tafel slope seen in Figure 6.

We also consider the pathway to CH4, which is a minor product formed on these materials.

For potential ranges where coverages of CO would be very small, there would be little to

no CH4 production. However, once the coverage of CO becomes substantial, the Faradaic

efficiency of CH4 as compared to CO would increase. For a possible reaction pathway,

intermediate binding energies as a function of surface charge were calculated. SI Figure

S10 shows the TOF obtained from the model as well as those from Strasser et al.18 CH4

production in both cases are pH dependent, indicating that a proton-electron transfer step

would be rate limiting for electrochemical reduction of CO to CH4. Since these are based on

thermodynamic variations in energy alone, we focus here on the qualitative pH dependence.

The above microkinetic analysis, in summary, shows the following: 1) Tafel slopes can

be tuned by appropriately designing sites that induce large dipole moments in adsorbates 2)

consideration of the effects of pH, potential and electric field in simulations are essential to

an accurate mechanistic description of CO2R on FeNC catalysts.

Conclusions

In this work, we presented an ab initio investigation of the activity of Fe-N-C catalysts for

CO2 reduction. We showed that a combination of state-of-the-art methods, hybrid function-

als, implicit electrolyte and potential dependent electrochemical reaction energetics, are all

required for a rigorous mechanistic analysis. We find that the rate limiting step on these

materials is generally a field-driven CO2 adsorption step, which gives rise to the dramatic

pH independence that is observed experimentally. This physical explanation appears to be

in accordance with the latest experimental studies. We find that the activity is highly de-
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pendent on the configuration of the active site, with significant differences in the Tafel slope

between DV2N and DV4N sites. Using this Tafel slope we postulate that the DV4N site

corresponds to those observed in a recently reported, highly active FeNC catalyst, assigned

an oxidation state of +3 from XPS studies. The present study provides a rigorous basis for

the study of single atom catalysts for CO2R and beyond, from both the fundamental and

catalyst development perspectives.

Methods

Density functional theory calculations were carried out using the Vienna Ab-Initio Software

Package (VASP).44 Implicit solvation and counter charge was added to calculations by using

VASPsol.45 Core electrons were described using Projector Augmented Waves (PAW) poten-

tials.46 Valence electrons were described by plane waves with kinetic energy up to 500eV.

Gaussian smearing with a width of 0.1eV is used. The RPBE47 functional was used for

GGA-DFT calculations, while the HSE0648,49 functional was used for hybrid calculations.

Single-point energies with HSE06 functional on RPBE+U geometries are reported through-

out the text. The validity of this approximation is reported in SI Note 4. Hubbard-U

corrections were added to the d-orbitals of Iron using the implementation of Dudarev.23

Single layer 3x3 graphene was used as a model system.50 Structures were prepared using

the Atomic Simulation Environment.51 The lattice for undoped graphene was optimized

using a 12x12x1 Monkhorst-Pack52 k-point mesh. The 3x3 single layer graphene structures

were made with the obtained lattice parameter. All structures were then treated with 4x4x1

Monkhorst-Pack52 k-point mesh with at least 16 Å of vacuum. Depending on the vacancy

type, carbon atoms in the graphene structure were replaced by Nitrogen and Iron atoms.

The structure obtained after creating vacancies and doping was subjected to an optimization

of both position and lattice constants ( VASP44 keyword ISIF = 3 ) before adding an

adsorbate to the unit cell. All geometries are optimized until forces are less than 0.025
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eV Å
−1

. Transition state geometries and energies were obtained by using the Climbing Image

Nudged Elastic Band (CI-NEB)53 implemented within VASP. Forces on the climbing image

were considered as converged if they are lower than 0.05 eV Å
−1

. The density of states for

transition states were obtained by carrying out a single-point with HSE06 at the image

associated with the transition state with an 8x8x1 k-point mesh and Gaussian smearing of

0.1eV.

VASPsol45 places a continuum charge distribution in the vacuum region of the cell with

charge density of opposite sign to the excess or deficient charge on the surface. A Debye

screening length of 3 Å was chosen as this corresponds to bulk ion concentration of 1 Molar.

Similar to recent published work,29 non-electrostatic parameter TAU was set to zero to avoid

numerical instabilities. The continuum charge was varied from 0 to 1e in increments of 0.25e.

The computational hydrogen electrode (CHE)54 was used to determine reaction energies

as a function of potential for reactions with an electron in the reactant or product. The

chemical potential of the proton and electron is related to that of H2 at 0V vs RHE.

µH+ + µe− =
1

2
µH2(g)

(9)

Field effects for all adsorbates were included in the model by assuming a linear dependence

of binding energies with the surface charge.

∆Eσ = a0 + a1σ (10)

We note that this linear variation of energy with σ is valid only for small additions of

electrons in the unit cell. At large surface charges, second order terms would need to be

taken into account. However, 4(a,b) both show good fits to lines (R2 values in the caption),

which suggests the 2nd order terms are negligible.

We calculated the adsorption energies and pDOS for relevant intermediates and transition

states of all intermediates as a function of the excess charge, applied by varying the number
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of electrons in the simulation cell. The same charging scheme was applied along the entire

reaction pathway. We assume that our finite cell size simulations approximate those from

an infinitely large cell where both the surface charge density and workfunction approach

a constant value along the reaction pathway. This assumption was validated through a

convergence test (Figure S16),which shows negligible change in the calculated dipole moment

between cell sizes of 4x4 to 5x5. We relate the energetics as a function of charge to those

at a function of potential with Equation 2, where we have applied experimental pzcs and

capacitances. Reliable estimates of the pzc cannot be obtained for single layer 2D materials

with an implicit solvent setup because symmetric unit cells cannot be constructed. Thus,

we used an experimental value of the pzc.

The capacitance of pristine graphene 21 µF/cm2 55 and the experimental pzc56 of -0.07V

was used. While the workfunctions of DV4N and DV2N vacancies are different (ΦDV 2N =

3.95V and ΦDV 4N = 3.74V ), we approximate both vacancies to have the same potential of

zero charge. This is because the doping concentrations in experiment are between 2-3%8 by

weight, which would give rise to a negligible shift in pzc from pristine graphene.

Micro-kinetic modelling was carried out using CatMAP,57 which uses a multiple precision

Newton root finding algorithm to determine rates and coverages. Decimal precision of 100,

along with a rate convergence tolerance value to 10−25 was used. Surface charge density

dependence of each state was included to describe the effect of field on each adsorbate.

Experimental binding energies are estimated based on Redhead’s58 analysis of a TPD

peak. It is assumed that there is no interaction between CO molecules adsorbed on the

surface. This is a reasonable assumption because the iron loading is less that 0.1 mass

percent of the catalyst.18,59 Ref59 also shows that the TPD peak is first order in nature.

This is expected for CO desorption, and the rate equation can be written as:

rate =
kBT

h
exp

(

−
GTS −GIS

kBT

)

(11)
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For this estimate, we assume that GTS − GIS = EFS − EIS. This is reasonable because

the transition state of CO desorption is final-state like. Further details are provided in the

SI.
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