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Abstract

We consider a Riemannian spin manifold (M, g) with a fixed spin struc-
ture. The zero sets of solutions of generalized Dirac equations on M play an
important role in some questions arising in conformal spin geometry and in
mathematical physics. In this setting the mass endomorphism has been de-
fined as the constant term in an expansion of Green’s function for the Dirac
operator. One is interested in obtaining metrics, for which it is not zero.

In this thesis we study the dependence of the zero sets of eigenspinors
of the Dirac operator on the Riemannian metric. We prove that on closed
spin manifolds of dimension 2 or 3 for a generic Riemannian metric the non-
harmonic eigenspinors have no zeros. Furthermore we prove that on closed
spin manifolds of dimension 3 the mass endomorphism is not zero for a generic
Riemannian metric.

Zusammenfassung

Sei (M, g) eine Riemannsche Spin-Mannigfaltigkeit mit einer fixierten
Spin-Struktur. In manchen Fragen aus der konformen Spin-Geometrie oder
der mathematischen Physik spielen Nullstellenmengen von Lösungen verall-
gemeinerter Dirac-Gleichungen auf M eine wichtige Rolle. In diesem Zusam-
menhang wurde der Massen-Endomorphismus als der konstante Term in einer
asymptotischen Entwicklung der Greenschen Funktion des Dirac-Operators
definiert. Gesucht sind Riemannsche Metriken, für die er nicht Null ist.

In dieser Dissertation untersuchen wir die Abhängigkeit der Nullstellen-
menge der Eigenspinoren des Dirac-Operators von der Riemannschen Metrik.
Wir beweisen, dass auf einer geschlossenen Spin-Mannigfaltigkeit der Dimen-
sion 2 oder 3 für eine generische Riemannsche Metrik die nicht-harmonischen
Eigenspinoren keine Nullstellen haben. Weiter zeigen wir, dass auf einer
geschlossenen Spin-Mannigfaltigkeit der Dimension 3 für eine generische Rie-
mannsche Metrik der Massen-Endomorphismus nicht Null ist.
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Chapter 1

Overview

Some questions arising in conformal spin geometry and in mathematical phy-
sics involve the study of the zero sets of solutions to generalized Dirac equa-
tions. For the first example let (M, g) be a compact Riemannian spin ma-
nifold with a fixed orientation and a fixed spin structure. One is interested
in finding bounds on the eigenvalues of the Dirac operator Dg which are
uniform in the conformal class [g] of g. The two conformal invariants

λ±min := inf
h∈[g]
|λ±1 (h)| vol(M,h)1/n

have been studied by many authors. A natural question is whether the
infimum is attained at a Riemannian metric. By a result of B. Ammann this
is the case, if the nonlinear partial differential equation

Dgψ = λ+
min|ψ|2/(n−1)

g ψ, ‖ψ‖2n/(n−1) = 1 (1.1)

has a solution ψ, which is nowhere zero on M (see [Am4]). It is not obvious
that a solution without zeros exists.

A second example comes from general relativity, more precisely from
a remarkable proof of the positive energy theorem obtained by E. Witten
(see [Wi]). He uses harmonic spinors (i. e. spinors ψ satisfying Dgψ = 0)
on asymptotically flat manifolds, which are called Witten spinors. It has
been suggested to use these spinors in order to construct special orthonormal
frames of the tangent bundle of an asymptotically flat manifold of dimension
3 (see [N], [DM], [FNS]). It turns out that this is possible, if one can find
a Witten spinor which is nowhere zero. However it is not clear that such a
spinor exists.

In this thesis we first consider the zero sets of eigenspinors of the Dirac
operator on closed spin manifolds. It is interesting for several reasons. First
of all it is easier than the questions mentioned above, since the underlying

7
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manifold is compact and all the operators involved are linear. Apart from
that it is useful to have eigenspinors, which are nowhere zero. For example
one obtains in this case a simple proof of Hijazi’s inequality.

The spectrum of the Dirac operator has been computed explicitly for some
Riemannian spin manifolds. The result on the round sphere (see e. g. [Bä2])
shows that the multiplicity of an eigenvalue can be greater than the rank of
the spinor bundle, which implies that there exist eigenspinors with non-empty
zero set for special choices of a Riemannian metric. However we can show
that the situation is different for generic Riemannian metrics (see Section 6.2
for a precise definition of the term “generic”). More precisely let M be a
closed spin manifold and denote by R(M) the set of all smooth Riemannian
metrics on M . For every g ∈ R(M) denote by [g] ⊂ R(M) the conformal
class of g. Furthermore let N(M) be the set of all g ∈ R(M) such that all
the non-harmonic eigenspinors of Dg are nowhere zero on M . Then we prove
the following.

Theorem 1.0.1. Let M be a closed connected spin manifold of dimension
2 or 3 with a fixed orientation and a fixed spin structure. Then the set
N(M) ∩ [g] is residual in [g] with respect to every Ck-topology, k ≥ 1.

Recall that a subset is residual, if it contains a countable intersection of
open and dense sets. In Section 4.1 we will give an example showing that in
dimension 2 an analogue of this theorem for harmonic spinors does not hold.

The main idea of the proof of Theorem 1.0.1 is as follows. If g, h are two
Riemannian metrics on the spin manifold M , then a natural isomorphism
between the two vector bundles ΣgM and ΣhM is well known. We construct
a continuous map F defined on a suitable space of Riemannian metrics,
which associates to every metric h an eigenspinor of the corresponding Dirac
operator Dh viewed as a section of ΣgM . Theorem 1.0.1 then follows from
a transversality theorem. In order to apply this theorem we have to make
sure that the evaluation map corresponding to F is transverse to the zero
section of ΣgM . Our assumption that this is not the case leads to an equation
involving Green’s function for the operator Dg − λ with λ ∈ R. From the
expansion of this Green’s function we obtain a contradiction using the unique
continuation property of the Dirac operator.

In this thesis we also treat a certain aspect of the question on conformal
bounds of Dirac eigenvalues mentioned above. The non-linear partial dif-
ferential equation (1.1) cannot be solved by standard methods, since the
corresponding Sobolev embedding is critical. However under some addi-
tional assumptions on the Riemannian spin manifold (M, g) the existence
of a solution has been shown, if there is a point p on M such that a certain
endomorphism of the fibre Σg

pM of the spinor bundle does not vanish (see
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[AHM]). This endomorphism can be regarded as the constant term in an
expansion of Green’s function for the Dirac operator around p. It is called
the mass endomorphism at p because of an analogy in conformal geometry:
the constant term of Green’s function Γ(., p) for the conformal Laplacian
at p is related to the mass of the asymptotically flat Riemannian manifold
(M \ {p},Γ(., p)4/(n−2)g). Unfortunately the mass endomorphism is known
explicitly only for very few spin manifolds. However in dimension 3 we can
show that in the generic case it is not zero. More precisely, for a fixed point
p ∈ M we denote by Rp(M) the set of all Riemannian metrics on M , such
that the mass endomorphism at p can be defined and we denote by Sp(M)
the set of all such Riemannian metrics, for which the mass endomorphism
does not vanish. Then we prove the following.

Theorem 1.0.2. Let M be a closed spin manifold of dimension 3 with a
fixed spin structure and let p ∈M . Then Sp(M) is dense in Rp(M).

The structure of this thesis is as follows. In Chapter 2 we review the
basic definitions and results in spin geometry. We begin with the definition
of spin groups and the Dirac operator and then proceed with an overwiew on
real and quaternionic structures on spinor modules. Since for two different
Riemannian metrics the spinor bundles are two different vector bundles, we
need a natural way of identifying spinors for different metrics. This is known
in the literature and is described in Section 2.3. Results from perturbation
theory, which apply in our situation, are collected in the Appendix.

In Chapter 3 we explain the questions mentioned above in more detail.
Chapter 4 contains some examples of zero sets of Dirac eigenspinors. This

should serve as an illustration. The reader who is only interested in the main
results may skip Sections 4.2, 4.3.

In Chapter 5 we introduce Green’s function for the Dirac operator, which
will be one of our tools in the proofs of our results. We describe a method
for the explicit calculation of some terms in the expansion of Green’s func-
tion around the singularity. After that we give the definition of the mass
endomorphism from the literature.

In Chapter 6 we state and prove our main results. First let M be a closed
spin manifold of dimension 2 or 3. We prove that for a generic Rieman-
nian metric on M the non-harmonic eigenspinors of the Dirac operator are
nowhere zero. The proof is based on a well known transversality theorem,
which we state in Section 6.1 including its proof. After that we prove that on
every closed spin manifold of dimension 3 for a generic Riemannian metric
the mass endomorphism is not zero.
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Chapter 2

Recapitulation of some facts

2.1 Review of spin geometry

We review some basic definitions and results in spin geometry in order to fix
the notation. Brief and nicely written introductions to spin geometry can be
found in [Hij3], [BGM05]. The reader can find a detailed treatment of this
subject in the books [LM], [F4]. Our notation will be similar to some of the
notation in these texts.

Let V be a real vector space with a scalar product g. Then the real
Clifford algebra Cl(V, g) for (V, g) is the unital R-algebra generated by V
with the relation

v · w + w · v = −2g(v, w)1, v, w ∈ V. (2.1)

We denote by Cl(V, g) := Cl(V, g) ⊗R C its complexification and call it the
Clifford algebra for (V, g). In the case V = Rn, n ∈ N \ {0}, g = geucl we use
the notation

Cl(n) := Cl(Rn, geucl), Cl(n) := Cl(Rn, geucl).

Every v ∈ Rn \ {0} is invertible in Cl(n) and the map

Adv : Cl(n)→ Cl(n), w 7→ v · w · v−1

preserves the subspace Rn ⊂ Cl(n). The restriction acts on Rn as the reflec-
tion at the line generated by v and thus is in O(n).

Let Cl(n)∗ be the multiplicative group of invertible elements of Cl(n).
We define the spin group Spin(n) as the subgroup of Cl(n)∗ generated by
elements of the form v1 · v2, where v1, v2 ∈ Rn, |v1| = |v2| = 1. We obtain a
group homomorphism

ϑ : Spin(n)→ SO(n), q 7→ Adq

11
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which is a two-fold covering. The covering is nontrivial for n ≥ 2 and it is
the universal covering for n ≥ 3.

If (Ei)
n
i=1 denotes the standard basis of Rn, then

ωC := i[(n+1)/2]E1 · ... · En ∈ Cl(n)

is called the complex volume element. Here [.] denotes the integer part. We
have ω2

C = 1 and
ωC · v = (−1)n−1v · ωC

for all v ∈ Rn.
For even n there is exactly one irreducible complex representation of

Cl(n). The module has complex dimension 2n/2 and is denoted by Σn. It is
the direct sum of the eigenspaces Σ±n of ωC for the values ±1:

Σn = Σ+
n ⊕ Σ−n .

Since ωC anticommutes with elements of Rn, the two eigenspaces have the
same dimension.

For odd n the complex volume element commutes with all elements of
Cl(n) and thus by Schur’s lemma acts as a multiple of the identity on every
irreducible module. There exist exactly two inequivalent irreducible complex
representations of Cl(n), both of dimension 2(n−1)/2, and they are distin-
guished by the action of ωC as Id or −Id respectively. In this thesis we will
use the representation for which ωC acts as Id. The module is again denoted
by Σn.

Thus for every n we have Σn
∼= CN , where N := 2[n/2]. The representation

will be denoted by ρ. The action of Cl(n) on Σn via ρ is called the Clifford
multiplication on Σn. It will be denoted by v · σ := ρ(v)σ for v ∈ Cl(n),
σ ∈ Σn.

On Σn there exists a positive definite hermitian inner product 〈., .〉, such
that Clifford multiplication with all elements of Rn is antisymmetric with
respect to 〈., .〉, i. e. such that

〈v · ψ, ϕ〉+ 〈ψ, v · ϕ〉 = 0

for all ϕ, ψ ∈ Σn and all v ∈ Rn.
Let M be an n-dimensional oriented manifold. We denote by GL+(n,R)

the group of all real n× n-matrices with positive determinant and we write

A: G̃L
+

(n,R)→ GL+(n,R) for its connected two-fold covering. Let

π : PGL+(M)→M

be the principal GL+(n,R)-bundle over M whose fibre over x ∈ M consists
of all positively oriented bases of TxM . It is called the bundle of positively
oriented frames of the tangent bundle.
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Definition 2.1.1. A spin structure on M is a principal G̃L
+

(n,R)-bundle

π′ : P
G̃L

+(M)→M

over M together with a two-fold covering Θ: P
G̃L

+(M) → PGL+(M), such
that the following diagram commutes

P
G̃L

+(M)× G̃L
+

(n,R) //

Θ×A

��

P
G̃L

+(M)

Θ

��

π′

##HH
HH

HH
HH

HH

M

PGL+(M)×GL(n,R) // PGL+(M)

π

::ttttttttt

where the horizontal arrows denote the group actions. M is called a spin
manifold, if there exists a spin structure on M .

Not every oriented manifold has a spin structure and some oriented ma-
nifolds have more than one spin structure. An oriented manifold M is a spin
manifold if and only if the second Stiefel-Whitney class

w2(TM) ∈ H2(M,Z/2Z)

vanishes. If w2(TM) = 0, then the distinct spin structures on M are in
one-to-one correspondence with the elements of H1(M,Z/2Z). For example
every orientable manifold M of dimension n ≤ 3 is a spin manifold.

For every Riemannian metric g on an oriented spin manifold M we denote
by PSO(M, g) ⊂ PGL+(M) the principal SO(n)-bundle over M whose fibre
over x ∈M consists of all positively oriented g-orthonormal bases of TxM . It
is called the bundle of positively oriented g-orthonormal frames of the tangent

bundle. The restriction of A: G̃L
+

(n,R) → GL+(n,R) to the preimage of
SO(n) ⊂ GL+(n,R) coincides with ϑ: Spin(n)→ SO(n). Furthermore

PSpin(M, g) := Θ−1(PSO(M, g))

is a principal Spin(n)-bundle over M and the maps in the above commutative
diagram restrict to the following commutative diagram

PSpin(M, g)× Spin(n) //

Θ×ϑ

��

PSpin(M, g)

Θ

��

π′

%%KKKKKKKKKK

M

PSO(M, g)× SO(n) // PSO(M, g)

π

99ssssssssss
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By a Riemannian spin manifold (M, g,Θ) we will always mean an ori-
entable Riemannian spin manifold (M, g) together with a fixed orientation
and a fixed spin structure Θ.

To every principal bundle over M we can associate a vector bundle in
the following way. Let G be a Lie group and let π: P → M be a principal
G-bundle over a manifold M . Furthermore let K = R or C, let V be a vector
space over K and let ρ: G→ AutK(V ) be a representation of G. On P × V
we define an equivalence relation by

(p, v) ∼ (p′, v′)⇐⇒ ∃g ∈ G such that p′ = pg−1 and v′ = ρ(g)v.

We denote by [p, v] the equivalence class of (p, v) and by P ×ρ V the set of
all equivalence classes. Then P ×ρ V is a vector bundle over M with fibre V .
It is called the associated vector bundle to P via ρ.

As an example let τ : SO(n)→ AutR(Rn) be the standard representation.
Then there exists a canonical isomorphism of vector bundles

TM ∼= PSO(M, g)×τ Rn.

Now let (M, g,Θ) be an n-dimensional Riemannian spin manifold. The
restriction of the complex spinor representation ρ to Spin(n) ⊂ Cl(n) is again
denoted by ρ, i. e.

ρ : Spin(n)→ AutC(Σn).

Definition 2.1.2. The complex spinor bundle ΣgM over M for the metric
g and the spin structure Θ is the associated vector bundle

ΣgM := PSpin(M, g)×ρ Σn.

The complex spinor bundle ΣgM is a vector bundle with fibre Σn
∼= CN .

For (M, g) = (Rn, geucl) equipped with the unique spin structure we will write

ΣRn := ΣgeuclRn.

We define the Clifford multiplication on Σg
xM , x ∈M , by

TxM ⊗ Σg
xM → Σg

xM, [Θ(s), v]⊗ [s, σ] 7→ [s, v · σ].

The inner product 〈., .〉 on Σn yields a hermitian metric on ΣgM which we
also denote by 〈., .〉. It is defined by

〈[s, σ1], [s, σ2]〉 := 〈σ1, σ2〉.

We will denote the induced norm by

|ψ|g := 〈ψ, ψ〉1/2.
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Clifford multiplication with elements of TM is antisymmetric with respect
to 〈., .〉, i. e. we have

〈v · ψ, ϕ〉+ 〈ψ, v · ϕ〉 = 0

for all v ∈ TxM , ψ, ϕ ∈ Σg
xM , x ∈M .

Let (ei)
n
i=1 be a positively oriented local orthonormal frame of TM . Then

ωC := i[(n+1)/2]e1 · ... · en

is independent of the choice of the ei and thus can be defined on all of M .
Fibrewise Clifford multiplication by ωC is an endomorphism of ΣgM which
is again denoted by ωC. We find ω2

C = 1 and

ωC · v = (−1)n−1v · ωC

for all v ∈ TM . If n is odd, we have by convention ωC = Id. If n is even, then,
since ωC commutes with Spin(n), the above splitting of the spinor module
induces a splitting of the spinor bundle

ΣgM = Σ+M ⊕ Σ−M.

A local section of the spinor bundle ΣgM is called a spinor. If n is even
the local sections of Σ±M are called positive respectively negative spinors.
We denote by Cr(ΣgM), r ∈ N, (resp. C∞(ΣgM)) the space of all r times
continuously differentiable (resp. smooth) spinors.

In order to define a covariant derivative on the spinor bundle we recall the
following general fact. Let G be a Lie group, P → M a principal G-bundle
and let ρ: G→ AutC(V ) be a representation of G on a complex vector space
V . Let ω be a connection one-form on P . Every section ψ of the associated
vector bundle P×ρV is locally given by ψ = [s, σ], where s is a locally defined
section of P on an open subset U ⊂M and σ is a function on U with values
in V . Then for X ∈ TM |U we define the spinor ∇Xψ on U by

∇Xψ := [s,X(σ) + dρ(ω(ds(X)))σ]. (2.2)

Here and henceforth for any differentiable function f defined on an open
subset U ⊂M with values in a real or complex vector space and any vector
field X on U we denote by X(f) the derivative of f in the direction X. One
can show that ∇ is well-defined and yields a covariant derivative on P ×ρ V .
Furthermore if V carries a G-invariant hermitian scalar product, then one
obtains a hermitian metric on P ×ρ V and ∇ is compatible with this metric.

The Levi Civita connection∇g for the Riemannian metric g on M induces
a covariant derivative on ΣgM also denoted by ∇g as follows. The connection
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one-form of the Levi Civita connection lifts to a connection one-form ω on
PSpin(M, g). Then we apply the formula (2.2) to ω. The result may locally
be written as follows. Let (ei)

n
i=1 be a positively oriented local orthonormal

frame of TM on an open subset U ⊂ M . There exists a locally defined
section s ∈ Γ(U,PSpin(M, g)|U) such that (ei)

n
i=1 = Θ ◦ s on U . Let (Ei)

N
i=1

be the standard basis of CN . The section s determines a local orthonormal
frame (ψi)

N
i=1 of ΣgM |U via ψi = [s, Ei] for 1 ≤ i ≤ N . We denote by ∂ the

locally defined flat connection with respect to the local frame (ψi)
N
i=1, i. e. for

h1,...,hN ∈ C∞(U,C) and X ∈ TM |U we define

∂X(
N∑
i=1

hiψi) :=
N∑
i=1

X(hi)ψi.

We define the symbols Γ̃kij by the equation

Γ̃kij := g(∇g
ei
ej, ek)

and write locally ψ =
∑N

i=1 hiψi. Then by (2.2) for all i ∈ {1, ..., n} we have
on U

∇g
ei
ψ = ∂eiψ +

1

4

n∑
j,k=1

Γ̃kijej · ek · ψ = ∂eiψ +
1

4

n∑
j=1

ej · (∇g
ei
ej) · ψ (2.3)

(see [LM], p. 103, 110). One finds that ∇g is a metric connection with
respect to 〈., .〉 and that it satisfies

∇g
X(Y · ψ) = (∇g

XY ) · ψ + Y · ∇g
Xψ

for all X ∈ TM |U , Y ∈ C∞(TM |U), ψ ∈ C∞(ΣgM |U).
Let (ei)

n
i=1 be a local orthonormal frame of TM . The Dirac operator is

defined as

Dg : C∞(ΣgM)→ C∞(ΣgM), Dgψ :=
n∑
i=1

ei · ∇g
ei
ψ.

It is easily seen that the definition does not depend on the choice of the local
frame (ei)

n
i=1. If n is even, then with respect to the above splitting of the

spinor bundle the Dirac operator has the form

Dg =

(
0 D−

D+ 0

)
(2.4)

with D±: C∞(Σ±M)→ C∞(Σ∓M).
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If X, Y are smooth vector fields on M we define the second covariant
derivative operator ∇2

X,Y : C∞(ΣgM)→ C∞(ΣgM) by

∇2
X,Y ψ := ∇g

X∇
g
Y ψ −∇

g
∇g

XY
ψ

and the connection Laplacian ∇∗∇: C∞(ΣgM)→ C∞(ΣgM) by

∇∗∇ψ := −tr(∇2
.,.ψ),

i. e. if (ei)
n
i=1 is a local orthonormal frame on M we have

∇∗∇ψ = −
n∑
i=1

∇g
ei
∇g
ei
ψ +

n∑
i=1

∇g
∇g

ei
ei
ψ. (2.5)

A very important result is the Schrödinger-Lichnerowicz formula

Theorem 2.1.3. For all ψ ∈ C∞(ΣgM) the formula

(Dg)2ψ = ∇∗∇ψ +
scalg

4
ψ. (2.6)

holds, where scalg is the scalar curvature of (M, g).

Proof. see [LM] p. 160.

Let ψ ∈ C∞(ΣgM) and f ∈ C∞(M,C). Then the following Leibniz rule
holds on M :

Dg(fψ) = gradg(f) · ψ + fDgψ,

where gradg(f) is the gradient of f with respect to g. For a proof see [LM],
p. 116.

Let µ ∈ C. A spinor ψ ∈ C∞(ΣgM) is called a Killing spinor for µ, if we
have

∇g
Xψ = µX · ψ

for all X ∈ TM .

A spinor ψ ∈ C∞(ΣgM) is called parallel, if we have ∇g
Xψ = 0 for all

X ∈ TM .

Definition 2.1.4. The elements of kerDg are called harmonic spinors. If n
is even, then the elements of kerD± are called positive respectively negative
harmonic spinors.
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Let M be compact. The hermitian metric 〈., .〉 on ΣgM induces a positive
definite scalar product (., .)2 on smooth spinors by

(ψ, ϕ)2 :=

∫
M

〈ψ, ϕ〉dvg,

where dvg denotes the volume form induced by the Riemannian metric g.
Let p ∈ R be positive. The Lp-norm of a smooth spinor ψ is by definition

‖ψ‖p := (

∫
M

|ψ|pgdvg)1/p.

The completion of C∞(ΣgM) with respect to ‖.‖p is called Lp(ΣgM). For
k ∈ N the Sobolev k-norm of a smooth spinor ψ is defined by

‖ψ‖Hk :=
k∑
i=0

‖∇iψ‖2

and the Sobolev space Hk(ΣgM) is the completion of C∞(ΣgM) with respect
to ‖.‖Hk . If (M, g) is complete, then with respect to the scalar product (., .)2

the Dirac operator Dg is essentially self-adjoint, i. e. its closure in L2(ΣgM)
is self-adjoint. If (M, g,Θ) is a closed Riemannian spin manifold, then the
spectrum spec(Dg) of the Dirac operator consists of a sequence of isolated
real eigenvalues, which is neither bounded from above nor bounded from
below.

2.2 Real and quaternionic structures

In certain dimensions n there exist real or quaternionic structures on the mod-
ules Σn of the complex spinor representation which are Spin(n)-equivariant.
Given a Riemannian spin manifold (M, g,Θ) of dimension n these structures
then induce conjugate linear endomorphisms of ΣgM .

Definition 2.2.1. Let W be a complex vector space.

1. A real structure on W is a R-linear map J : W → W such that J2 = Id
and J(iw) = −iJ(w) for all w ∈ W .

2. A quaternionic structure on W is a R-linear map J : W → W such
that J2 = −Id and J(iw) = −iJ(w) for all w ∈ W .
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Let ρ: Cl(n) → EndC(Σn) be the complex spinor representation. A real
or quaternionic structure J on Σn is called commuting, if it commutes with
Clifford multiplication by elements of Rn, i. e. if

J(x · σ) = x · J(σ) for all x ∈ Rn ⊂ Cl(n), σ ∈ Σn.

It is called anti-commuting, if it anti-commutes with Clifford multiplication
by elements of Rn, i. e. if

J(x · σ) = −x · J(σ) for all x ∈ Rn ⊂ Cl(n), σ ∈ Σn.

The existence of real or quaternionic structures on Σn for certain n is
proved in [F4]. In the following theorem we state the result and mention
some further structures.

Theorem 2.2.2. On Σn the following structures exist

a) If n ≡ 0 mod 8 there exist a commuting real structure and an anti-
commuting real structure.

b) If n ≡ 1 mod 8 there exists an anti-commuting real structure. There
exists no commuting real structure.

c) If n ≡ 2 mod 8 there exist an anti-commuting real structure and a com-
muting quaternionic structure. There exists no commuting real struc-
ture.

d) If n ≡ 3 mod 8 there exists a commuting quaternionic structure. There
exists no commuting real structure.

e) If n ≡ 4 mod 8 there exist a commuting quaternionic structure and
an anti-commuting quaternionic structure. There exists no commuting
real structure.

f) If n ≡ 5 mod 8 there exists an anti-commuting quaternionic structure.
There exists no commuting real structure.

g) If n ≡ 6 mod 8 there exist a commuting real structure and an anti-
commuting quaternionic structure.

h) If n ≡ 7 mod 8 there exists a commuting real structure.

Proof. a) n ≡ 0 mod 8: By [F4], p. 33 there exists an anti-commuting
real structure J . Then ωC ◦ J is a commuting real structure.
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b) n ≡ 1 mod 8: By [F4] there exists an anti-commuting real structure.
Suppose that there was a commuting real structure J . We restrict
the spinor representation to Cl(n) ⊂ Cl(n). If n = 8k + 1 then the
eigenspace of J corresponding to 1 is a real subspace of Σn of real
dimension 24k and is an invariant subspace of this restriction. This is
a contradiction, since every irreducible real module for Cl(n) has real
dimension 24k+1 (see [LM], p. 33).

c) n ≡ 2 mod 8: By [F4] there exists a commuting quaternionic structure
J . Then ωC ◦ J is an anti-commuting real structure. As in the case
n ≡ 1 mod 8 one sees that there is no commuting real structure.

d) n ≡ 3 mod 8: By [F4] there exists a commuting quaternionic structure.
As in the case n ≡ 1 mod 8 one sees that there is no commuting real
structure.

e) n ≡ 4 mod 8: By [F4] there exists an anti-commuting quaternionic
structure J . Then ωC ◦ J is a commuting quaternionic structure. As
in the case n ≡ 1 mod 8 one sees that there is no commuting real
structure.

f) n ≡ 5 mod 8: By [F4] there exists an anti-commuting quaternionic
structure J . As in the case n ≡ 1 mod 8 one sees that there is no
commuting real structure.

g) n ≡ 6 mod 8: By [F4] there exists a commuting real structure J . Then
ωC ◦ J is an anti-commuting quaternionic structure.

h) n ≡ 7 mod 8: By [F4] there exists a commuting real structure.
The assertion follows.

As an example we consider the case n = 2. The spinor representation of
Cl(2) = EndC(C2) is the standard representation of Mat(2,C) on C2. We
define the action of E1 and E2 by

E1 =

(
0 −1
1 0

)
, E2 =

(
0 i
i 0

)
.

We define the map J : C2 → C2 by J(z, w) = (−w, z). Then J is a com-
muting quaternionic structure. A motivation for this definition comes from
considering the Hamilton quaternions

H := {a+ ib+ cj + dk|a, b, c, d ∈ R, i2 = j2 = k2 = −1, ij = −ji = k}
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as a complex vector space, C acting by quaternion multiplication from the
right, and from using the C-linear isomorphism

C2 → H, (z, w) 7→ z + jw.

Under this isomorphism the actions of E1, E2 correspond to quaternion mul-
tiplication with j, −k from the left and J corresponds to quaternion mul-
tiplication with j from the right. We define the map K: C2 → C2 by
K(z, w) := (−w,−z). Then K is an anticommuting real structure.

Next let n = 3. The Clifford algebra Cl(3) = EndC(C2)⊕ EndC(C2) has
two inequivalent irreducible complex representations ρ1, ρ2 given by

ρ1(A,B)(x) := Ax, ρ2(A,B)(x) := Bx

for x ∈ C2. We define the action of E1, E2, E3 under ρ1 by

E1 =

(
i 0
0 −i

)
, E2 =

(
0 −1
1 0

)
, E3 =

(
0 −i
−i 0

)
.

Under the isomorphism

C2 → H, (z, w) 7→ z + jw.

this corresponds to quaternion multiplication with i, j, k from the left. The
map J : C2 → C2 by J(z, w) = (−w, z) is a commuting quaternionic struc-
ture.

Now let (M, g,Θ) be a Riemannian spin manifold of dimension n. Let J
be one of the structures mentioned above. Then J commutes with the action
of Spin(n) on Σn and thus induces a map ΣgM → ΣgM , [s, σ] 7→ [s, Jσ]
which will again be denoted by J . This map is fibre-preserving and R-linear
on the fibres and it satisfies Ji = −iJ and J2 = ±Id. Furthermore for any
g ∈ Spin(n) we have

J ◦ ρ(g) = ρ(g) ◦ J.

Taking the derivative of this equation we obtain J ◦ dρ = dρ ◦ J . It follows
from the formula (2.2) that ∇g

XJψ = J∇g
Xψ for all X ∈ TM and for all

ψ ∈ C∞(ΣgM), i. e. J is parallel with respect to ∇g.
We note the following important consequences for the spectrum of the

Dirac operator.

Remark 2.2.3. If J is an anti-commuting real structure, it anti-commutes
with the Dirac operator. It follows that if λ is an eigenvalue of the Dirac
operator, then also −λ is an eigenvalue. By Theorem 2.2.2 this occurs in
dimensions n ≡ 0, 1, 2 mod 8.
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If J is a commuting quaternionic structure, it commutes with the Dirac
operator. Since for every nonzero spinor ψ the system {ψ, Jψ} is linearly
independent over C, every eigenspace of Dg has even complex dimension. By
Theorem 2.2.2 this is the case in dimensions n ≡ 2, 3, 4 mod 8.

If J is an anti-commuting quaternionic structure, it anti-commutes with
the Dirac operator. In this case the kernel of Dg has even complex dimension
and, if λ is an eigenvalue of Dg, then also −λ is an eigenvalue of Dg. By
Theorem 2.2.2 this occurs in dimensions n ≡ 4, 5, 6 mod 8.

2.3 Spinors for different metrics

Let (M, g,Θ) be a Riemannian spin manifold and let h be another Rieman-
nian metric on M . Since the spinor bundles ΣgM and ΣhM are two different
vector bundles, the question arises how one can identify spinors on (M, g,Θ)
with spinors on (M,h,Θ) in a natural way. The case of conformally related
metrics g and h has been treated in [Hit], [Hij1]. For general Riemannian
metrics g and h Bourguignon and Gauduchon [BG] have solved this prob-
lem. The question when such an identification can be obtained in the case
of semi-Riemannian metrics has been treated in [BGM05]. For our purpose
we will recall the method of [BG] and use some remarks from [Ma].

Given the metrics g and h there exists a unique endomorphism ag,h of
TM such that for all x ∈M and for all v, w ∈ TxM we have

g(ag,hv, w) = h(v, w).

For each x ∈M the endomorphism ag,h(x) ∈ End(TxM) is g-self-adjoint and
positive definite. Thus there exists a unique endomorphism bg,h(x) of TxM
which is positive definite and satisfies bg,h(x)2 = ag,h(x)−1. In this way we ob-
tain an endomorphism bg,h of TM . The compositions of the endomorphisms
ag,h and bg,h have the following properties.

Lemma 2.3.1. Let g, h, k be three Riemannian metrics on M . Then we
have ag,hah,k = ag,k. The equation bg,h ◦ bh,k = bg,k holds if and only if ag,h
and ah,k commute.

Proof. This follows immediately from the definitions of ag,h and bg,h.

For example if g, h, k are conformally related, then ag,h and ah,k commute.

Lemma 2.3.2. The endomorphism bg,h induces an isomorphism of principal
SO(n)-bundles

cg,h : PSO(M, g)→ PSO(M,h), (ei)
n
i=1 7→ (bg,hei)

n
i=1
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Proof. One easily finds that bg,h maps positively oriented g-orthonormal bases
to positively oriented h-orthonormal bases. Obviously the map cg,h is SO(n)-
equivariant and an isomorphism with ch,g = c−1

g,h.

Lemma 2.3.3. The isomorphism cg,h lifts to an isomorphism of principal
Spin(n)-bundles

γg,h : PSpin(M, g)→ PSpin(M,h).

Proof. Let Θ: PSpin(M, g) → PSO(M, g) be the covering map. We define a
family of Riemannian metrics (gt)t∈[0,1] on M by gt := (1 − t)g + th and we
define the map

F : PSpin(M, g)× [0, 1]→ PGL+(M), (s, t) 7→ cg,gt(Θ(s)).

We consider the following commutative diagram

PSpin(M, g)× {0} j //

i
��

P
G̃L

+(M)

Θ
��

PSpin(M, g)× [0, 1] F // PGL+(M)

where i and j are inclusions. Since the map Θ has the homotopy lifting
property, there exists a unique map

G : PSpin(M, g)× [0, 1]→ P
G̃L

+(M)

such that Θ ◦ G = F and G(s, 0) = s for all s ∈ PSpin(M, g). We define
γg,h(s) := G(s, 1). The definition of γg,h does not depend on the family of
Riemannian metrics gt chosen above. Namely any two paths between g and h
are homotopic and therefore yield the same result G(s, 1). We find that γg,h
is Spin(n)-equivariant, since cg,gt is SO(n)-equivariant. Using the uniqueness
of lifts one can show that γg,h is an isomorphism with γh,g = γ−1

g,h.

Lemma 2.3.4. The isomorphism γg,h induces an isomorphism of vector bun-
dles

βg,h : ΣgM → ΣhM, [s, σ] 7→ [γg,h(s), σ]

which is a fibrewise isometry with respect to the hermitian metrics on ΣgM
and ΣhM . Furthermore for all v ∈ TM and for all ψ ∈ ΣgM we have
βg,h(v · ψ) = bg,hv · βg,hψ, where · denotes both Clifford multiplications on
ΣgM and on ΣhM .
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Proof. The map βg,h is well defined, since γg,h is Spin(n)-equivariant. We
find that βh,g = β−1

g,h. By the definition of the hermitian metrics on ΣgM

and ΣhM the map βg,h is a fibrewise isometry. For the last assertion observe
that under the isomorphism TM ∼= PSO(M, g)×τ Rn for all s ∈ PSpin(M, g),
w ∈ Rn we have

bg,h([Θ(s), w]) = [cg,h(Θ(s)), w] = [Θ(γg,h(s)), w]

and therefore for all s ∈ PSpin(M, g), w ∈ Rn, σ ∈ Σn

bg,h([Θ(s), w]) · βg,h([s, σ]) = [γg,h(s), w · σ] = βg,h([Θ(s), w] · [s, σ])

which completes the proof.

Next we want to compare the Dirac operators Dg and Dh. The map
βg,h does not induce an isometry of Hilbert spaces L2(ΣgM) → L2(ΣhM),
since the volume forms dvg, dvh induced by the metrics g, h are different
(see [Ma]). In order to compensate this we note, that there exists a smooth
positive function fg,h on M such that dvh = f 2

g,hdvg. We define

βg,h :=
1

fg,h
βg,h : ΣgM → ΣhM.

The maps βg,h, βg,h induce isomorphisms C∞(ΣgM) → C∞(ΣhM), which

will also be denoted by βg,h, βg,h. We use the map βg,h to pull back the Dirac
operator on ΣhM to spinors for the metric g.

Dg,h := βh,gD
hβg,h.

We see that these operators have the following properties.

Lemma 2.3.5. The map βg,h induces an isometry of Hilbert spaces

βg,h : L2(ΣgM)→ L2(ΣhM).

If Dh has self-adjoint closure on L2(ΣhM), then Dg,h has self-adjoint closure
on L2(ΣgM).

Proof. This is clear from the definitions of βg,h and Dg,h.

Next we want to express the operator Dg,h in terms of a local orthonormal
frame. For a Riemannian metric g on M we denote both the Levi Civita
connection on TM and the induced connection on ΣgM by ∇g.
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Theorem 2.3.6. Let (ei)
n
i=1 be a local g-orthonormal frame defined on an

open subset U ⊂M . Then for all ψ ∈ C∞(ΣgM) we have on U :

Dg,hψ =
n∑
i=1

ei · ∇g
bg,h(ei)

ψ

+
1

4

n∑
i,j=1

ei · ej · (bh,g∇h
bg,h(ei)

(bg,hej)−∇g
bg,h(ei)

ej) · ψ

− 1

fg,h
bg,h(gradg(fg,h)) · ψ. (2.7)

Here gradg(f) denotes the gradient of a smooth function f with respect
to the metric g.

Proof. We find

Dg,hψ = βh,g(
1

fg,h
Dhβg,hψ −

1

f 2
g,h

gradh(fg,h) · βg,hψ)

= βh,gD
hβg,hψ −

1

fg,h
bh,g(gradh(fg,h)) · ψ

= βh,gD
hβg,hψ −

1

fg,h
bg,h(gradg(fg,h)) · ψ.

For the first summand we obtain

βh,gD
hβg,hψ = βh,g(

n∑
i=1

bg,hei · ∇h
bg,h(ei)

βg,hψ)

=
n∑
i=1

ei · βh,g∇h
bg,h(ei)

βg,hψ

=
n∑
i=1

ei · ∇g
bg,h(ei)

ψ +
n∑
i=1

ei · (βh,g∇h
bg,h(ei)

βg,hψ −∇g
bg,h(ei)

ψ).

Using the formula (2.3) we get

βh,g∇h
bg,h(ei)

βg,hψ −∇g
bg,h(ei)

ψ

=
1

4

n∑
j=1

βh,g(bg,hej · (∇h
bg,h(ei)

(bg,hej)) · βg,hψ)− 1

4

n∑
j=1

ej · (∇g
bg,h(ei)

ej) · ψ

=
1

4

n∑
j=1

ej · (bh,g∇h
bg,h(ei)

(bg,hej)−∇g
bg,h(ei)

ej) · ψ.

This gives the formula of the assertion.
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For r ∈ N denote by Cr(Sym2(T ∗M)) (resp. C∞(Sym2(T ∗M))) the space
of r times continuously differentiable (resp. smooth) symmetric (2, 0) tensor
fields on M . In order to compute the derivative of Dg,h with respect to the
metric h we let k ∈ C∞(Sym2(T ∗M)). Then there exists an open neighbor-
hood I ⊂ R of 0 such that for every t ∈ I the tensor field gt := g + tk is a
Riemannian metric on M .

Theorem 2.3.7. Let (ei)
n
i=1 be a local g-orthonormal frame defined on an

open subset U ⊂M . Then for all ψ ∈ C∞(ΣgM) we have on U :

d

dt
Dg,gt |t=0ψ = −1

2

n∑
i=1

ei · ∇g
ag,k(ei)

ψ − 1

4

n∑
i=1

divg(k)(ei)ei · ψ. (2.8)

Here divg(k) denotes the divergence of k with respect to the metric g. If
(ei)

n
i=1 is a local orthonormal frame of TM , it is the one-form on M which is

locally defined by

divg(k)(X) :=
n∑
i=1

(∇g
ei
k)(X, ei)

for all X ∈ TM . By trg(k) ∈ C∞(M,R) we will denote the g-trace of k,
which is locally defined by

trg(k) :=
n∑
i=1

k(ei, ei).

Of course these definitions are independent of the choice of orthonormal
frame.

Proof. From gt = g + tk we obtain bg,gt = (Id + tag,k)
−1/2. It follows that

d

dt
bg,gt |t=0 = −1

2
ag,k.

The first summand is now obtained from the first summand of (2.7). By
[Be], p. 62, we have for all X, Y , Z ∈ TM

2g(
d

dt
∇gt
XY |t=0, Z) = (∇g

Xk)(Y, Z) + (∇g
Y k)(X,Z)− (∇g

Zk)(X, Y ).

We calculate

d

dt
(bgt,g∇

gt
bg,gt(ei)

(bg,gtej)−∇
g
bg,gt (ei)

ej)|t=0

=
1

2
ag,k(∇g

ei
ej) +

d

dt
∇gt
ei
ej|t=0 −

1

2
∇g
ag,k(ei)

ej −
1

2
∇g
ei

(ag,kej) +
1

2
∇g
ag,k(ei)

ej



2.3. SPINORS FOR DIFFERENT METRICS 27

=
1

2

n∑
m=1

k(∇g
ei
ej, em)em +

d

dt
∇gt
ei
ej|t=0 −

1

2

n∑
m=1

g(∇g
ei

(ag,kej), em)em

=
1

2

n∑
m=1

(k(∇g
ei
ej, em) + k(ej,∇g

ei
em)− ∂eik(ej, em))em +

d

dt
∇gt
ei
ej|t=0

= −1

2

n∑
m=1

(∇g
ei
k)(ej, em)em +

d

dt
∇gt
ei
ej|t=0

=
1

2

n∑
m=1

((∇g
ej
k)(ei, em)− (∇g

emk)(ei, ej))em.

It follows that

d

dt

n∑
i,j=1

ei · ej · (bgt,g∇
gt
bg,gt(ei)

(bg,gtej)−∇
g
bg,gt (ei)

ej)|t=0

=
1

2

n∑
i,j,m=1

(∇g
ej
k)(ei, em)ei · ej · em −

1

2

n∑
i,j,m=1

(∇g
emk)(ei, ej)ei · ej · em

= −
n∑

i,j=1

(∇g
ej
k)(ei, ej)ei −

n∑
i,j,m=1

(∇g
emk)(ei, ej)ei · ej · em

= −
n∑
i=1

divg(k)(ei)ei + gradg(trg(k)).

From dvgt = det(Id + tag,k)
1/2dvg it follows that fg,gt = det(Id + tag,k)

1/4.
Since fg,g ≡ 1 we obtain

d

dt

1

fg,gt
bg,gt(gradg(fg,gt))|t=0 = gradg(

d

dt
fg,gt|t=0) =

1

4
gradg(trg(k)).

The assertion follows.

We define the following (2, 0) tensor field on M .

Definition 2.3.8. Let ψ ∈ C∞(ΣgM). The energy momentum tensor for ψ
is a symmetric (2, 0) tensor field on M defined by

Qψ(X, Y ) :=
1

2
Re〈X · ∇g

Y ψ + Y · ∇g
Xψ, ψ〉

for X, Y ∈ TM .
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Again let k ∈ C∞(Sym2(T ∗M)) and let I ⊂ R be an open interval con-
taining 0 such that for all t ∈ I the tensor field gt = g + tk is a Riemannian
metric on M . Let λ be an eigenvalue of Dg with d := dimC ker(Dg − λ).
By Theorem A.0.13 and Lemma A.0.16 there exist real-analytic functions
λ1,...,λd on I such that λj(t) is an eigenvalue of Dg,gt for all j and all t and
λj(0) = λ for all j. Furthermore there exist spinors ψj,t, 1 ≤ j ≤ n, t ∈ I,
which are real-analytic in t, such that ψj,t is an eigenspinor of Dg,gt corre-
sponding to λj(t). We can choose these spinors such that ‖ψj,t‖2 = 1 for all
j and all t. Then we have

λj(t) = (ψj,t, D
g,gtψj,t)2

for all t. If we take the derivative with respect to t at t = 0, then, since Dg

is self-adjoint and ψj,t is normalized, the only contribution comes from the
derivative of the Dirac operator.

dλj(t)

dt
|t=0 = (ψj,0,

d

dt
Dg,gt|t=0ψj,0)2 (2.9)

Recall that if (ei)
n
i=1 is a local orthonormal frame, then by (2.8) we have

locally

d

dt
Dg,gt |t=0ψj,0 = −1

2

n∑
i=1

ei · ∇g
ag,k(ei)

ψj,0 −
1

4

n∑
i=1

divg(k)(ei)ei · ψj,0.

The scalar product of the first term with ψj,0 can locally be written as

−1

2

n∑
i=1

〈ψj,0, ei · ∇g
ag,k(ei)

ψj,0〉

= −1

4

n∑
i,m=1

k(ei, em)〈ψj,0, ei · ∇g
emψj,0 + em · ∇g

ei
ψj,0〉

The scalar product of the second term with ψj,0 is purely imaginary. Since
the left hand side of (2.9) is real, it is sufficient to consider the real part.
Then the second term gives no contribution. If (., .) denotes the standard
pointwise inner product of (2, 0) tensor fields, then we obtain

dλj(t)

dt
|t=0 = −1

2

∫
M

(k,Qψj,0
)dvg. (2.10)

We consider now the special case of conformally related Riemannian met-
rics on M . Let u ∈ C∞(M,R) and let g, h be two Riemannian metrics on M
such that h = e2ug. The connections on the spinor bundles ΣgM and ΣhM
are then related in the following way.
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Theorem 2.3.9. For all ψ ∈ C∞(ΣgM) and for all X ∈ TM we have

∇h
Xβg,hψ = βg,h(∇g

Xψ −
1

2
X · gradg(u) · ψ − 1

2
X(u)ψ)

∇h
Xβg,hψ = βg,h(∇

g
Xψ −

1

2
X · gradg(u) · ψ − n+ 1

2
X(u)ψ). (2.11)

Proof. By [Be], p. 58 we have for all X, Y ∈ TM

∇h
XY = ∇g

XY +X(u)Y + Y (u)X − g(X, Y )gradg(u).

Note that bg,h = e−uId. Let (ei)
n
i=1 be a local g-orthonormal frame on an

open subset U ⊂ M . Then (bg,hei)
n
i=1 is a local h-orthonormal frame on U .

We obtain by the formula (2.3)

∇h
Xβg,hψ = ∂Xβg,hψ +

1

4

n∑
j=1

bg,hej · (∇h
Xbg,hej) · βg,hψ

= ∂Xβg,hψ +
1

4

n∑
j=1

bg,hej · bg,h(∇h
Xej −X(u)ej) · βg,hψ

= ∂Xβg,hψ +
1

4

n∑
j=1

βg,h(ej · (∇g
Xej + ej(u)X) · ψ)

− 1

4
βg,h(X · gradg(u) · ψ)

= βg,h(∇g
Xψ +

1

4
gradg(u) ·X · ψ − 1

4
X · gradg(u) · ψ).

The first formula in the assertion now follows from (2.1). Furthermore using
that fg,h = enu/2 we get

∇h
Xβg,hψ = X(e−nu/2)βg,hψ + e−nu/2∇h

Xβg,hψ.

The second formula now follows.

The Dirac operators on ΣgM and ΣhM are related by the following for-
mulas.

Theorem 2.3.10. For all ψ ∈ C∞(ΣgM) we have

Dh(e−(n−1)u/2βg,hψ) = e−(n+1)u/2βg,hD
gψ

Dh(eu/2βg,hψ) = e−u/2βg,hD
gψ. (2.12)
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Proof. Let (ei)
n
i=1 be a local orthonormal frame. Using the formula (2.11) we

find

Dhβg,hψ =
n∑
i=1

bg,h(ei) · ∇h
bg,h(ei)

βg,hψ

=
n∑
i=1

βg,h(ei · e−u(∇g
ei
ψ − 1

2
ei(u)ψ − 1

2
ei · gradg(u) · ψ))

= βg,h(e
−uDgψ +

n− 1

2
e−ugradg(u) · ψ).

The first formula follows from this calculation. Using βg,h = e−nu/2βg,h one
obtains the second formula.

We specialise the above formulas for the derivative of the Dirac operator
and the derivative of the eigenvalue to the case of conformal changes of the
Riemannian metric. Let f ∈ C∞(M,R) and let I ⊂ R be an open interval
around 0 such that for all t ∈ I the tensor field gt := g+ tfg is a Riemannian
metric on M . Then we immediately obtain the following.

Theorem 2.3.11. For all ψ ∈ C∞(ΣgM) we have

d

dt
Dg,gt |t=0ψ = −f

2
Dgψ − 1

4
gradg(f) · ψ (2.13)

and
dλj(t)

dt
|t=0 = −λ

2

∫
M

f |ψj,0|2gdvg. (2.14)



Chapter 3

Motivation

3.1 Conformal bounds on Dirac eigenvalues

Let (M, g,Θ) be a compact Riemannian spin manifold of dimension n ≥ 2.
We denote by λ+

1 (g) the smallest positive eigenvalue of Dg and by λ−1 (g)
the largest negative eigenvalue of Dg. The question arises how the values
λ±1 (g) depend on the geometry of the underlying manifold. Lower bounds on
|λ±1 (g)| in terms of the scalar curvature of (M, g) have been obtained in [Li],
[F1], [Ki1], [Ki2], [KSW1], [KSW2]. Searching for lower bounds which are
uniform on the conformal class

[g] := {e2ug|u ∈ C∞(M,R)}

of the metric g one observes first that for every constant a > 0 one has
λ±1 (a2g) = a−1λ±1 (g) by (2.12). Thus the expressions |λ±1 (g)|vol(M, g)1/n

are invariant under constant rescalings of the metric. We define the two
invariants

λ+
min(M, [g],Θ) := inf

h∈[g]
λ+

1 (h)vol(M,h)1/n

λ−min(M, [g],Θ) := inf
h∈[g]
|λ−1 (h)|vol(M,h)1/n

of the conformal class [g]. It was proven in [Am3] that

λ±min(M, [g],Θ) > 0.

These invariants have been treated by many authors (see e. g. [Hij1], [Hij2],
[Lo], [Bä1], [Am2], [Am4]).

Explicit values are known only for very few spin manifolds. For example
if gcan denotes the standard metric on Sn and σ the unique spin structure on

31
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Sn, we use the notation Sn := (Sn, [gcan], σ). Then we have

λ+
min(Sn) = λ−min(Sn) =

n

2
vol(Sn, gcan)1/n

(see e. g. [Am3], [Am4]). Furthermore one has the following inequalities.

Theorem 3.1.1 ([Am3], [AGHM]). For every compact Riemannian spin
manifold (M, g,Θ) we have

λ+
min(M, [g],Θ) ≤ λ+

min(Sn), λ−min(M, [g],Θ) ≤ λ+
min(Sn).

It is a natural question whether the infimum in the definition of the
invariants λ±min(M, [g],Θ) is attained at a Riemannian metric h ∈ [g]. This
has been investigated in [Am4], where the following result is obtained.

Theorem 3.1.2. Let (M, g,Θ) be a compact Riemannian spin manifold of
dimension n ≥ 2. Assume that we have the strict inequality

λ+
min := λ+

min(M, [g],Θ) < λ+
min(Sn).

Then there exists a spinor ψ ∈ C2(ΣgM), which is smooth on M \ ψ−1(0),
such that

Dgψ = λ+
min|ψ|2/(n−1)

g ψ, ‖ψ‖2n/(n−1) = 1. (3.1)

If there is such a spinor ψ, which is nowhere zero on M , then h := |ψ|4/(n−1)
g g

is a Riemannian metric on M such that

λ+
min = λ+

1 (h)vol(M,h)1/n.

An analogous assertion holds for λ−min(M, [g],Θ).

Therefore one is interested in finding solutions to (3.1) which are nowhere
zero. It is not clear, whether this is possible. An important result by C. Bär
on the zero sets of solutions of generalized Dirac equations is the following.

Theorem 3.1.3 ([Bä4]). Let (M, g,Θ) be a connected Riemannian spin ma-
nifold of dimension n ≥ 2, not necessarily compact and possibly with bound-
ary. Let h be a smooth endomorphism field of ΣgM and let ψ be a nontrivial
solution of

(Dg + h)ψ = 0.

Then the zero set of ψ is a countably (n − 2)-rectifiable set and thus has
Hausdorff dimension n − 2 at most. If n = 2, then the zero set of ψ is a
discrete subset of M .
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One can apply this theorem for n = 2. However, if ψ is zero somewhere
and n ≥ 3, then |ψ|2/(n−1)

g is not smooth on the zero set of ψ and thus the
theorem cannot be applied. In this case one can still prove that the zero set
of a nontrivial solution does not contain any open subset of M and that its
complement is connected (see [AMM]).

In this thesis we will not solve this problem. However our result on the
zero sets of eigenspinors for generic metrics suggests that for generic metrics
any solution to (3.1) should be nowhere zero.

3.2 Witten spinors

In his proof of the positive energy theorem for spin manifolds Witten in-
troduces asymptotically constant harmonic spinors on certain non-compact
Riemannian manifolds (see [Wi]). A rigorous proof of his ideas is given in
[PT]. Following the latter article we will state existence and uniqueness of
these so called Witten spinors. Then we will see that the zero set of cer-
tain Witten spinors is not empty. For x ∈ Rn we denote by r its euclidean
distance from 0. We assume that n ≥ 3.

Definition 3.2.1. For s ∈ R we define

f ∈ O′′(rs) :⇐⇒ ∇jf ∈ O(rs−j) for j = 0, 1, 2.

Definition 3.2.2. A complete Riemannian manifold (M, g) of dimension n
is called asymptotically flat, if there exists a compact subset K ⊂M such that
M \K is the disjoint union of a finite number of subsets M1,...,Md with the
property that for every i ∈ {1, ..., d} there exists a contractible and compact
subset Ki ⊂ Rn and a diffeomorphism Φi: Rn \ Ki → Mi, such that in the
standard coordinates of Rn for all j, k we have:

(Φ∗i g)jk − δjk ∈ O′′(r2−n)

as r →∞. The subsets Mi are called the ends of M .

The simplest example of an asymptotically flat Riemannian manifold is
the Euclidean space (Rn, geucl). A more interesting example is M = R3 \ {0}
with the Schwarzschild metric g = (1 + 1

r
)4geucl, where m > 0 is a constant.

It has two asymptotically flat ends, one at infinity and one at zero. In order
to see the end at zero note that the map x 7→ 1

r2
x is an isometry of (M, g)

(see [BN]). Using this map one obtains a diffeomorphism, which defines the
end at zero.
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Since the different spin structures over Rn \Ki are classified by the ele-
ments of H1(Rn \Ki,Z/2Z) = 0 we see that the pullback bundle Φ∗iΣ

gM is
equal to the trivial spinor bundle over Rn \Ki and thus extends to the trivial
bundle Rn × Σn over all of Rn. The pullbacks under Φ−1

i of the constant
sections of this bundle will be called the constant spinors on the end Mi.
From now we assume n = 3.

Theorem 3.2.3 ([PT]). Let (M, g,Θ) be a 3-dimensional asymptotically flat
Riemannian spin manifold. For all i ∈ {1, ..., d} let γi be a constant spinor
on the end Mi. Then there exists a unique spinor ψ on M such that Dgψ = 0
and such that for every ε > 0 we have limr→∞ r

1−ε|ψ − γi| = 0 on each end
Mi.

The spinor ψ is called the Witten spinor for the constant spinors γ1,...,γd.
Next we describe the relation between nowhere vanishing spinors on ma-

nifolds of dimension 3 and orthonormal frames of its tangent bundle. It has
long been known that every orientable manifold M of dimension 3 is paral-
lelizable, i. e. there exists a global frame of the tangent bundle, which can of
course be orthonormalized (see [St], [Wh]). More recently it has been sug-
gested by people working in general relativity (see [N], [DM], [FNS]) to use
Witten spinors in order to construct special orthonormal frames of TM . This
is possible if the Witten spinor is nowhere zero on M . In order to explain
this, we first recall that Spin(3) = SU(2) and therefore

Spin(3) =

{(
a b

−b a

)
∈ GL(2,C)

∣∣∣∣ |a|2 + |b|2 = 1

}
.

It follows that for any v, w ∈ S3 ⊂ C2 there exists exactly one q ∈ SU(2)
such that ρ(q)v = w. Using this fact we can show:

Theorem 3.2.4. Let (M, g,Θ) be a Riemannian spin manifold of dimension
3. Then every smooth spinor on M which is nowhere zero leads to a global
orthonormal frame of TM .

Proof. Let ψ ∈ C∞(ΣgM) be nowhere zero on M . We define χ ∈ C∞(ΣgM)

by χ(x) := ψ(x)
|ψ(x)|g . Let U ⊂ M be open such that there exists a smooth

section s of PSpin(M, g)|U and a smooth map σ: U → S3 ⊂ C2 such that
on U we have χ|U = [s, σ]. For x ∈ U let q(x) ∈ Spin(3) be the unique
element such that ρ(q(x))σ(x) is equal to the first vector E1 of the standard
basis of C2. We obtain q ∈ C∞(U, Spin(3)) such that for all x ∈ U we have
χ|U(x) = [s(x)q(x)−1, E1]. It follows that s(x)q(x)−1 is independent of the
choices of s, σ and thus can be defined on all of M . Then e: M → PSO(M, g)
with

e(x) := Θ(s(x)q(x)−1)
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is a smooth section of PSO(M, g).

However it is easy to see that Witten spinors can have zeros. More pre-
cisely if W denotes the space of all Witten spinors on an asymptotically
flat manifold M with d ends, then by Theorem 3.2.3 there exists a C-linear
isomorphism (Σ3)d → W . Let x ∈M . The evaluation map

evx : W → Σg
xM, ψ 7→ ψ(x)

is a C-linear map between complex vector spaces of dimensions 2d and 2.
Thus in the case d > 1 for every x ∈ M there exists a Witten spinor on M ,
which is zero in x.

In the case d = 1 it is not clear whether Witten spinors can have zeros.
If ψ is a Witten spinor, then W = spanC{ψ, Jψ}, where J is a quaternionic
structure. Thus if there exists x ∈M and a Witten spinor ψ with ψ(x) = 0,
then all Witten spinors on (M, g,Θ) are zero in x.

In this thesis we will not solve this problem. However one can hope to
carry over some of our techniques in order to prove that in the generic case
Witten spinors are nowhere zero. This would mean that the zero sets of
Witten spinors have no physical significance.

3.3 Zero sets of eigenspinors

Let (M, g,Θ) be a closed Riemannian spin manifold of dimension n ≥ 2. We
observe that eigenspinors of the Dirac operator can have non empty zero set.
Namely there are explicit computations of eigenvalues whose multiplicities
are greater than the rank of the spinor bundle (see e. g. Theorem 4.2.1). Thus
for these eigenvalues there exist eigenspinors with zeros. Harmonic spinors
on Riemann surfaces provide another example, which we will treat in Section
4.1.

It would be useful to have eigenspinors, which are nowhere zero, since
then one would have a simple proof of Hijazi’s inequality, which we now
explain. First let

∆g : C∞(M,R)→ C∞(M,R)

denote the Laplace operator for the metric g acting on functions on M . If
x1,...,xn are local coordinates on M with coordinate vector fields ∂1,...,∂n and
the matrices (gij) and (gij) are defined by

gij := g(∂i, ∂j), g := (gij), (gij) := g−1,
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then we have for all locally defined smooth functions f :

∆gf = − det(g)−1/2

n∑
i,j=1

∂i(g
ij det(g)1/2∂jf). (3.2)

The conformal Laplace operator is a linear second order differential operator

Lg : C∞(M,R)→ C∞(M,R),

which is defined by

Lgf :=
4(n− 1)

n− 2
∆gf + scalgf,

where scalg denotes the scalar curvature for the metric g. The operator Lg

is called the conformal Laplace operator because it satisfies a nice transfor-
mation law under conformal changes of the metric. More precisely let g and
h = e2ug be two conformally related metrics, where u is a smooth function
on M . Then we have for all f ∈ C∞(M,R) (see [LP], p. 43)

Lg(e(n−2)u/2f) = e(n+2)u/2Lhf. (3.3)

The spectrum of Lg consists of a sequence of isolated real eigenvalues, which
is bounded from below by the smallest eigenvalue µ and is not bounded from
above.

µ := µ0 ≤ µ1 ≤ ...→∞.
Hijazi’s inequality gives a lower bound on the eigenvalues of the Dirac oper-
ator in terms of the smallest eigenvalue of the conformal Laplace operator.

Theorem 3.3.1 ([Hij1]). Let (M, g,Θ) be a closed Riemannian spin manifold
of dimension n ≥ 3 and let µ be the smallest eigenvalue of the conformal
Laplace operator. Then any eigenvalue λ of the Dirac operator satisfies

λ2 ≥ n

4(n− 1)
µ.

For the new simple proof we need the following assumption

(A)
There exists an eigenspinor ψ corresponding to λ,
which is nowhere zero on M.

Proof of Theorem 3.3.1 using Assumption (A). We define a smooth function
u on M by u := 2

n−1
ln |ψ|g. The metric h := e2ug is conformal to g and the

spinor
ϕ := e−(n−1)u/2βg,hψ ∈ C∞(ΣhM)
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satisfies |ϕ|h ≡ 1 on M and Dhϕ = e−uλϕ by (2.12). By the Schrödinger-
Lichnerowicz formula (2.6) we find∫

M

|Dhϕ|2h dvh =

∫
M

|∇hϕ|2h dvh +
1

4

∫
M

scalh dvh.

We use the estimate ∫
M

|∇hϕ|2h dvh ≥ 1

n

∫
M

|Dhϕ|2h dvh.

Since the volume elements are related by dvh = enudvg we find∫
M

|Dhϕ|2h dvh = λ2

∫
M

e(n−2)udvg

and thus altogether∫
M

scalh dvh ≤ 4(n− 1)

n
λ2

∫
M

e(n−2)udvg.

By the transformation formula (3.3) we find

scalh = Lh1 = e−(n+2)u/2Lg(e(n−2)u/2)

and thus by setting f := e(n−2)u/2 we obtain∫
M

fLgfdvg ≤ 4(n− 1)

n
λ2

∫
M

f 2dvg.

Since Lg is an elliptic self-adjoint differential operator on a compact mani-
fold, there exists an L2-orthonormal Hilbert basis of L2(M,R) consisting of
eigenfunctions of Lg (see e. g. [LM], p. 196). We write f as a possibly infinite
linear combination of these eigenfunctions and conclude that the left hand
side is bounded from below by µ

∫
M
f 2dvg.

The eigenvalues of Dg depend continuously on g with respect to the Ck-
topology for all k ≥ 1 (see Proposition 6.2.3). For k ∈ N the k-th eigenvalue
µk(g) of the conformal Laplacian Lg can be characterized as follows. For
every (k + 1)-dimensional subspace Vk+1 of C∞(M,R) we define

Λg(Vk+1) := sup{(f, Lgf)2/‖f‖2
2 |f ∈ Vk+1 \ {0}}.

Then we have
µk(g) := inf

Vk+1

Λg(Vk+1),
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where the infimum is taken over all (k + 1)-dimensional subspaces. This
can be proven similarly to Proposition 2.1 in [BU]. Since the scalar curva-
ture contains second derivatives of the metric, it follows that µk(g) depends
continuously on g with respect to the C2-topology.

We will show in Section 6.2 that for n ∈ {2, 3} the subset of all Rieman-
nian metrics on M , for which Assumption (A) holds, is dense in the space
of all smooth Riemannian metrics on M with respect to any Ck-topology,
k ≥ 1. By continuity of the eigenvalues of Dg and Lg we obtain a new proof
of Theorem 3.3.1 for n = 3.



Chapter 4

Examples of zero sets of
eigenspinors

4.1 Harmonic spinors on Riemann surfaces

First we recall a way of identifying positive harmonic spinors on closed Rie-
mann surfaces with holomorphic sections of certain line bundles (see [Hit]).
Let (M, g) be a compact Kähler manifold of complex dimension m. We de-
note by K := ΛmT 1,0M the canonical line bundle over M . Then M is a
spin manifold if and only if there exists a holomorphic line bundle L such
that L ⊗R L = K. In this case the different spin structures on M are in
one-to-one-correspondence with such holomorphic line bundles. The spinor
bundle is isomorphic to Λ∗T 0,1M ⊗R L and the Z/2Z-grading is given by the
decomposition of Λ∗T 0,1M into even and odd forms. Let

∂ : ΛpT 0,1M → Λp+1T 0,1M

be the exterior derivative in the Dolbeault complex. If s is a local holo-
morphic section of L and ϕ is a smooth local section of Λ∗T 0,1M , we define
∂(ϕ ⊗ s) := ∂ϕ ⊗ s. Then the Dirac operator corresponds to

√
2(∂ + ∂

∗
).

Now let M be a closed orientable surface with a Riemannian metric g. Then
M is a spin manifold and since Λ0T 0,1M is the trivial line bundle, there is
a canonical isomorphism Σ+M ∼= L. Thus positive harmonic spinors can be
identified with holomorphic sections of L.

Next let (M, g,Θ) be a two-dimensional Riemannian spin manifold. We
recall a way of associating a vector field to a positive or negative spinor on
M (see [Am1]). First we define τ±: SO(2)→ C by(

cos t − sin t
sin t cos t

)
7→ exp(±it).

39
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We define a complex structure J on M such that for every p ∈ M and
for every unit vector X ∈ TpM the system (X, JX) is a positively oriented
orthonormal basis of TpM . Then the map PSO(M, g)×τ+C→ (TM, J) which
sends [(e1, e2), 1] to e1 is an isomorphism of complex line bundles. In the same
way we obtain an isomorphism PSO(M, g)×τ−C→ (TM,−J). We quote the
following Lemma from [Am1] including the proof. It enables us to associate
a vector field on M to a given section of Σ±M .

Lemma 4.1.1. Let Θ be a spin structure on (M, g). Then the map

Φ± : Σ±M = PSpin(M, g)×ρ Σ±2 → PSO(M, g)×τ∓ C = (TM,∓J)

[s, σ] 7→ [Θ(s), σ2]

is well defined.

Proof. For any n the multiplicative group Cl(n)∗ of invertible elements in
the Clifford algebra Cl(n) is an open subset. Thus one may identify the
Lie algebra of the spin group Spin(n) with a subspace of Cl(n). By [LM],
Proposition I.6.1 the Lie algebra of Spin(2) is spanned by E1 ·E2. Therefore
every element of Spin(2) can be written in the form exp(tE1 · E2). Since
E1 · E2 acts on Σ±2 as ∓iId, we find that exp(tE1 · E2) acts as exp(∓it).
Furthermore by [LM], Proposition I.6.2 we have

ϑ∗(E1 · E2) =

(
0 −2
2 0

)
= 2J.

Thus for every g ∈ Spin(n) the element g2 acts on Σ±2 as τ∓(ϑ(g)). We
conclude that

[Θ(sg), σ2] = [Θ(s)ϑ(g), σ2]

= [Θ(s), τ∓(ϑ(g)) · σ2]

= [Θ(s), (g · σ)2]

and therefore Φ± is well defined.

From now assume that M is a closed oriented surface of genus γ with
a Riemannian metric g. Assume that ψ is a nontrivial positive harmonic
spinor on M and that p ∈ M is a point with ψ(p) = 0. Since Σ+M can
be canonically identified with a holomorphic line bundle, there exists a local
chart of M mapping p to 0 ∈ C and a local trivialization of Σ+M around
p, such that in this chart and in this trivialization ψ corresponds to a holo-
morphic function f : U → C on an open subset U ⊂ C containing 0. Then
in a neighborhood of 0 the function f is given by a convergent power series
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f(z) =
∑∞

k=1 akz
k with ak ∈ C. Define mp as the smallest integer k such

that ak 6= 0. Let X be the vector field on M associated to ψ via Lemma
4.1.1. It follows that X has an isolated zero at p with index equal to −2mp.
Let χ(M) = 2− 2γ denote the Euler characteristic of M . Denote by N the
zero set of ψ. Since M is compact, the set N is finite. By the Poincaré-Hopf
Theorem (see e. g. [Mi], p. 35) we obtain −2

∑
p∈N mp = χ(M). Thus we

find the following result.

Theorem 4.1.2. Assume that ψ is a positive harmonic spinor on a closed
oriented surface M and let N ⊂ M be its zero set. Then N is finite and we
have ∑

p∈N

mp = −1

2
χ(M) = γ − 1.

From this we can see the well known fact, that for γ = 0 there are no
harmonic spinors for any Riemannian metric (see e. g. [Hit]). In the case
γ = 1 it has been proven in [F2] that for the flat Riemannian metric g there
exists exactly one spin structure with dim ker(Dg) = 2 and exactly three
spin structures with no harmonic spinors. Since the dimension of the space
of harmonic spinors is conformally invariant and since any two Riemannian
metrics on M are conformally related, it follows that this result holds for
all Riemannian metrics on M . If ψ is a positive harmonic spinor and J is a
parallel quaternionic structure on the spinor bundle, then Jψ is a negative
harmonic spinor and it has the same zero set as ψ. By Theorem 4.1.2 all the
harmonic spinors are nowhere zero on M . For γ = 2 it follows from [Hit],
Proposition 2.3, that there exist 6 distinct spin structures on M , such that
for every Riemannian metric g on M we have dim ker(Dg) = 2. We take one
of these spin structures and fix a Riemannian metric g on M . Using again
a parallel quaternionic structure and using Theorem 4.1.2 we find that the
zero set of every harmonic spinor consists of exactly one point and it is the
same point for all harmonic spinors.

4.2 The sphere with the standard metric

We will explicitly calculate some zero sets of eigenspinors on the sphere with
the standard metric. The reader, who is only interested in the main results
may skip this section and continue in Chapter 5.

Theorem 4.2.1 ([Bä2]). Let M = Sn, n ≥ 2, be equipped with the standard
metric and the unique spin structure. The eigenvalues of the Dirac operator
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are λ = ±(n
2

+m), m ∈ N, with multiplicities

2[n/2]

(
m+ n− 1

m

)
.

We will describe the method used in [Bä2] for the computation of the
spectrum. In this way we will obtain the eigenspinors and their zero sets
explicitly.

Let ∆g be the Laplace operator acting on smooth functions on Sn defined
as in (3.2). It is a classical result that the eigenvalues of ∆g are given by
k(n+ k − 1), k = 0, 1, 2, ... with multiplicities

n+ 2k − 1

n+ k − 1

(
n+ k − 1

k

)
.

The eigenfunctions for k(n + k − 1) are exactly the restrictions to Sn of
polynomial functions defined on Rn+1 which are homogeneous of degree k
and harmonic with respect to the Laplace operator on Rn+1 (see [BGM]).

If n is even, let αj, 1 ≤ j ≤ N , be constant and pointwise orthonormal
sections of ΣRn+1. If n is odd, then we have a decomposition

ΣRn+1 = Σ+Rn+1 ⊕ Σ−Rn+1,

and we define αj, 1 ≤ j ≤ N to be constant and pointwise orthonormal
sections of Σ+Rn+1. In each case we define spinors βj on Rn+1 by x 7→ x ·αj,
1 ≤ j ≤ N . One finds that the restrictions of the αj to the hypersurface
(Sn, g) are Killing spinors on Sn for the value 1/2 and that the restrictions of
the βj to Sn are Killing spinors for the value −1

2
. We denote the restrictions

of the αj by ϕ1,j and the restrictions of the βj by ϕ−1,j. Using this one can
show that for every eigenfunction fk of ∆g corresponding to k(n+ k− 1), for
all j ∈ {1, ..., N} and for all µ ∈ {±1} the equation

(Dg +
µ

2
)2(fkϕµ,j) = (k +

n− 1

2
)2fkϕµ,j.

holds. Therefore if {fi}i∈N is an orthonormal Hilbert basis of L2(Sn,R)
consisting of eigenfunctions of ∆g on Sn then the fiϕµ,j form an orthonormal
Hilbert basis of L2(ΣgSn) consisting of eigenspinors of (Dg + µ

2
)2. In general,

if A is an endomorphism of a complex vector space and ν is a nonzero complex
number, then we have an isomorphism

ker(A2 − ν2)→ ker(A− ν)⊕ ker(A+ ν), u 7→ (Au+ νu)⊕ (Au− νu).
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Therefore the eigenvectors of A corresponding to ±ν are exactly the nonzero
vectors Au± νu, where u ∈ ker(A2 − ν2). In this way the eigenvalues of Dg

and their multiplicities are obtained in [Bä2].
We put A = Dg + µ

2
, λ = k + n−1

2
and compute

ψε,µk,j := (Dg +
µ

2
)(fkϕµ,j) + ε(k +

n− 1

2
)fkϕµ,j

= (
µ(1− n)

2
+ ε(k +

n− 1

2
))fkϕµ,j + gradS

n

(fk) · ϕµ,j,

where ε ∈ {±1}. If ψε,µk,j is not identically zero, then it is an eigenspinor of

Dg corresponding to the value ε(k + n−1
2

)− µ
2
. We find

ψ−−k,j = −kfkϕ−1,j + gradS
n

(fk) · ϕ−1,j, λ = −n
2
− k + 1,

ψ+−
k,j = (k + n− 1)fkϕ−1,j + gradS

n

(fk) · ϕ−1,j, λ =
n

2
+ k,

ψ−+
k,j = (−k + 1− n)fkϕ1,j + gradS

n

(fk) · ϕ1,j, λ = −n
2
− k,

ψ++
k,j = kfkϕ1,j + gradS

n

(fk) · ϕ1,j, λ =
n

2
+ k − 1.

Therefore all the ψε,µk,j except ψ−−0,j and ψ++
0,j are not identically zero.

In order to investigate the zero sets of the eigenspinors we first note that
the spinors ψ+−

0,j , 1 ≤ j ≤ 2[n/2], are eigenspinors for λ = n
2

and are non-zero
multiples of ϕ−1,j. Thus any nontrivial linear combination of them is nowhere
zero on Sn. Similarly the spinors ψ−+

0,j , 1 ≤ j ≤ 2[n/2], are eigenspinors
for λ = −n

2
and are non-zero multiples of ϕ1,j. Thus any nontrivial linear

combination of them is nowhere zero on Sn. In the case k ≥ 1 we determine
the zero set of ψε,µk,j as follows: We have

ψε,µk,j (x) = 0⇐⇒ gradS
n

(fk)(x) = 0 and fk(x) = 0.

Since fk is homogeneous of degree k, we obtain for the normal component of
gradRn+1

(fk) in x ∈ Sn that

geucl(gradRn+1

(fk)(x), x) = kfk(x).

If k ≥ 1, it follows that

ψε,µk,j (x) = 0⇐⇒ gradRn+1

(fk)(x) = 0.

For example one finds eigenspinors which vanish to high order at some
point, i. e. the spinor and all of its derivatives up to a finite order are zero at
this point. Namely given m ∈ N \ {0} we take

fm+1(x1, ..., xn+1) := Re((x1 + ix2)m+1).
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Then the spinor ψ−−m+1,1 on Sn defined by

ψ−−m+1,1 := −(m+ 1)fm+1ϕ−1,1 + gradS
n

(fm+1) · ϕ−1,1

is an eigenspinor for the value −n
2
− m and with p = en+1 ∈ Sn we have

∇rψ−−m+1,1(p) = 0 for 0 ≤ r ≤ m− 1.
We also find spinors whose zero set is not a submanifold of Sn. As an

example consider n = 3 and take f3(x1, ..., x4) := x1x2x3. Then we have

gradR4

(f3) = (x2x3, x1x3, x1x2, 0).

Therefore ψ−−3,1 has the zero set

{x ∈ S3|x1 = x2 = 0 or x1 = x3 = 0 or x2 = x3 = 0}

which consists of three copies of S1 intersecting in ±e4.

4.3 Flat tori

We will give some explicit computations of zero sets of eigenspinors on flat
tori. The reader, who is only interested in the main results, may skip this
section.

Let Γ ⊂ Rn and M = Rn/Γ, n ≥ 2 and let g be the metric on M induced
by the Euclidean metric on Rn. The spin structures on (M, g) are classified
by

H1(M,Z/2Z) ∼= Hom(Γ,Z/2Z)

and thus there are 2n distinct spin structures. The calculation of the eigen-
values of the Dirac operator on (M, g) for all spin structures has been carried
out in [F2]. It is also explained e. g. in [G]. Denote by Γ∗ the dual lattice.
Let (γj)

n
j=1 be a basis of Γ and let (γ∗j )

n
j=1 be the dual basis. The spin struc-

tures will be denoted by the tuples (δ1, ..., δn), where δj ∈ {0, 1} is the image
of γj under a homomorphism from Γ to Z/2Z, j ∈ {1, ..., n}. For a fixed
spin structure (δ1, ..., δn) we define the one-form δ on Rn by δ = 1

2

∑n
j=1 δjγ

∗
j .

Then the result is the following:

Theorem 4.3.1. The eigenvalues of the Dirac operator on (Rn/Γ, g) with
the spin structure (δ1, ..., δn) are

{±2π|α + δ| |α ∈ Γ∗}.

In case δ1 = ... = δn = 0 the multiplicity of the eigenvalue 0 is 2[n/2]. For
every other spin structure 0 is not an eigenvalue. For the spin structure
(δ1, ..., δn) the multiplicity of every non-zero eigenvalue λ is

2[n/2]−1#{α ∈ Γ∗| 2π|α + δ| = |λ|}.
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In order to obtain the eigenspinors explicitly we summarize the proof.
It is well known that the spinors on M equipped with the spin structure
(δ1, ..., δn) are in one-to-one-correspondence with the spinors ψ on Rn which
satisfy the condition

ψ(x+ γj) = (−1)δjψ(x) (4.1)

for all x ∈ Rn and all j ∈ {1, ..., n} (see e. g. [G]). We fix a spin structure
(δ1, ..., δn) on M . If δ = 0, we see that every constant spinor on Rn satisfies
the equivariance condition (4.1) and thus is a harmonic spinor on (M, g,Θ).
Therefore we have dim ker(Dg) = 2[n/2]. Let α ∈ Γ∗ and assume that α 6= 0
or that δ 6= 0. Then α + δ 6= 0 and the action of the one-form i α+δ

|α+δ| on
ΣRn is parallel, unitary and an involution. Thus one obtains a parallel and
orthogonal splitting of the spinor bundle

ΣRn = Σ+
αRn ⊕ Σ−αRn,

where Σ±αRn are the eigenbundles corresponding to the eigenvalue ±1. They
are isomorphic, since the Clifford multiplications with two orthogonal vectors
anticommute. Note that

Σ±−α−2δR
n = Σ∓αRn.

For every µ ∈ {±1} we choose sections ϕµα,j of Σµ
αRn, 1 ≤ j ≤ 2[n/2]−1, which

are constant and pointwise orthonormal. Then for all µ ∈ {±1} the spinor
ψµα,j defined by

ψµα,j(x) := e2πi(α+δ)(x)ϕµα,j

satisfies the equivariance condition (4.1) and is an eigenspinor of Dg for the
value 2πµ|α + δ|. Since the functions {e2πiα|α ∈ Γ∗} form a Hilbert basis of
L2(M,C), it follows that the spinors ψµα,j form a Hilbert basis of L2(ΣgM).

Concerning the zero set of eigenspinors consider first the so called trivial
spin structure δ = 0. It is the only spin structure which admits harmonic
spinors. These are parallel spinors and they are nowhere zero. Next consider
an arbitrary spin structure. In order to investigate the zero set of eigenspinors
to nonzero eigenvalues first note that for any nonzero α ∈ Γ∗ the spinors

ψ+
α,1, ..., ψ

+
α,2[n/2]−1 , ψ

+
−α−2δ,1, ..., ψ

+
−α−2δ,2[n/2]−1

are eigenspinors corresponding to 2π|α + δ| and they are pointwise linearly
independent. Thus any non trivial linear combination of them is nowhere
zero. These spinors are contributed by the elements α, −α−2δ of Γ∗. Assume
now that there is α′ /∈ {α,−α − 2δ} with |α′ + δ| = |α + δ|. Let ϕ be a
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parallel spinor on Rn such that i α
′+δ
|α′+δ| · ϕ = ϕ and write ϕ = ϕ+ + ϕ− where

i α+δ
|α+δ| · ϕ

± = ±ϕ±. Then the spinor ψ defined by

ψ(x) = e2πi(α+δ)(x)ϕ+ + e−2πi(α+δ)(x)ϕ− − e2πi(α′+δ)(x)ϕ

= (e2πi(α+δ)(x) − e2πi(α′+δ)(x))ϕ+ + (e−2πi(α+δ)(x) − e2πi(α′+δ)(x))ϕ−

is an eigenspinor corresponding to the value 2π|α + δ| and has the zero set

{[x] ∈M |(α + δ)(x), (α′ + δ)(x) ∈ Z or (α + δ)(x), (α′ + δ)(x) ∈ 1

2
+ Z}.

This is a submanifold of codimension 2.



Chapter 5

Green’s function for the Dirac
operator

5.1 Trivialization of the spinor bundle

Let (M, g,Θ) be a Riemannian spin manifold of dimension n. In this section
we explain a certain local trivialization of the spinor bundle ΣgM , which
we will use later. In the literature (e. g. [AGHM], [AH]) it is known as the
Bourguignon-Gauduchon trivialization.

Let p ∈ M and let W ⊂ TpM be an open neighborhood of 0 such that
the restriction of the exponential map expp to W is a diffeomorphism. Let
I: (Rn, geucl) → (TpM, g) be a linear isometry, let U := expp(W ) ⊂ M and
let V := I−1(W ). Then

ρ := expp ◦I|V : V → U

defines a local parametrization of M by Riemannian normal coordinates. For
x ∈ V we use the canonical isomorphism TxV ∼= Rn and in this way we obtain
the Euclidean scalar product geucl on TxV . In addition we have the scalar
product ρ∗g on TxV defined by

(ρ∗g)(v, w) = g(dρ|xv, dρ|xw),

where v, w ∈ TxV . There exists Gx ∈ End(TxV ), such that for all vectors v,
w ∈ TxV we have

(ρ∗g)(v, w) = geucl(Gxv, w)

and Gx is geucl-self-adjoint and positive definite. There is a unique posi-
tive definite endomorphism Bx ∈ End(TxV ) such that we have B2

x = G−1
x .

If (Ei)
n
i=1 is any geucl-orthonormal basis of TxV , then (BxEi)

n
i=1, is a ρ∗g-

orthonormal basis of TxV . Therefore the vectors dρ|xBxEi, 1 ≤ i ≤ n, form

47
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a g-orthonormal basis of Tρ(x)M . We assemble the maps Bx to obtain a
vector bundle endomorphism B of TV and we define

b : TV → TM |U , b = dρ ◦B.

From this we obtain an isomorphism of principal SO(n)-bundles

PSO(V, geucl)→ PSO(U, g), (Ei)
n
i=1 7→ (b(Ei))

n
i=1,

which lifts to an isomorphism

c : PSpin(V, geucl)→ PSpin(U, g)

of principal Spin(n)-bundles. We define

β : ΣRn|V → ΣgM |U , [s, σ] 7→ [c(s), σ].

This gives an identification of the spinor bundles, which is a fibrewise isome-
try with respect to the bundle metrics on ΣRn|V and on ΣgM |U . Furthermore
for all X ∈ TV and for all ϕ ∈ ΣRn|V we have β(X · ϕ) = b(X) · β(ϕ). We
obtain an isomorphism

A : C∞(ΣgM |U)→ C∞(ΣRn|V ), ψ 7→ β−1 ◦ ψ ◦ ρ,

which sends a spinor on U to the corresponding spinor in the trivialization.
Let ∇g and ∇ denote the Levi Civita connections on (U, g) resp. on (V, geucl)
as well as its lifts to ΣgM |U and ΣRn|V . Let (ei)

n
i=1 be a positively oriented

orthonormal frame of TM |U . Then for all ψ ∈ C∞(ΣgM |U) we have by the
formula (2.3)

∇g
ei
ψ = ∂eiψ +

1

4

n∑
j,k=1

Γ̃kijej · ek · ψ,

where
Γ̃kij := g(∇g

ei
ej, ek).

In particular we can take the standard basis (Ei)
n
i=1 of Rn and put ei := b(Ei),

1 ≤ i ≤ n. We define the matrix coefficients Bj
i by B(Ei) =

∑n
j=1B

j
iEj. It

follows that

A∇g
ei
ψ = ∇dρ−1(ei)Aψ +

1

4

n∑
j,k=1

Γ̃kijEj · Ek · Aψ

= ∇B(Ei)Aψ +
1

4

n∑
j,k=1

Γ̃kijEj · Ek · Aψ

= ∇Ei
Aψ +

n∑
j=1

(Bj
i − δ

j
i )∇Ej

Aψ +
1

4

n∑
j,k=1

Γ̃kijEj · Ek · Aψ. (5.1)



5.1. TRIVIALIZATION OF THE SPINOR BUNDLE 49

Hence we obtain

ADgψ = DgeuclAψ +
n∑

i,j=1

(Bj
i − δ

j
i )Ei · ∇Ej

Aψ

+
1

4

n∑
i,j,k=1

Γ̃kijEi · Ej · Ek · Aψ. (5.2)

Let ∂j := dρ(Ej), 1 ≤ j ≤ n, be the coordinate vector fields of the normal
coordinates. It is well known that the Taylor expansion of

gij : V → R, gij(x) := g(∂i|ρ(x), ∂j|ρ(x))

around 0 is given by

gij(x) = δij +
1

3

n∑
a,b=1

Riabj(p)xaxb +O(|x|3),

where Riabj = g(R(∂b, ∂j)∂a, ∂i) denotes the components of the Riemann

curvature tensor (see e. g. [LP], p. 61). Since we have (Bj
i )ij = (gij)

−1/2
ij it

follows that

Bj
i (x) = δji −

1

6

n∑
a,b=1

Riabj(p)xaxb +O(|x|3). (5.3)

By definition we have

ei = b(Ei) = dρ(B(Ei)) =
n∑
j=1

Bj
i dρ(Ej) =

n∑
j=1

Bj
i ∂j.

We define the Christoffel symbols Γmkr by

∇g
∂k
∂r =

n∑
m=1

Γmkr∂m.

We obtain

n∑
k=1

Γ̃kijek =
n∑

s,m=1

Bs
i∇

g
∂s

(Bm
j ∂m)

=
n∑

s,m=1

Bs
i (∂sB

m
j +

n∑
r=1

Br
jΓ

m
sr)∂m

=
n∑

s,m,k=1

Bs
i (∂sB

m
j +

n∑
r=1

Br
jΓ

m
sr)(B

−1)kmek.
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From the formula

Γmkr =
1

2

n∑
s=1

gms(∂kgrs + ∂rgks − ∂sgkr)

it follows that Γmkr(x) = O(|x|) and thus

Γ̃mkr(x) = O(|x|) (5.4)

as x→ 0 for all m, k, r.

5.2 The Euclidean Dirac operator

The aim of this section is to calculate preimages under the Dirac operator of
certain spinors on Rn \ {0} with the Euclidean metric. The results will be
useful for obtaining the expansion of Green’s function for the Dirac operator
on a closed spin manifold.

Definition 5.2.1. For k ∈ R, m ∈ N and i ∈ {0, 1} we define the vector
subspaces Pk,m,i(Rn) of C∞(ΣRn|Rn\{0}) as follows. For k 6= 0 define

Pk,m,0(Rn) := span
{
x 7→ xi1 ...xim|x|kγ

∣∣∣ 1 ≤ i1, ..., im ≤ n,
γ ∈ Σn constant

}
Pk,m,1(Rn) := span

{
x 7→ xi1 ...xim|x|kx · γ

∣∣∣ 1 ≤ i1, ..., im ≤ n,
γ ∈ Σn constant

}
and furthermore define

P0,m,0(Rn) := span
{
x 7→ xi1 ...xim ln |x|γ

∣∣∣ 1 ≤ i1, ..., im ≤ n,
γ ∈ Σn constant

}
P0,m,1(Rn) := span

{
x 7→ xi1 ...xim(1− n ln |x|)x · γ

∣∣∣ 1 ≤ i1, ..., im ≤ n,
γ ∈ Σn constant

}
.

Note that there exist inclusions among these spaces. For example one
has Pk+2,m,0(Rn) ⊂ Pk,m+2,0(Rn) for all m and all k 6= −2. However in
the following we will very often not use these inclusions, since exceptions
like the case k = −2 in this example would make the following statements
rather more complicated. The exception k = −2 in this example is due to
our definition of P0,m,0(Rn). The following proposition will show that this
definition is nevertheless useful.
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Proposition 5.2.2. For all m ∈ N, k ∈ R with −n ≤ k and −n < k+m ≤ 0
we have

Pk,m,0(Rn) ⊂ Dgeucl
( [(m+1)/2]∑

j=1

Pk+2j,m+1−2j,0(Rn) +

[m/2]∑
j=0

Pk+2j,m−2j,1(Rn)
)

For all m ∈ N, k ∈ R with −n ≤ k and −n < k +m+ 1 ≤ 0 we have

Pk,m,1(Rn) ⊂ Dgeucl
( [m/2]∑

j=0

Pk+2+2j,m−2j,0(Rn) +

[(m+1)/2]∑
j=1

Pk+2j,m+1−2j,1(Rn)
)
.

Proof. We use induction on m. Let m = 0 and let γ be a constant spinor
on (Rn, geucl). We want to prove that Pk,0,0(Rn) ⊂ Dgeucl(Pk,0,1(Rn)) for all k
with −n < k ≤ 0 and Pk,0,1(Rn) ⊂ Dgeucl(Pk+2,0,0(Rn)) for all k with −n ≤ k
and k + 1 ≤ 0. One calculates easily that

Dgeucl(− 1

n+ k
|x|kx · γ) = |x|kγ, k 6= −n

Dgeucl(
1− n ln |x|

n2
x · γ) = ln |x|γ,

Dgeucl(
1

k + 2
|x|k+2γ) = |x|kx · γ, k 6= −2

Dgeucl(ln |x|γ) = |x|−2x · γ.

Using the definition of Pk,0,i(Rn) one finds that the assertion holds for m = 0.
Let m ≥ 1 and assume that all the inclusions in the assertion hold for

m− 1. Using the equation Ei · x = −2xi − x · Ei we find

Dgeucl(−xi1 ...xim|x|kx · γ)

= −
m∑
j=1

xi1 ...x̂ij ...xim |x|kEij · x · γ − xi1 ...ximDgeucl(|x|kx · γ)

= (2m+ n+ k)xi1 ...xim|x|kγ +
m∑
j=1

xi1 ...x̂ij ...xim|x|kx · Eij · γ.

Since Eij · γ is a parallel spinor the sum on the right hand side is contained
in Pk,m−1,1(Rn). We apply the induction hypothesis and since 2m+n+k 6= 0
we find that the assertion for Pk,m,0(Rn) holds. We define fk(x) := 1

k
|x|k for

k 6= 0 and f0(x) := ln |x|. Then we find

Dgeucl(xi1 ...ximfk+2(x)γ)

= xi1 ...xim |x|kx · γ +
m∑
j=1

xi1 ...x̂ij ...ximfk+2(x)Eij · γ.
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The sum on the right hand side is in Pk+2,m−1,0(Rn). Again we apply the
induction hypothesis and we find that the assertion for Pk,m,1(Rn) holds.

5.3 Expansion of Green’s function

Let (M, g,Θ) be a closed Riemannian spin manifold of dimension n and let
λ ∈ R. Since Dg − λ is a self-adjoint elliptic differential operator, there is an
L2-orthogonal decomposition

C∞(ΣgM) = ker(Dg − λ)⊕ im (Dg − λ).

Let P : C∞(ΣgM)→ ker(Dg−λ) denote the L2-orthogonal projection. Then
there is an operator G: C∞(ΣgM) → C∞(ΣgM), called Green’s operator
such that

G(Dg − λ) = (Dg − λ)G = Id− P

and it extends to a bounded linear operator Hk(ΣgM) → Hk+1(ΣgM) for
every k ∈ N (see e. g. [LM], p. 195). In this section we will examine the
integral kernel of Green’s operator, which is called Green’s function forDg−λ.
Let πi: M ×M →M , i = 1, 2 be the projections. We define

ΣgM � ΣgM∗ := π∗1ΣgM ⊗ (π∗2ΣgM)∗

i. e. ΣgM�ΣgM∗ is the vector bundle over M×M whose fibre over the point
(x, y) ∈M ×M is given by HomC(Σg

yM,Σg
xM). Let ∆ := {(x, x)|x ∈M} be

the diagonal. In the following we will abbreviate∫
M\{p}

:= lim
ε→0

∫
M\Bε(p)

.

Definition 5.3.1. A smooth section Gg
λ: M ×M \∆→ ΣgM �ΣgM∗ which

is locally integrable on M ×M is called a Green’s function for Dg − λ if for
all p ∈M , for all ϕ ∈ Σg

pM and for all ψ ∈ im (Dg − λ) we have∫
M\{p}

〈(Dg − λ)ψ,Gg
λ(., p)ϕ〉dvg = 〈ψ(p), ϕ〉, (5.5)

and if for all p ∈M , for all ϕ ∈ Σg
pM and for all ψ ∈ ker(Dg − λ) we have∫

M\{p}
〈ψ,Gg

λ(., p)ϕ〉dvg = 0. (5.6)
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In this section we will prove existence and uniqueness of Green’s function
for Dg − λ in such a way that we also obtain the expansion of Green’s
function around the singularity. The smooth spinor Gg

λ(., p)ϕ on M \ {p}
will sometimes also be called Green’s function for ϕ. Thus we have for all
ψ ∈ C∞(ΣgM) and for all ϕ ∈ Σg

pM∫
M\{p}

〈(Dg − λ)ψ,Gg
λ(., p)ϕ〉dvg = 〈ψ(p)− Pψ(p), ϕ〉. (5.7)

On Euclidean space we define a Green’s function as follows.

Definition 5.3.2. Let (M, g) = (Rn, geucl) with the unique spin structure. A
smooth section Gg

λ: M ×M \∆→ ΣgM � ΣgM∗ which is locally integrable
on M × M is called a Green’s function for Dg − λ if for all p ∈ M , for
all ϕ ∈ Σg

pM and for all ψ ∈ C∞(ΣgM) with compact support the equation
(5.5) holds.

Of course a Green’s function for Dgeucl − λ is not uniquely determined by
this definition. We will explicitly write down a Green’s function for Dgeucl−λ
and use it later to find the expansion of Green’s function for Dg−λ on a closed
Riemannian spin manifold (M, g,Θ) around the diagonal. First observe that
for every spinor χ ∈ C∞(ΣRn|Rn\{0}) and for every λ ∈ R the equation

(Dgeucl − λ)(Dgeucl + λ)χ = −
n∑
i=1

∇Ei
∇Ei

χ− λ2χ

holds on Rn \ {0}. Therefore if γ is a constant spinor on (Rn, geucl) and if
f ∈ C∞(Rn \ {0},R) satisfies

−
n∑
i=1

∂2f

∂x2
i

− λ2f = δ0,

then the spinor Ggeucl
λ (., 0)γ := (Dgeucl +λ)(fγ) is a Green’s function. Writing

f(x) = g(|x|) for a function g of one variable we get a solution if g solves the
ordinary differential equation

g′′(z) +
n− 1

z
g′(z) + λ2g(z) = −δ0. (5.8)

In the following let Γ denote the Gamma function and Jm, Ym the Bessel
functions of the first and second kind for the parameter m ∈ R. In the
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notation of [AS], p. 360 they are defined for z ∈ (0,∞) by

Jm(z) =
1

2mΓ(m+ 1)
zm(1 +

∞∑
k=1

akz
2k), m ∈ R,

Y0(z) =
2

π
( ln (

z

2
) + c)J0(z) +

∞∑
k=1

bkz
2k,

Ym(z) = −2m

π
Γ(m)z−m(1 +

∞∑
k=1

ckz
2k), m =

1

2
+ k, k ∈ N,

Ym(z) = −2m

π
Γ(m)z−m(1 +

∞∑
k=1

dkz
2k) +

2

π
ln (

z

2
)Jm(z), m ∈ N \ {0},

where c is a real constant, the ak, bk, ck, dk are real coefficients, the ak, ck,
dk depend on m and all the power series converge for all z ∈ (0,∞). Let
ωn−1 = vol(Sn−1, gcan) be the volume of the (n− 1)-dimensional unit sphere
with the standard metric.

Theorem 5.3.3. Let m := n−2
2

. We define fλ: Rn \ {0} → R as follows.
For λ 6= 0 and n = 2

fλ(x) := −1

4
Y0(|λx|) +

ln |λ| − ln(2) + c

2π
J0(|λx|),

for λ 6= 0 and odd n ≥ 3

fλ(x) := − π|λ|m

2mΓ(m)(n− 2)ωn−1

|x|−mYm(|λx|),

for λ 6= 0 and even n ≥ 4

fλ(x) := − π|λ|m

2mΓ(m)(n− 2)ωn−1

|x|−m
(
Ym(|λx|)− 2(ln |λ| − ln(2))

π
Jm(|λx|)

)
and

f0(x) := − 1

2π
ln |x|, n = 2, f0(x) :=

1

(n− 2)ωn−1|x|n−2
, n ≥ 3.

Then for every constant spinor γ on Rn a Green’s function for Dgeucl − λ is
given by

Ggeucl
λ (x, 0)γ = (Dgeucl + λ)(fλγ)(x).
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Corollary 5.3.4. For every constant spinor γ ∈ Σn there exists a Green’s
function of Dgeucl − λ, which has the following form. For n = 2

Ggeucl
λ (x, 0)γ = − 1

2π|x|
x

|x|
· γ − λ

2π
ln |x|γ + ln |x|ϑλ(x) + ζλ(x),

for odd n ≥ 3

Ggeucl
λ (x, 0)γ = − 1

ωn−1|x|n−1

x

|x|
· γ +

λ

(n− 2)ωn−1|x|n−2
γ + |x|2−nζλ(x),

for even n ≥ 4

Ggeucl
λ (x, 0)γ = − 1

ωn−1|x|n−1

x

|x|
· γ +

λ

(n− 2)ωn−1|x|n−2
γ + |x|2−nζλ(x)

− λn−1

2n−2Γ(n
2
)2ωn−1

ln |x|γ + ln |x|ϑλ(x),

where for every n and for every λ the spinors ϑλ, ζλ extend smoothly to Rn

and satisfy

|ζλ(x)|geucl = O(|x|), |ϑλ(x)|geucl = O(|x|) as x→ 0

and where for every n and for every x the spinors ϑλ(x), ζλ(x) ∈ Σn are
power series in λ with ϑ0(x) = ζ0(x) = 0.

Proof of Corollary 5.3.4. We find

Y0(|λx|)− 2(ln |λ| − ln(2) + c)

π
J0(|λx|) =

2

π
ln |x|J0(|λx|) +

∞∑
k=1

bk|λx|2k

and for m ∈ N \ {0}

Ym(|λx|)− 2(ln |λ| − ln(2))

π
Jm(|λx|) = −2mΓ(m)

π|λx|m
(1 +

∞∑
k=1

dk|λx|2k)

+
2

π
ln |x|Jm(|λx|).

Thus we find for n = 2

fλ(x) = − 1

2π
ln |x|(1 +

∞∑
k=1

ak|λx|2k)−
1

4

∞∑
k=1

bk|λx|2k,
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for odd n ≥ 3

fλ(x) =
1

(n− 2)ωn−1|x|n−2
(1 +

∞∑
k=1

ck|λx|2k)

and for even n ≥ 4

fλ(x) =
1

(n− 2)ωn−1|x|n−2
(1 +

∞∑
k=1

dk|λx|2k)

− λn−2

2n−2(m!)2ωn−1

ln |x|(1 +
∞∑
k=1

ak|λx|2k).

The assertion follows.

Proof of Theorem 5.3.3. Let fλ be as in the assertion and write fλ(x) =
gλ(|x|) with gλ: (0,∞)→ R. One finds that gλ solves the equation (5.8). It
remains to show that (Dgeucl + λ)(fλγ) satisfies (5.5). The calculation of the
proof of the Corollary shows

(Dgeucl + λ)(fλγ)(x) = − 1

ωn−1

x

|x|n
· γ + ζ(x),

where |ζ(x)|geucl = o(|x|1−n) as x → 0. It is well known (e. g. [LM], p. 115)
that for a Riemannian spin manifold (M, g,Θ) with boundary ∂M 6= ∅ and
ψ, ϕ compactly supported spinors we have

(Dgψ, ϕ)2 − (ψ,Dgϕ)2 =

∫
∂M

〈ν · ψ, ϕ〉 dA,

where ν is the outer unit normal vector field on ∂M . We apply this to
(Rn \Bε(0), geucl) and ν(x) := − x

|x| and we find∫
Rn\Bε(0)

〈(Dgeucl − λ)ψ(x), (Dgeucl + λ)(fλγ)(x)〉dvg

= −
∫
∂Bε(0)

〈 x
|x|
· ψ(x), (Dgeucl + λ)(fλγ)(x)〉 dA

=

∫
∂Bε(0)

〈ψ(x),
1

ωn−1|x|n−1
γ +

x

|x|
· ζ(x)〉 dA.

With the substitution x = εy we find that

lim
ε→0

∫
Rn\Bε(0)

〈(Dgeucl − λ)ψ(x), (Dgeucl + λ)(fλγ)(x)〉dvg = 〈ψ(0), γ〉.

The assertion follows.
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Remark 5.3.5. In the case n = 3 we get more familiar expressions by using
that √

π

2z
Y1/2(z) = −cos(z)

z

(see [AS], p. 437f). Similar formulas exist for all odd n.

Definition 5.3.6. For m ∈ R we define

Pm(Rn) :=
∑

r+s+t≥m
r≥−n

Pr,s,t(Rn) + (C∞(ΣRn|Rn\{0}) ∩ C0(ΣRn)),

where the second space is the space of all spinors which are smooth on Rn\{0}
and have a continuous extension to Rn.

Remark 5.3.7. Let ϑ ∈ Pm(Rn). Then we have Ei · ϑ ∈ Pm(Rn) for all
i ∈ {1, ..., n}. If f ∈ C∞(Rn) then for every s ∈ N by Taylor’s formula we
may write

f(x) =
∑
|α|<s

1

α!

∂|α|f(0)

∂xα
xα +Rs(x),

where |Rs(x)| = O(|x|s) as x→ 0. Thus by choosing s ≥ m+ 1 we find that
the spinor fϑ is in Pm(Rn).

Remark 5.3.8. A spinor ϑ ∈ Pm(Rn) has a continuous extension to Rn if
and only if m > 0. Furthermore by Proposition 5.2.2 it follows that for all
m ∈ (−n, 0] we have

Pm(Rn) =
∑

r+s+t=m
r≥−n

Pr,s,t(Rn) + Pm+1(Rn)

⊂ Dgeucl(Pm+1(Rn)) + Pm+1(Rn).

Lemma 5.3.9. Let (M, g,Θ) be a closed Riemannian spin manifold of di-
mension n and let λ ∈ R. Let γ ∈ Σn be a constant spinor on Rn. Then the
spinor Ggeucl

λ (., 0)γ is in P1−n(Rn). Let the matrix coefficients Bj
i be defined

as in (5.2). Then for all i the spinor

x 7→
n∑
j=1

(Bj
i (x)− δji )∇Ej

Ggeucl
λ (x, 0)γ

is in P2−n(Rn).
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Proof. The assertion for Ggeucl
λ (., 0)γ can be seen immediately from Corollary

5.3.4. Let fλ be as in Theorem 5.3.3 and write fλ(x) = gλ(|x|) with a function
gλ: (0,∞)→ R. Then we have

Ggeucl
λ (x, 0)γ =

g′λ(|x|)
|x|

x · γ + λgλ(|x|)γ

and for every j ∈ {1, ..., n} we have

∇Ej
Ggeucl
λ (x, 0)γ =

g′′λ(|x|)xj
|x|2

x ·γ− g
′
λ(|x|)xj
|x|3

x ·γ+
g′λ(|x|)
|x|

Ej ·γ+λ
g′λ(|x|)xj
|x|

γ.

Since the exponential map is a radial isometry, we have
∑n

j=1 gij(x)xj = xi

and thus
∑n

j=1B
j
i (x)xj = xi for every fixed i. Thus we find

n∑
j=1

(Bj
i (x)− δji )∇Ej

Ggeucl
λ (x, 0)γ =

n∑
j=1

(Bj
i (x)− δji )

g′λ(|x|)
|x|

Ej · γ.

Since we have g′λ(|x|) = O(|x|1−n) as x → 0 the assertion now follows from
the Taylor expansion (5.3) of Bj

i (x).

Next we prove existence and uniqueness of Green’s function for Dg − λ
on a closed Riemannian spin manifold in such a way that we also obtain the
expansion of Green’s function around the singularity. The idea is to apply
the equation (5.2) for the Dirac operator in the trivialization to a Euclidean
Green’s function and then determine the correction terms. This has been
carried out in [AH], where for some technical steps Sobolev embeddings were
used. We present a more simple argument using the preimages under the
Dirac operator from Proposition 5.2.2.

In the following for a fixed point p ∈ M let ρ: V → U be a local
parametrization of M by Riemannian normal coordinates, where U ⊂ M
is an open neighborhood of p, V ⊂ Rn is an open neighborhood of 0 and
ρ(0) = p. Furthermore let

β : ΣRn|V → ΣgM |U , A : C∞(ΣgM |U)→ C∞(ΣRn|V )

denote the maps which send a spinor to its corresponding spinor in the
Bourguignon-Gauduchon trivialization defined in Section 5.1.

Theorem 5.3.10. Let (M, g,Θ) be a closed n-dimensional Riemannian spin
manifold, p ∈M . For every ϕ ∈ Σg

pM there exists a unique Green’s function
Gg
λ(., p)ϕ. If γ := β−1ϕ ∈ Σn is the constant spinor on Rn corresponding to

ϕ, then the first two terms of the expansion of AGg
λ(., p)ϕ at 0 coincide with

the first two terms of the expansion of Ggeucl
λ (., 0)γ given in Corollary 5.3.4.
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Proof. Let ε > 0 such that B2ε(0) ⊂ V and let η : Rn → [0, 1] be a smooth
function with supp(η) ⊂ B2ε(0) and η ≡ 1 on Bε(0). Then the spinor Θ1

defined on Rn \ {0} by Θ1(x) := η(x)Ggeucl
λ (x, 0)γ is smooth on Rn \ {0}. For

r ∈ {1, ..., n} we define smooth spinors Φr on M \ {p} and Θr+1 on Rn \ {0}
inductively as follows. For r = 1 we define

Φ1(q) :=

{
A−1Θ1(q), q ∈ U \ {p}
0, q ∈M \ U

and

Θ2(x) :=

{
A(Dg − λ)Φ1(x), x ∈ V \ {0}
0, x ∈ Rn \ V .

By the formula (5.2) for the Dirac operator in the trivialization we have on
V \ {0}

Θ2 = (Dgeucl − λ)Θ1 +
n∑

i,j=1

(Bj
i − δ

j
i )Ei · ∇Ej

Θ1

+
1

4

n∑
i,j,k=1

Γ̃kijEi · Ej · Ek ·Θ1.

The first term vanishes on Bε(0) \ {0}. It follows from the expansions of Γ̃kij
and Bj

i − δ
j
i in (5.3), (5.4) and from Lemma 5.3.9 that Θ2 ∈ P2−n(Rn).

Next let r ∈ {2, ..., n} and assume that Φr−1 and Θr have already been
defined. We may assume that Θr ∈ Pr−n(Rn). By Remark 5.3.8 there exists
βr+1 ∈ Pr+1−n(Rn) such that Θr − (Dgeucl − λ)βr+1 ∈ Pr+1−n(Rn). We define
Φr and Θr+1 by

Φr(q) :=

{
Φr−1(q)− A−1(ηβr+1)(q), q ∈ U \ {p}
0, q ∈M \ U

and

Θr+1(x) :=

{
A(Dg − λ)Φr(x), x ∈ V \ {0}
0, x ∈ Rn \ V .

By the formula (5.2) for the Dirac operator in the trivialization we have on
Bε(0) \ {0}

Θr+1 = A(Dg − λ)Φr−1 − A(Dg − λ)A−1βr+1

= Θr − (Dgeucl − λ)βr+1 −
n∑

i,j=1

(Bj
i − δ

j
i )Ei · ∇Ej

βr+1

− 1

4

n∑
i,j,k=1

Γ̃kijEi · Ej · Ek · βr+1.
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Using the expansions of Γ̃kij and Bj
i − δji in (5.3), (5.4) we conclude that

Θr+1 ∈ Pr+1−n(Rn).
We see that Θn+1 has a continuous extension to Rn and we obtain a

continuous extension Ψ of (Dg − λ)Φn to all of M . Thus there exists

Ψ′ ∈ C∞(ΣgM |M\{p}) ∩H1(ΣgM)

such that (Dg − λ)Ψ′ = PΨ−Ψ. Define

Γ := Φn + Ψ′, Θ := −ηβ3 − ...− ηβn+1 + AΨ′.

Then on Bε(0) \ {0} we have AΓ = Ggeucl
λ (., 0)γ + Θ.

If P is the L2-orthogonal projection onto ker(Dg − λ), then

Gg
λ(., p)ϕ := Γ− PΓ

satisfies (5.5), (5.6) and thus is a Green’s function. Uniqueness also follows
from (5.5), (5.6). The statement on the expansion of AGg

λ(., p)ϕ is obvious,
since we have Θ ∈ P3−n(Rn).

5.4 Definition of the mass endomorphism

Let (M, g,Θ) be a closed Riemannian spin manifold and let p ∈M . Assume
that the metric g is flat on an open neighborhood of p. Let U ⊂ M be an
open neighborhood of p, let V ⊂ Rn be an open neighborhood of 0 and let ρ:
V → U be a local parametrization of M by Riemannian normal coordinates
sending 0 to p. Let

βg : ΣRn|V → ΣgM |U .

be the identification of the spinor bundles defined in Section 5.1 and let

Ag : C∞(ΣgM |U)→ C∞(ΣRn|V ), ψ 7→ (βg)−1 ◦ ψ ◦ ρ.

Let ϕ ∈ Σg
pM and let γ := (βg)−1ϕ. Since g is flat on an open neighborhood

of p, the terms Γ̃kij and Bj
i − δji in the formula (5.2) vanish on an open

neighborhood of 0 ∈ Rn. Thus in the proof of Theorem 5.3.10 the spinor
Θ2 has a smooth extension to Rn vanishing on an open neighborhood of 0.
Then one obtains a smooth extension Ψ of (Dg − λ)Φ1 to all of M vanishing
on an open neighborhood of p. Now there exists Ψ′ ∈ C∞(ΣgM) such that
(Dg − λ)Ψ′ = PΨ−Ψ. As above we define

Γ := Φ1 + Ψ′, Gg
λ(., p)ϕ := Γ− PΓ.
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Thus the spinor
x 7→ wg(x, p)ϕ := Ψ′(x)− PΓ(x)

is smooth on all of M . It is independent of the choice of Ψ′ and can be
regarded as the difference between Green’s function for Dg−λ and the spinor
(Ag)−1(ηGgeucl

λ (., 0)γ).
In the following we are interested in the case λ = 0 and we denote Green’s

function for Dg by Gg := Gg
0. By Theorem 5.3.3 a Euclidean Green’s function

for Dgeucl is given by

Ggeucl(x, y)γ := − 1

ωn−1|x− y|n−1

x− y
|x− y|

· γ.

Using the definition of Φ1 and wg(., p)ϕ we have for all x ∈M \ {p}

Gg(x, p)ϕ = (Ag)−1(ηGgeucl(., 0)γ)(x) + wg(x, p)ϕ,

where the first term on the right hand side is understood to be zero for
x ∈M \U . Since η ≡ 1 on Bε(0), the spinor wg(p, p)ϕ ∈ Σg

pM is independent
of the choice of η. It can be regarded as the constant term in an expansion
of Green’s function for Dg around p.

As in [AHM] we define the mass endomorphism.

Definition 5.4.1. Let (M, g,Θ) be a closed Riemannian spin manifold with
dimM ≥ 2, which is conformally flat on an open neighborhood of p ∈ M .
Choose a metric h ∈ [g], which is flat on an open neighborhood of p and such
that hp = gp. Let Gh be Green’s function for Dh. Then, we define the mass
endomorphism in p as

mg
p : Σg

pM → Σg
pM, ϕ 7→ βh,gw

h(p, p)βg,hϕ,

where wh is the term in the above expansion.

It is shown in [AHM] that this definition does not depend on the choice
of h ∈ [g] and that mg

p is linear and self-adjoint. There is an analogy in
conformal geometry: the constant term of Green’s function Γ(., p) for the
Yamabe operator in p can be interpreted as the mass of the asymptotically
flat manifold (M \ {p},Γ(., p)4/(n−2)g) (see [LP]). Therefore, the endomor-
phism is called mass endomorphism.

The aim of introducing the mass endomorphism in [AHM] is to obtain at
least one of the strict inequalities

λ+
min(M, [g],Θ) < λ+

min(Sn), λ−min(M, [g],Θ) < λ+
min(Sn)

from the hypothesis of Theorem 3.1.2. The result of this article then reads
as follows.
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Theorem 5.4.2. Let (M, g,Θ) be a closed Riemannian spin manifold of
dimension n ≥ 2 with ker(Dg) = 0. Assume that there is a point p ∈ M
which has a conformally flat neighborhood and that the mass endomorphism
in p possesses a positive (resp. negative) eigenvalue. Then we have

λ+
min(M, [g],Θ) < λ+

min(Sn) resp. λ−min(M, [g],Θ) < λ+
min(Sn).

If h ∈ [g] is a Riemannian metric such that mg
p = βh,gw

h(p, p)βg,h, then
the additional assumption ker(Dg) = 0 implies that Dhwh(., p)ϕ vanishes on
an open neighborhood of p and this fact is used in the proof. It is not clear
how to obtain a proof without this assumption.

Unfortunately it is only known for very few Riemannian spin manifolds,
whether there are points with nonzero mass endomorphism. For example, on
the flat torus and on the sphere with the standard metric it always vanishes,
whereas on the projective spaces RP 4k+3 with the standard metric one has
points with nonzero mass endomorphism (see [AHM]). We will prove in
Section 6.3 that in dimension 3 the mass endomorphism is not zero in the
generic case.



Chapter 6

Eigenspinors for generic metrics

6.1 Transversality

A nice introduction to finite dimensional transversality theory can be found
in [Hir], while the infinite dimensional case is treated in [La]. Transversality
theory has already been used in the literature to determine generic properties
of eigenvalues and eigenfunctions of differential operators. Some examples
are the scalar Laplacian [U] and the Hodge Laplacian [EP] for generic metrics
and solutions of the Dirac equation in Minkowski spacetime for generic initial
data [TT]. The goal of this section is to quote a transversality theorem which
will be useful later.

Definition 6.1.1. Let f : Q → N be a C1 map between two smooth mani-
folds. Let A ⊂ N be a submanifold. f is called transverse to A, if for all
x ∈ Q with f(x) ∈ A we have

Tf(x)A+ im (df |x) = Tf(x)N.

One reason for the importance of transversality is the following theorem.

Theorem 6.1.2. Assume that Q, N are smooth manifolds without boundary.
Let f : Q → N be a Cr map, r ≥ 1 and A ⊂ N a Cr submanifold. If f is
transverse to A, then f−1(A) is a Cr submanifold of Q. The codimension of
f−1(A) in Q is the same as the codimension of A in N .

Proof. see [Hir], p. 22

Definition 6.1.3. Let X be a topological space. A subset E ⊂ X is called
nowhere dense in X, if the interior of E is empty. A subset of X is called
of first category, if it is a countable union of sets which are nowhere dense
in X. Otherwise it is called of second category. A subset B ⊂ X is called

63
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residual in X, if it contains a countable intersection of sets which are open
and dense in X.

If A ⊂ X is of first category, it follows that the complement of A is
residual in X. An important result is the following theorem, which is called
the Baire category theorem.

Theorem 6.1.4. If (X, d) is a complete metric space, then every residual
subset of X is dense in X.

Proof. see e. g. [Ru], p. 43.

An important result is Sard’s theorem.

Theorem 6.1.5. Let f : Q→ N be a Cr-map between smooth manifolds. If

r > max{0, dimQ− dimN},

then the set of all critical values of f has measure zero in N . The set of all
regular values of f is residual and therefore dense.

Proof. see [Hir], p. 69.

We quote the following transversality theorem from [Hir], [U] including
the proof.

Theorem 6.1.6. Let V , M , N be smooth manifolds and let A ⊂ N be
a smooth submanifold. Let F : V → Cr(M,N) be a map, such that the
evaluation map F ev: V ×M → N , (v,m) 7→ F (v)(m) is Cr and transverse
to A and furthermore

r > max{0, dimM + dimA− dimN}.

Then the set of all v ∈ V , such that the map F (v) is transverse to A, is
residual and therefore dense in V .

Proof. Since F ev is transverse to A, the set P := (F ev)−1(A) is a Cr sub-
manifold of V ×M of dimension dimV + dimM + dimA− dimN . Let π1:
V ×M → V be the projection and let α := π1|P . Let v ∈ V , m ∈ M and
F ev(v,m) = a ∈ A. Then

im (dα|(v,m)) = dπ1|(v,m)(dF
ev|−1

(v,m)(TaA))

and thus we find

codim im (dα|(v,m)) = codim (dF ev|−1
(v,m)(TaA) + ker dπ1|(v,m))

= codim (dF ev|−1
(v,m)(TaA) + TmM).
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By Theorem 6.1.5 the set of all regular values of α is residual in V . Fix a
regular value v of α. If α−1(v) = ∅, then im (F (v)) ∩ A = ∅ and thus F (v)
is transverse to A. Now assume that there exists (v,m) ∈ α−1(v). Since
codim im (dα|(v,m)) = 0 we obtain

dF ev|−1
(v,m)(TaA) + TmM = T(v,m)(V ×M).

We apply dF ev|(v,m) to both sides. Since F ev is transverse to A, the right hand
side contains a complement to TaA. Thus dF ev|(v,m)(TmM) also contains a
complement to TaA, which means that F (v) is transverse to A. The assertion
follows.

Remark 6.1.7. There exist infinite dimensional versions of this theorem and
of Sard’s theorem (see e. g. [U], [Sm], [Ab]). However for our purpose this
theorem is sufficient.

6.2 Eigenspinors in dimensions 2 and 3

Let M be a closed oriented spin manifold of dimension n with a fixed spin
structure. We define R(M) as the set of all smooth Riemannian metrics on
M .

Definition 6.2.1. A subset of R(M) is called generic, if it is open in R(M)
with respect to the C1-topology and dense in R(M) with respect to all Ck-
topologies, k ∈ N.

Remark 6.2.2. Let k ∈ N and let A ⊂ R(M). If A is open in R(M) with
respect to the Ck-topology, then it is open in R(M) with respect to the Cm-
topology for all m > k. If A is dense in R(M) with respect to the Ck-topology,
then it is dense in R(M) with respect to the Cm-topology for all m < k.

It is an important result that the eigenvalues of Dg depend continuously
on g with respect to the C1-topology. Namely Proposition 7.1 in [Bä3] states
the following.

Proposition 6.2.3. Let g be a smooth Riemannian metric on M and let
ε > 0, Λ > 0 such that −Λ, Λ /∈ spec(Dg). Write

spec(Dg) ∩ (−Λ,Λ) = {λ1 ≤ ... ≤ λk}.

Then there exists an open neighborhood V of g in the set of all smooth Rie-
mannian metrics with respect to the C1-topology such that for any h ∈ V we
have

spec(Dh) ∩ (−Λ,Λ) = {µ1 ≤ ... ≤ µk}
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and |λi − µi| < ε for all i. Here the eigenvalues λi and µi are repeated
according to their complex multiplicities.

Assume that n ≡ 2, 3, 4 mod 8. Then there exists a quaternionic struc-
ture on ΣgM , which commutes with the Dirac operator Dg and thus the
eigenspaces of Dg have even complex dimension (see Remark 2.2.3). There-
fore the following notation introduced in [Da] is useful.

Definition 6.2.4. A non-zero eigenvalue λ of Dg is called simple, if

dimC ker(Dg − λ) =

{
2, n ≡ 2, 3, 4 mod 8
1, otherwise

If n ≡ 2, 3, 4 mod 8 and λ is simple, then we can always choose an L2-
orthonormal basis of ker(Dg − λ) of the form {ψ, Jψ}.

For every g ∈ R(M) we enumerate the nonzero eigenvalues of Dg in the
following way

... ≤ λ−2 ≤ λ−1 < 0 < λ+
1 ≤ λ+

2 ≤ ... .

Here all the non-zero eigenvalues are repeated by their complex multiplicities,
while dim ker(Dg) ≥ 0 is arbitrary. For m ∈ N \ {0} we define

Sm(M) := {g ∈ R(M) |λ±1 , ..., λ±m are simple}
Nm(M) := {g ∈ R(M) |all eigenspinors to λ±1 , ..., λ

±
m are nowhere zero}.

Using Proposition 6.2.3 together with a study of the change of the non-
zero eigenvalues under conformal deformations of the metric M. Dahl could
prove the following result.

Theorem 6.2.5 ([Da]). Let M be a closed spin manifold of dimension 2 or
3 and let m ∈ N \ {0}. Then for every g ∈ R(M) the subset Sm(M) ∩ [g] is
generic in [g].

In order to prove Theorem 1.0.1 it is sufficient to prove the following.

Theorem 6.2.6. Let M be a closed connected spin manifold of dimension 2
or 3 and let m ∈ N \ {0}. Then for every g ∈ R(M) the subset Nm(M) ∩ [g]
is generic in [g].

Remark 6.2.7. On a closed oriented surface M of genus 2 there exist spin
structures, such that for every Riemannian metric on M there exist harmonic
spinors (see Proposition 2.3 in [Hit]). By the result on the zero set of positive
harmonic spinors in Theorem 4.1.2 we find that Theorem 6.2.6 in the case
n = 2 is not true for harmonic spinors.
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In the proof we will use the following unique continuation theorem due
to Aronszajn ([Ar], quoted from [Bä4]).

Theorem 6.2.8. Let M be a connected Riemannian manifold and let Σ be a
vector bundle over M with a connection ∇. Let P be an operator of the form
P = ∇∗∇ + P1 + P0 acting on sections of Σ, where P1, P0 are differential
operators of order 1 and 0 respectively. Let ψ be a solution to Pψ = 0. If
there exists a point, at which ψ and all derivatives of ψ of any order vanish,
then ψ vanishes identically.

We will also use Theorem 6.1.6 for families of spinors parametrized by
Riemannian metrics. A basic problem is that [g] is not a smooth manifold.
If one replaces [g] by the space of all k times continuously differentiable
metrics, k ≥ 1, which are conformal to g, then we see from formula (2.3)
that the coefficients of the Dirac operator are not smooth in general. In this
case we cannot expect that the eigenspinors are smooth and that Theorem
6.2.8 remains valid. In order to get around this problem we will use finite
dimensional manifolds of smooth Riemannian metrics of the form

Vf1...fr :=
{(

1 +
r∑
i=1

tifi

)
g
∣∣∣t1, ..., tr ∈ R

}
∩R(M),

where r ∈ N \ {0} and f1, ..., fr ∈ C∞(M,R).
Our first aim is to construct a map, which associates to a Riemannian

metric h ∈ [g] an eigenspinor of Dg,h in a continuous way.

Lemma 6.2.9. Let k,m ∈ N \ {0}. Let g ∈ Sm(M) and equip [g] with
the Ck-topology. Let λ ∈ {λ±1 (g), ..., λ±m(g)} and let ψ be an eigenspinor of
Dg corresponding to λ. Then there exists an open neighborhood V ⊂ [g] of
g and a map Fψ: V → C∞(ΣgM) such that for every h ∈ V the spinor
Fψ(h) is an eigenspinor of Dg,h and such that the map F ev

ψ : V ×M → ΣgM
defined by F ev

ψ (h, x) := Fψ(h)(x) is continuous and such that for all functions
f1, ..., fr ∈ C∞(M,R) the restriction F ev

ψ |Vf1...fr×M is differentiable.

Proof. Let V ⊂ [g] be an open convex neighborhood of g, which is contained
in Sm(M)∩ [g]. Let h ∈ V and let I ⊂ R be an open interval containing [0, 1]
such that for every t ∈ I the tensor field gt := g + t(h− g) is a Riemannian
metric on M . Let λ ∈ {λ±1 (g), ..., λ±m(g)}. Then there exists exactly one real-
analytic family t 7→ λt of eigenvalues of Dg,gt such that λ0 = λ. Furthermore
there exists a real-analytic family ψt of spinors, such that {ψt} respectively
{ψt, Jψt} forms an L2-orthonormal basis of ker(Dg,gt − λt) for every t. After
possibly shrinking V we may assume that for all metrics h ∈ V and for all
λ ∈ {λ±1 (g), ..., λ±m(g)} the families λt and ψt are defined for all t ∈ [0, 1].
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Since we are free to replace ψt, Jψt by linear combinations aψt + bJψt with
a, b ∈ C, |a|2 + |b|2 > 0, we may assume that ψ0 = ψ. We define Fψ(h) := ψ1.

Let h ∈ V and let k = fg for some f ∈ C∞(M,R). With ht := h + tk
consider Fψ(ht) for small |t| such that ht ∈ V . Since ag,h and ah,ht commute,
we have bh,ht ◦ bg,h = bg,ht by Lemma 2.3.1. and thus βh,ht ◦ βg,h = βg,ht . It
follows that

Dg,ht = βh,g ◦Dh,ht ◦ βg,h.

There exists a real-analytic family t 7→ χ(t) ∈ C∞(ΣhM) of eigenspinors of
Dh,ht with χ(0) = βg,h(Fψ(h)). It follows that

Fψ(ht) = βh,g(χ(t)).

By taking k := h− h′ for h, h′ ∈ V we find that F ev
ψ is continuous. Further-

more for all functions f1, ..., fr ∈ C∞(M,R) we can use this equation to see
that the restriction F ev

ψ |Vf1...fr×M is differentiable.

The strategy for the proof of Theorem 6.2.6 is based on the following
remark.

Remark 6.2.10. Let A ⊂ ΣgM be the zero section. Since the dimension of
the total space ΣgM of the spinor bundle is

dim ΣgM = n+ 21+[n/2] > 2n = dimM + dimA,

a map f : M → ΣgM is transverse to A if and only if f−1(A) = ∅.

If for every λi ∈ {λ±1 , ..., λ±m} we choose an eigenspinor ψi and define the
map

Fψi
: Vf1...fr → C∞(ΣgM)

as in Lemma 6.2.9, then by this remark Vf1...fr ∩ Nm(M) is the set of all
Riemannian metrics h ∈ Vf1...fr such that all the Fψi

(h) are transverse to the
zero section. Therefore in order to prove that Nm(M)∩ [g] is dense in [g] we
would like to apply Theorem 6.1.6. Our aim is then to show that a suitable
restriction of the map F ev

ψ defined as in Lemma 6.2.9 is transverse to the zero
section.

Let p ∈ M with ψ(p) = 0. We have a canonical decomposition of the
tangent space

Tψ(p)Σ
gM ∼= Σg

pM ⊕ TpM

and thus

dF ev
ψ |(g,p) : TgVf1...fr ⊕ TpM → Σg

pM ⊕ TpM.
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For a given h ∈ Vf1...fr we will write gt = g + t(h− g) and

ψt := Fψ(gt),
dψt(x)

dt
|t=0 := π1(dF ev

ψ |(g,x)(h− g, 0)).

Then it follows that

0 = (
d

dt
Dg,gt |t=0 −

dλt
dt
|t=0)ψ + (Dg − λ)

dψt
dt
|t=0. (6.1)

Remark 6.2.11. Let ϕ ∈ Σg
pM and X, Y ∈ TpM . If one polarizes the

identity

〈X · ϕ,X · ϕ〉 = g(X,X)〈ϕ, ϕ〉,

then one obtains

Re〈X · ϕ, Y · ϕ〉 = g(X, Y )〈ϕ, ϕ〉. (6.2)

Since Clifford multiplication with vectors is antisymmetric, it follows that
Re〈X · ϕ, ϕ〉 = 0. Let ϕ 6= 0 and let (ei)

n
i=1 be an orthonormal basis of TpM .

It follows that for n = 2 the spinors

ϕ, e1 · ϕ, e2 · ϕ, e1 · e2 · ϕ

form an orthogonal basis of Σg
pM with respect to the real scalar product

Re〈., .〉. Similarly for n = 3 the spinors

ϕ, e1 · ϕ, e2 · ϕ, e3 · ϕ

form an orthogonal basis of Σg
pM with respect to Re〈., .〉.

The following rather long lemma is the most important step in showing
that a suitable restriction of F ev

ψ is transverse to the zero section.

Lemma 6.2.12. Let n ∈ {2, 3} and m ∈ N \ {0}. Let g ∈ Sm(M) and let
λ ∈ {λ±1 (g), ..., λ±m(g)}. Let ψ be an eigenspinor of Dg corresponding to λ
and let p ∈ M with ψ(p) = 0. Then there exist f1, ..., f4 ∈ C∞(M,R) such
that the map F ev

ψ : Vf1...f4 ×M → ΣgM satisfies

π1(dF ev
ψ |(g,p)(TgVf1...f4 ⊕ {0})) = Σg

pM.

Proof. Assume that the claim is wrong. Then there exists ϕ ∈ Σg
pM \ {0}

such that for all f ∈ C∞(M,R) we have

0 = Re〈π1(dF ev
ψ |(g,p)(fg, 0)), ϕ〉 = Re〈dψt

dt
|t=0(p), ϕ〉.
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From the formula (5.7) for Green’s function it follows that

0 = Re

∫
M\{p}

〈(Dg − λ)
dψt
dt
|t=0, G

g
λ(., p)ϕ〉dvg + Re〈P (

dψt
dt
|t=0)(p), ϕ〉.

Since λ is a simple eigenvalue, all spinors in ker(Dg − λ) vanish at p. Thus
the last term vanishes. By (5.6) and (6.1) we have

0 = −Re

∫
M\{p}

〈( d
dt
Dg,gt|t=0 −

dλt
dt
|t=0)ψ,Gg

λ(., p)ϕ〉dvg

= −Re

∫
M\{p}

〈 d
dt
Dg,gt |t=0ψ,G

g
λ(., p)ϕ〉dvg

for all f ∈ C∞(M,R). If we use the formula (2.13) for the derivative of the
Dirac operator and

gradg(f) · ψ = (Dg − λ)(fψ)

it follows that

0 =
1

2
Re

∫
M\{p}

λf〈ψ,Gg
λ(., p)ϕ〉dvg

+
1

4
Re

∫
M\{p}

〈(Dg − λ)(fψ), Gg
λ(., p)ϕ〉dvg.

Using the definition of Green’s function and that all spinors in ker(Dg − λ)
vanish at p, we find that

0 =
1

2
Re

∫
M\{p}

λf〈ψ,Gg
λ(., p)ϕ〉dvg +

1

4
Re〈(fψ)(p)− P (fψ)(p), ϕ〉

=
1

2
Re

∫
M\{p}

λf〈ψ,Gg
λ(., p)ϕ〉dvg

for all f ∈ C∞(M,R). Since we have λ 6= 0 it follows that Re〈ψ,Gg
λ(., p)ϕ〉

vanishes identically on M \ {p}.
Our aim is now to conclude that all the derivatives of ψ at the point p

vanish. Then by Theorem 6.2.8 it follows that ψ is identically zero, which
is a contradiction. In order to show this we choose a local parametrization
ρ: V → U of M by Riemannian normal coordinates, where U ⊂ M is an
open neighborhood of p, V ⊂ Rn is an open neighborhood of 0 and ρ(0) = p.
Furthermore let

β : ΣRn|V → ΣgM |U , A : C∞(ΣgM |U)→ C∞(ΣRn|V )
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denote the maps which send a spinor to its corresponding spinor in the
Bourguignon-Gauduchon trivialization defined in Section 5.1. We show by
induction that ∇rAψ(0) = 0 for all r ∈ N, where ∇ denotes the covariant
derivative on ΣRn. The case r = 0 is clear.

Let r ≥ 1 and assume that we have ∇sAψ(0) = 0 for all s ≤ r − 1. Let
(Ei)

n
i=1 be the standard basis of Rn. First consider the case n = 2. In the

Bourguignon-Gauduchon trivialization we have

Aψ(x) =
1

r!

2∑
j1,...,jr=1

xj1 ...xjr∇Ej1
...∇Ejr

Aψ(0) +O(|x|r+1)

by Taylor’s formula and

A(Gg
λ(., p)ϕ)(x) = − 1

2π|x|2
x · γ − λ

2π
ln |x|γ +O(|x|0)

by Theorem 5.3.10, where γ := β−1ϕ ∈ Σn is the constant spinor on Rn

corresponding to ϕ. It follows that

0 = −2πr!|x|2Re〈A(Gg
λ(., p)ϕ)(x), Aψ(x)〉

=
2∑

i,j1,...,jr=1

xixj1 ...xjrRe〈Ei · γ,∇Ej1
...∇Ejr

Aψ(0)〉

+ λ
2∑

j1,...,jr=1

xj1 ...xjr |x|2 ln |x|Re〈γ,∇Ej1
...∇Ejr

Aψ(0)〉+O(|x|r+2)

and therefore

0 = Re〈Ei · γ,∇Ej1
...∇Ejr

Aψ(0)〉

+
r∑
s=1

Re〈Ejs · γ,∇Ei
∇Ej1

...∇̂Ejs
...∇Ejr

Aψ(0)〉 (6.3)

0 = Re〈γ,∇Ej1
...∇Ejr

Aψ(0)〉 (6.4)

for all j1, ..., jr, i ∈ {1, 2}, where the hat means that the operator is left out.
By (6.4) and Remark 6.2.11 there exist aj1,...,jr,k, bj1,...,jr ∈ R such that

∇Ej1
...∇Ejr

Aψ(0) =
2∑

k=1

aj1,...,jr,kEk · γ + bj1,...,jrE1 · E2 · γ.

Observe that the coefficients aj1,...,jr,k are symmetric in the first r indices.
We insert this into (6.3) and we obtain

0 = aj1,...,jr,i +
r∑

k=1

ai,j1,...,ĵk,...,jr,jk (6.5)
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for all j1, ..., jr, i ∈ {1, 2}. On the other hand since ψ ∈ ker(Dg − λ) we find
using the induction hypothesis

0 = λ∇Ej1
...∇Ejr−1

Aψ(0)

= ∇Ej1
...∇Ejr−1

2∑
i=1

Ei · ∇Ei
Aψ(0)

=
2∑

i,k=1

aj1,...,jr−1,i,kEi · Ek · γ +
2∑
i=1

bj1,...,jr−1,iEi · E1 · E2 · γ

= −(aj1,...,jr−1,1,1 + aj1,...,jr−1,2,2)γ

+ (aj1,...,jr−1,1,2 − aj1,...,jr−1,2,1)E1 · E2 · γ
+ bj1,...,jr−1,2E1 · γ − bj1,...,jr−1,1E2 · γ (6.6)

for all j1, ..., jr−1 ∈ {1, 2}. We conclude bj1,...,jr = 0 for all j1, ..., jr ∈ {1, 2}.
Next consider aj1,...,jr,i with fixed j1, ..., jr, i ∈ {1, 2}. If we have jk = i for all
k ∈ {1, ..., r}, then by (6.5) we know that aj1,...,jr,i = 0. If there exists k such
that jk 6= i it follows from the coefficient of E1 · E2 · γ in (6.6) that

ai,j1,...ĵk...,jr,jk = aj1,...,jr,i.

Again (6.5) yields aj1,...,jr,i = 0. We conclude that all aj1,...,jr,i vanish and
that ∇rAψ(0) = 0. This proves the assertion in the case n = 2.

Next consider n = 3. In the Bourguignon-Gauduchon trivialization we
have

Aψ(x) =
1

r!

3∑
j1,...,jr=1

xj1 ...xjr∇Ej1
...∇Ejr

Aψ(0)

+
1

(r + 1)!

3∑
j1,...,jr,i=1

xj1 ...xjrxi∇Ej1
...∇Ejr

∇Ei
Aψ(0) + o(|x|r+1)

by Taylor’s formula and

A(Gg
λ(., p)ϕ)(x) = − 1

4π|x|3
x · γ +

λ

4π|x|
γ + o(|x|−s)

for every s > 0 by Theorem 5.3.10, where γ is as above. It follows that

0 = −4πr!|x|3Re〈A(Gg
λ(., p)ϕ)(x), Aψ(x)〉

=
3∑

i,j1,...,jr=1

xj1 ...xjrxiRe〈Ei · γ,∇Ej1
...∇Ejr

Aψ(0)〉
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+
1

r + 1

3∑
i,j1,...,jr,m=1

xj1 ...xjrxixmRe〈Ei · γ,∇Ej1
...∇Ejr

∇EmAψ(0)〉

− λ
3∑

j1,...,jr=1

xj1 ...xjr |x|2Re〈γ,∇Ej1
...∇Ejr

Aψ(0)〉+ o(|x|r+2). (6.7)

From the first term on the right hand side we obtain

0 = Re〈Ei · γ,∇Ej1
...∇Ejr

Aψ(0)〉

+
r∑
s=1

Re〈Ejs · γ,∇Ei
∇Ej1

...∇̂Ejs
...∇Ejr

Aψ(0)〉. (6.8)

for all j1, ..., jr, i ∈ {1, 2, 3}, where the hat means that the operator is left
out. Our next aim is to obtain an analogue of (6.4) from the second and
third term on the right hand side of (6.7). It is more difficult than in the
case n = 2, since derivatives of both orders r and r+1 appear. The equation
(5.2) reads

λAψ = DgeuclAψ +
3∑

i,j=1

(Bj
i − δ

j
i )Ei · ∇Ej

Aψ

+
1

4

3∑
i,j,k=1

Γ̃kijEi · Ej · Ek · Aψ.

Using (5.3), (5.4) and that |Aψ(x)|geucl = O(|x|r) as x→ 0 we find

λAψ = DgeuclAψ +O(|x|r+1)

and therefore

∇Ej1
...∇Ejr

DgeuclAψ(0) = λ∇Ej1
...∇Ejr

Aψ(0) (6.9)

for all j1, ..., jr ∈ {1, 2, 3}. Using the equation (5.1) we find

A∇g
ei
ψ = ∇Ei

Aψ +O(|x|r+1), A∇g
ei
∇g
ej
ψ = ∇Ei

∇Ej
Aψ +O(|x|r)

for all i, j ∈ {1, 2, 3}. Since by definition dρ|−1
x (ei) = Ei +O(|x|2) the second

term in the local formula (2.5) for ∇∗∇ vanishes at p and therefore we find

A∇∗∇ψ = −
3∑
i=1

∇Ei
∇Ei

Aψ +O(|x|r).
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From the Schrödinger-Lichnerowicz formula (2.6) it follows that

λ2Aψ − scal

4
Aψ = −

3∑
i=1

∇Ei
∇Ei

Aψ +O(|x|r)

and thus

∇Ej1
...∇Ejr−1

3∑
i=1

∇Ei
∇Ei

Aψ(0) = 0 (6.10)

for all j1, ..., jr−1 ∈ {1, 2, 3}. Now recall the second and third term on the
right hand side of (6.7)

0 =
1

r + 1

3∑
j1,...,jr,i,m=1

xj1 ...xjrxixmRe〈Ei · γ,∇Ej1
...∇Ejr

∇EmAψ(0)〉

− λ
3∑

j1,...,jr=1

xj1 ...xjr |x|2Re〈γ,∇Ej1
...∇Ejr

Aψ(0)〉

and let k1, k2, k3 ∈ N such that k1 + k2 + k3 = r. Then from the coefficient
of xk1+2

1 xk22 x
k3
3 we find

0 = Re〈E1 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E1Aψ(0)〉 r!

(k1 + 1)!k2!k3!
(I)

+ Re〈E2 · γ,∇k1
E1
∇k2−1
E2
∇k3
E3
∇2
E1
Aψ(0)〉 r!k2

(k1 + 2)!k2!k3!
(III)

+ Re〈E3 · γ,∇k1
E1
∇k2
E2
∇k3−1
E3
∇2
E1
Aψ(0)〉 r!k3

(k1 + 2)!k2!k3!
(IV )

− λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉 r!

k1!k2!k3!
(V )

− λRe〈γ,∇k1
E1
∇k2−2
E2
∇k3
E3
∇2
E1
Aψ(0)〉 r!k2(k2 − 1)

(k1 + 2)!k2!k3!
(V II)

− λRe〈γ,∇k1
E1
∇k2
E2
∇k3−2
E3
∇2
E1
Aψ(0)〉 r!k3(k3 − 1)

(k1 + 2)!k2!k3!
(V III).

From the coefficient of xk11 x
k2+2
2 xk33 we find

0 = Re〈E1 · γ,∇k1−1
E1
∇k2
E2
∇k3
E3
∇2
E2
Aψ(0)〉 r!k1

k1!(k2 + 2)!k3!
(II)

+ Re〈E2 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E2Aψ(0)〉 r!

k1!(k2 + 1)!k3!
(I)
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+ Re〈E3 · γ,∇k1
E1
∇k2
E2
∇k3−1
E3
∇2
E2
Aψ(0)〉 r!k3

k1!(k2 + 2)!k3!
(IV )

− λRe〈γ,∇k1−2
E1
∇k2
E2
∇k3
E3
∇2
E2
Aψ(0)〉 r!k1(k1 − 1)

k1!(k2 + 2)!k3!
(V I)

− λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉 r!

k1!k2!k3!
(V )

− λRe〈γ,∇k1
E1
∇k2
E2
∇k3−2
E3
∇2
E2
Aψ(0)〉 r!k3(k3 − 1)

k1!(k2 + 2)!k3!
(V III).

From the coefficient of xk11 x
k2
2 x

k3+2
3 we find

0 = Re〈E1 · γ,∇k1−1
E1
∇k2
E2
∇k3
E3
∇2
E3
Aψ(0)〉 r!k1

k1!k2!(k3 + 2)!
(II)

+ Re〈E2 · γ,∇k1
E1
∇k2−1
E2
∇k3
E3
∇2
E3
Aψ(0)〉 r!k2

k1!k2!(k3 + 2)!
(III)

+ Re〈E3 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E3Aψ(0)〉 r!

k1!k2!(k3 + 1)!
(I)

− λRe〈γ,∇k1−2
E1
∇k2
E2
∇k3
E3
∇2
E3
Aψ(0)〉 r!k1(k1 − 1)

k1!k2!(k3 + 2)!
(V I)

− λRe〈γ,∇k1
E1
∇k2−2
E2
∇k3
E3
∇2
E3
Aψ(0)〉 r!k2(k2 − 1)

k1!k2!(k3 + 2)!
(V II)

− λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉 r!

k1!k2!k3!
(V ).

We multiply the first equation with (k1+2)!k2!k3!
r!

, the second equation with
k1!(k2+2)!k3!

r!
and the third equation with k1!k2!(k3+2)!

r!
and then add the mul-

tiplied equations. If we consider the lines with the same Roman numbers
separately and use (6.9), (6.10), then we find

0 = −2λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉

+ Re〈E1 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E1Aψ(0)〉k1

+ Re〈E2 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E2Aψ(0)〉k2

+ Re〈E3 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E3Aψ(0)〉k3 (I)

− Re〈E1 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E1Aψ(0)〉k1 (II)

− Re〈E2 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E2Aψ(0)〉k2 (III)

− Re〈E3 · γ,∇k1
E1
∇k2
E2
∇k3
E3
∇E3Aψ(0)〉k3 (IV )

− λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉

3∑
i=1

(ki + 2)(ki + 1) (V )
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+ λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉k1(k1 − 1) (V I)

+ λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉k2(k2 − 1) (V II)

+ λRe〈γ,∇k1
E1
∇k2
E2
∇k3
E3
Aψ(0)〉k3(k3 − 1) (V III).

Therefore we obtain the analogue of (6.4) namely

Re〈γ,∇Ej1
...∇Ejr

Aψ(0)〉 = 0

for all j1, ..., jr ∈ {1, 2, 3}. Thus there exist aj1,...,jr,k ∈ R such that

∇Ej1
...∇Ejr

Aψ(0) =
3∑

k=1

aj1,...,jr,kEk · γ.

Observe that the coefficients aj1,...,jr,k are symmetric in the first r indices.
We insert this into (6.8) and we obtain

0 = aj1,...,jr,i +
r∑

k=1

ai,j1,...,ĵk,...,jr,jk (6.11)

for all j1, ..., jr, i ∈ {1, 2, 3}. On the other hand since ψ ∈ ker(Dg − λ) we
find using the induction hypothesis

0 = λ∇Ej1
...∇Ejr−1

Aψ(0)

= ∇Ej1
...∇Ejr−1

3∑
i=1

Ei · ∇Ei
Aψ(0)

=
3∑

i,k=1

aj1,...,jr−1,i,kEi · Ek · γ

= −
3∑
i=1

aj1,...,jr−1,i,iγ

+
3∑

i,k=1

i<k

(aj1,...,jr−1,i,k − aj1,...,jr−1,k,i)Ei · Ek · γ (6.12)

for all j1, ..., jr−1 ∈ {1, 2, 3}. Consider aj1,...,jr,i with j1, ..., jr, i ∈ {1, 2, 3}. If
jk = i for all k ∈ {1, ..., r} then by (6.11) we know that aj1,...,jr,i = 0. If there
exists k such that jk 6= i it follows from the coefficient of Ejk ·Ei · γ in (6.12)
that

ai,j1,...ĵk...,jr,jk = aj1,...,jr,i.

Again (6.11) yields aj1,...,jr,i = 0. We conclude that all aj1,...,jr,i vanish and
that ∇rAψ(0) = 0. This proves the assertion in the case n = 3.
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Remark 6.2.13. It is not clear how to prove this lemma for n ≥ 4. Namely
the condition Re〈γ,∇Ei

Aψ(0)〉 = 0 for all i leads to

∇Ei
Aψ(0) =

n∑
k=1

aikEk · γ +
n∑
k=1

bik · γ

with aik ∈ R and bik ∈ Cl(n). As above it follows that aik = −aki for all i, k
and furthermore

0 = λAψ(0)

=
n∑
i=1

Ei · ∇Ei
Aψ(0)

= 2
n∑

i,k=1
i<k

aikEi · Ek · γ +
n∑

i,k=1

Ei · bik · γ.

But for n ≥ 4 the spinors E1 ·E2 ·γ and E3 ·E4 ·γ are not linearly independent
in general. Thus we cannot conclude immediately that all the aik vanish.

Proof of Theorem 6.2.6. Let k,m ∈ N\{0}, let g ∈ R(M) and equip [g] with
the Ck-topology. Let U ⊂ [g] be open. In order to show that Nm(M)∩ [g] is
dense in [g] we have to show that U∩Nm(M) is not empty. Since Sm(M)∩[g]
is dense in [g], there exists a metric in U ∩ Sm(M), which we denote again
by g. Let λ be one of the eigenvalues {λ±1 , ..., λ±m} of Dg and let ψ be an
eigenspinor corresponding to λ. Choose an open neighborhood V ⊂ [g] of g
which is contained in U ∩ Sm(M) and define

Fψ : V → C∞(ΣgM)

as in Lemma 6.2.9
Next we show that a suitable restriction of F ev

ψ is transverse to the zero
section of ΣgM . Let p ∈M with ψ(p) = 0. By Lemma 6.2.12 there exists an
open neighborhood Up ⊂ M of p and fp,1, ..., fp,4 ∈ C∞(M,R) and an open
neighborhood Vp ⊂ Vfp,1...fp,4 of g such that for all (h, q) ∈ Vp × Up we have

π1(dF ev
ψ |(h,q)(ThVfp,1...fp,4 ⊕ {0})) = Σg

qM. (6.13)

Since the zero set of ψ is compact, there exist points p1,...,pr ∈M and open
neighborhoods Upi ⊂M of pi and fpi,1, ..., fpi,4 ∈ C∞(M,R) and open neigh-
borhoods Vpi ⊂ Vfpi,1...fpi,4 of g, 1 ≤ i ≤ r, such that the open neighborhoods
Up1 ,...,Upr cover the zero set of ψ and such that for every i the equation (6.13)
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holds for all (h, q) ∈ Vpi × Upi . We label the functions fpi,j by f1, ..., f4r and
define

Vf1...f4r :=
{(

1 +
4r∑
i=1

tifi

)
g
∣∣∣ti ∈ R

}
∩ V.

and Fψ: Vf1...f4r → C∞(ΣgM) as in Lemma 6.2.9. Since M is compact there
exists C > 0 such that |ψ|g ≥ C on the complement of the union of the sets
Upi . Thus we can find an open neighborhood Vψ ⊂ Vf1...f4r of g such that the
equation (6.13) holds for all (h, q) ∈ Vψ ×M . It follows that the restriction
of F ev

ψ to Vψ ×M is transverse to the zero section of ΣgM .

Define Wψ as the subset of all h ∈ Vψ such that Fψ(h) is nowhere zero
on M . By Remark 6.2.10 this condition is equivalent to the condition that
Fψ(h) is transverse to the zero section of ΣgM . By Theorem 6.1.6 the set Wψ

is dense in Vψ. Since the zero section is closed in ΣgM and F ev
ψ is continuous,

the set Wψ is also open in Vψ. If h ∈ Wψ, then the eigenspinor Fψ(h) of Dg,h

is nowhere zero on M and it corresponds to a simple eigenvalue of Dg,h. Thus
all the eigenspinors of Dg,h corresponding to this eigenvalue are nowhere zero
on M .

For every one of the finitely many eigenvalues λ±1 , ..., λ
±
m of Dg we choose

an eigenspinor ψ and obtain an open subset Wψ ⊂ V as above. Let W be
the intersection of these open subsets Wψ. It is not empty, since the Wψ are
dense in a neighborhood of g. If h ∈ W , then all the eigenspinors of Dh

corresponding to the eigenvalues λ±1 , ..., λ
±
m of Dh are nowhere zero on M .

Since W ⊂ U by construction, we have U ∩Nm(M) 6= ∅. Thus Nm(M) ∩ [g]
is dense in [g]. We have already seen that Nm(M) ∩ [g] is open in [g].

6.3 Mass endomorphism in dimension 3

Let M be a closed spin manifold of dimension n with a fixed spin structure
and let R(M) be the set of all smooth Riemannian metrics on M equipped
with the C1-topology. We define

R∗(M) := {g ∈ R(M)| ker(Dg) = 0}.

It follows from the Atiyah-Singer index theorem that there exist spin mani-
folds M and spin structures Θ on M such that for every Riemannian metric
g on M there exist harmonic spinors on (M, g,Θ) (see e. g. [LM], Section 3
in [BD]). This shows that R∗(M) can be empty. Let p ∈M and define

Rp(M) := {g ∈ R∗(M)|g is flat on an open neighborhood of p}.
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We consider the case n = 3. Then by Theorem 1.2 in [Ma] for every spin
structure the subset R∗(M) of R(M) is generic. Let g be a Riemannian
metric on M , which is flat on an open neighborhood of p. It is shown in
[ADH2] that by changing the metric g on an arbitrarily small open subset
of M one obtains a metric in R∗(M). Thus for every closed spin manifold
M of dimension 3 with a fixed spin structure the set Rp(M) is not empty
for every p ∈ M . For every g ∈ Rp(M) we define the mass endomorphism
mg
p ∈ End(Σg

pM) as in Section 5.4. Our aim is now to find Riemannian
metrics on M , for which the mass endomorphism does not vanish. Thus we
define

Sp(M) := {g ∈ Rp(M)|mg
p 6= 0}.

In this section we prove the following result which has been published in [He].

Theorem 6.3.1. Let M be a closed spin manifold of dimension 3 with a
fixed spin structure and let p ∈M . Then Sp(M) is dense in Rp(M).

Remark 6.3.2. If M is a closed spin manifold of dimension 2 and if the mass
endomorphism in p ∈ M can be defined, then by [AHM] it always vanishes.
On the other hand it is conjectured that Theorem 6.3.1 holds for every closed
spin manifold M of dimension n ≥ 3 if R∗(M) is not empty. A proof has
been proposed in [ADHH]. The idea is to use surgery methods to construct a
Riemannian metric g on M which is flat near some point p and has nonzero
mass endomorphism. Then from perturbation theory it follows that Sp(M) is
open and dense in Rp(M).

We will need the following properties of the energy momentum tensor
which was defined in Section 2.3.

Lemma 6.3.3. Let g and h = e2ug be conformally related Riemannian met-
rics, u ∈ C∞(M,R). Let ψ ∈ C∞(ΣgM) and let β := βg,h as in Section 2.3.
Let f ∈ C∞(M,R). Then we have

Qfψ = f 2Qψ, Qβψ = euQψ.

Proof. The first equation follows, since Re〈Y (f)X · ψ, ψ〉 = 0 for all X,
Y ∈ TM . Recall that we have bg,hX = e−uX for all X ∈ TM and therefore
β(X · ψ) = e−uX · βψ. It follows that

〈X · ∇h
Y βψ, βψ〉h = 〈X · β(∇g

Y ψ −
1

2
Y · gradg(u) · ψ − 1

2
Y (u)ψ), βψ〉h

= eu〈X · ∇g
Y ψ, ψ〉g −

eu

2
〈X · Y · gradg(u) · ψ, ψ〉g

− eu

2
Y (u)〈X · ψ, ψ〉g.
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If we add the corresponding equation for 〈Y · ∇h
Xβψ, βψ〉h to this equation

and use that X · Y + Y ·X = −2g(X, Y ), we see that the sum of the second
terms on the right hand side is purely imaginary. Since the third terms on
the right hand side are each purely imaginary, the assertion follows.

Let g ∈ Rp(M) and let k ∈ C∞(Sym2(T ∗M)) such that k = 0 on an open
neighborhood U of p. Let I ⊂ R be an open interval around 0 such that for
all t ∈ I the tensor field gt := g + tk is a Riemannian metric on M and is in
R∗(M). Then we have gt ∈ Rp(M) for all t ∈ I. For every t we obtain an
isomorphism of spinor bundles

βg,gt : ΣgM → ΣgtM

as in Lemma 2.3.5. Let ε > 0 such that B2ε(p) ⊂ U . Recall from Section 5.4
that Green’s function Ggt for Dgt on M \ {p} can be written as

Ggt(x, p)βg,gtϕ = (Agt)−1(ηGgeucl(., 0)γt)(x) + wgt(x, p)βg,gtϕ, (6.14)

where η: Rn → [0, 1] is a smooth function such that η ≡ 1 on Bε(0) and
supp(η) ⊂ B2ε(0) and where ϕ ∈ Σg

pM and γt := (βgt)−1βg,gtϕ. Recall that
the mass endomorphism for the metric gt at p is by definition mgt

p = wgt(p, p).
We define a spinor wgtϕ ∈ C∞(ΣgM) by

wgtϕ (x) := βgt,gw
gt(x, p)βg,gtϕ

and we define mg,gtϕ := wgtϕ (p) = βgt,gm
gt
p βg,gtϕ for all t.

Lemma 6.3.4. We have

d

dt
〈mg,gtϕ, ϕ〉|t=0 =

1

2

∫
M\{p}

(k,QGg(.,p)ϕ)dvg,

where (., .) denotes the standard pointwise inner product of (2, 0) tensor fields.

Proof. Since gt = g on supp(η) for all t, the first term on the right hand side
of (6.14) is independent of t. Therefore we find

βgt,gG
gt(x, p)βg,gtϕ = (Ag)−1(ηGgeucl(., 0)γ)(x) + wgtϕ (x)

for all x ∈M \{p}. We apply Dg,gt defined as in Section 2.3 and since gt = g
on supp(η) we find

δp = Dg(Ag)−1(ηGgeucl(., 0)γ) +Dg,gtwgtϕ .



6.3. MASS ENDOMORPHISM IN DIMENSION 3 81

We take the derivative with respect to t at t = 0 and we obtain

0 = (
d

dt
Dg,gt |t=0)wgϕ +Dg(

d

dt
wgtϕ |t=0).

By the formula for Green’s function (5.7) and since ker(Dg) = 0, we find that

d

dt
〈mg,gtϕ, ϕ〉|t=0 = 〈 d

dt
wgtϕ (p)|t=0, ϕ〉|t=0

=

∫
M\{p}

〈Dg(
d

dt
wgtϕ |t=0), Gg(., p)ϕ〉dvg

= −
∫
M\{p}

〈 d
dt
Dg,gt |t=0w

g
ϕ, G

g(., p)ϕ〉dvg

Recall that if (ei)
n
i=1 is a local orthonormal frame, then by (2.8) we have

locally

d

dt
Dg,gt |t=0w

g
ϕ = −1

2

n∑
i=1

ei · ∇g
ag,k(ei)

wgϕ −
1

4

n∑
i=1

divg(k)(ei)ei · wgϕ.

Since k = 0 on B2ε(p) this spinor vanishes on B2ε(p). On the other hand the
spinors wgϕ and Gg(., p)ϕ coincide on M \B2ε(p). Thus we find

d

dt
〈mg,gtϕ, ϕ〉|t=0 = −

∫
M\B2ε(p)

〈 d
dt
Dg,gt |t=0G

g(., p)ϕ,Gg(., p)ϕ〉dvg.

The assertion is now obtained in the way that (2.10) was obtained from
(2.9).

Proof of Theorem 6.3.1. Assume that the claim is wrong. Then there is an
open subset Q ⊂ Rp(M) such that for all g ∈ Q we have mg

p = 0. Let g ∈ Q
be flat on an open neighborhood U ⊂ M of p. By a small deformation of
g on M \ U we obtain a Riemannian metric, which is not conformally flat
on M \ U and is in Q. We denote the deformed Riemannian metric again
by g. Thus there exists an open subset V ⊂ M \ U , such that g is nowhere
conformally flat on V .

Let k ∈ C∞(Sym2(T ∗M)) such that k = 0 on an open neighborhood of
p and let I ⊂ R be an open interval around 0 such that for all t ∈ I the
tensor field gt := g + tk is a Riemannian metric on M and is in Q. By our
assumption we have mgt

p = 0 for all t ∈ I. For every ϕ ∈ Σg
pM it follows

that
∫
M\{p}(k,QGg(.,p)ϕ)dvg = 0 by Lemma 6.3.4. Since this holds for every

k ∈ C∞(Sym2(T ∗M)) which is zero on an open neighborhood of p, it holds
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for k = fQGg(.,p)ϕ, where f is an arbitrary smooth function with p /∈ supp(f).
We conclude that QGg(.,p)ϕ = 0 on M \ {p}. Let

W := {x ∈M \ {p}|Gg(x, p)ϕ 6= 0}.

Then W is an open subset of M . The function u: W → R, defined by

u(x) := ln |Gg(x, p)ϕ|g

is smooth on W , and thus h := e2ug defines a Riemannian metric on W . We
obtain an isomorphism of spinor bundles

βg,h : ΣgW → ΣhW,

which is a fibrewise isometry as in Lemma 2.3.4. The spinor

ψ := e−uβg,hG
g(., p)ϕ ∈ C∞(ΣhW )

satisfies Dhψ = 0 by (2.12). By definition of u we have |ψ|h ≡ 1 on W .
Furthermore by Lemma 6.3.3 we find Qψ = 0 on W .

Let (ei)
3
i=1 be a local orthonormal frame of TW defined on an open subset

S ⊂ W . Then for every x ∈ S the system

{ψ(x), e1 · ψ(x), e2 · ψ(x), e3 · ψ(x)}

is a real basis of Σh
xW , which is orthonormal with respect to the real scalar

product Re〈., .〉 (see Remark 6.2.11). Since |ψ|h is constant on W , we have

Re〈∇h
Xψ, ψ〉 = 0

for all X ∈ TM . It follows that there exists an endomorphism A of TW such
that for all X ∈ TW we have ∇h

Xψ = A(X) · ψ.
We will now show that in each fibre the endomorphism A: TxW → TxW

is symmetric with respect to h using an observation from [AMM]. Since
ωC = Id we have e1 · e2 · e3 = −Id. In the following we abbreviate ψ := ψ(x).
Using (6.2) we calculate

h(Ae2, e1) = Re〈Ae2 · ψ, e1 · ψ〉
= Re〈∇h

e2
ψ, e1 · ψ〉

= −Re〈e2 · ∇h
e2
ψ, e3 · ψ〉

= Re〈e1 · ∇h
e1
ψ, e3 · ψ〉+ Re〈e3 · ∇h

e3
ψ, e3 · ψ〉

= −Re〈e2 · ∇h
e1
ψ, ψ〉

= Re〈Ae1 · ψ, e2 · ψ〉
= h(e2, Ae1).
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Similarly we obtain h(Ae1, e3) = h(e1, Ae3) and h(Ae2, e3) = h(e2, Ae3),
i. e.A is symmetric with respect to h. Therefore, we can choose the basis
vectors e1, e2, e3 as eigenvectors of A, such that Aej = λjej, where λj ∈ R.
It follows that

0 = Re〈ψ, ej · ∇h
ej
ψ〉 = −λj.

Hence, ψ is a parallel spinor on W . By [F4] the Riemannian manifold (W,h)
is Ricci flat. Since dimW = 3 it follows that (W,h) is flat. However, by
definition of the metric g there exists an open subset V ⊂M \ U , such that
g is nowhere conformally flat on V . By Theorem 6.2.8 the spinor Gg(., p)ϕ
is not identically zero on V . Thus on V ∩W 6= ∅ the metric h cannot be flat.
This is a contradiction.
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Appendix A

Analytic perturbation theory

Results in perturbation theory show that if a deformation of the Riemannian
metric depends real-analytically on a parameter, then for a given eigenspinor
ψ of Dg one obtains a real analytic family of eigenspinors for the perturbed
Dirac operators which extends ψ. There is a short note concerning this fact
in [BG], but we will give a more precise explanation here following the book
[K].

In this section (X, ‖.‖X), (Y, ‖.‖Y ) will be complex Banach spaces. The
space of bounded linear operators X → Y is denoted by B(X, Y ). It is
equipped with the usual operator norm ‖.‖B(X,Y ). The space of closed linear
operators X → Y is denoted by C(X, Y ). We will write C(X) := C(X,X).
The dual space of X is denoted by X∗. Furthermore Ω ⊂ C will always
denote an open and connected subset of the complex plane and I ⊂ R will
denote an open interval.

Definition A.0.5. A family of vectors u(z) ∈ X which depend on z ∈ Ω is
called holomorphic on Ω, if for each z0 ∈ Ω there exists u′ ∈ X such that

lim
h→0

∥∥∥u(z0 + h)− u(z0)

h
− u′

∥∥∥
X

= 0.

The following theorem ([K], p. 139) gives a criterion for holomorphy of
vectors.

Theorem A.0.6. Let u(z) ∈ X be a family of vectors which depend on
z ∈ Ω. If for all f ∈ X∗ the function f(u(z)) is holomorphic on Ω, then u(z)
is holomorphic on Ω.

Proof. Let Γ be a positively oriented circle in Ω. The Cauchy integral formula
gives

f(u(z)) =
1

2πi

∮
Γ

f(u(ζ))

ζ − z
dζ

85
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for all z in the interior of Γ. Let h 6= 0 such that z+ h is in the interior of Γ.
Then we find

f(u(z + h))− f(u(z))

h
− d(f ◦ u)(z)

dz
=

h

2πi

∮
Γ

f(u(ζ))

(ζ − z − h)(ζ − z)2
dζ.

But the function f(u(z)) is bounded on Γ since it is continuous. Thus there
exists a constant C > 0 such that∣∣∣f(u(z + h))− f(u(z))

h
− d(f ◦ u)(z)

dz

∣∣∣ ≤ C|h| ‖f‖X∗ .

One can show that C can be chosen independently of f and that this estimate
implies the convergence of u(z+h)−u(z)

h
as h→ 0.

Definition A.0.7. A family of operators D(z) ∈ B(X, Y ) which depend on
z ∈ Ω is called holomorphic on Ω, if for each z0 ∈ Ω there exists a bounded
linear operator D′ ∈ B(X, Y ) such that

lim
h→0

∥∥∥D(z0 + h)−D(z0)

h
−D′

∥∥∥
B(X,Y )

= 0.

The next theorem ([K], p. 152) gives a criterion for holomorphy of
bounded linear operators.

Theorem A.0.8. Let D(z) ∈ B(X, Y ) be a family of bounded linear opera-
tors which depend on z ∈ Ω. If for all u ∈ X and for all g ∈ Y ∗ the function
g(D(z)u) is holomorphic on Ω, then D(z) is holomorphic on Ω.

Proof. The proof is analogous to the proof of Theorem A.0.6.

We generalize the notion of a holomorphic family of operators to families
of closed linear operators which are not necessarily bounded (see [K], p. 366).

Definition A.0.9. A family of operators D(z) ∈ C(X, Y ) which depend
on z ∈ Ω is called holomorphic at z0 ∈ Ω, if there exists a third complex
Banach space Z and two families E(z) ∈ B(Z,X), F (z) ∈ B(Z, Y ), which
are holomorphic at z0 such that for all z ∈ Ω the operator E(z) maps Z
onto the domain of D(z) one to one and such that for all z ∈ Ω we have
D(z)E(z) = F (z). The family D(z) is called holomorphic on Ω, if it is
holomorphic at every z0 ∈ Ω.

If X, Y are Hilbert spaces and D ∈ C(X, Y ), we denote by D∗ the adjoint
operator of D. The following definition is from [K], p. 385.
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Definition A.0.10. Let H be a Hilbert space and let Ω be an open and
connected subset of C which is symmetric with respect to the real axis. A
holomorphic family of operators D(z) ∈ C(H) is called a self-adjoint holo-
morphic family, if for all z ∈ Ω the operator D(z) is densely defined and if
for all z ∈ Ω we have D(z)∗ = D(z).

If H is a Hilbert space, D(z) ∈ C(H) a self-adjoint holomorphic family on
Ω and if λ is an eigenvalue of D(z0) of finite multiplicity r for some z0 ∈ R,
then one obtains families of eigenvalues λi(z) of D(z), 1 ≤ i ≤ r, which are
real-analytic in z on an open interval I ⊂ Ω ∩ R around z0 and such that
λi(z0) = λ for all i ([K], p. 386). In general I depends on λ. However for
the so called holomorphic families of type (A), one obtains an open interval
around z0, such that all the eigenvalues and eigenvectors are real-analytic on
this interval.

Definition A.0.11. A family of operators D(z) ∈ C(X, Y ) which depend
on z ∈ Ω is called holomorphic of type (A), if the domain dom(D(z)) is
independent of z, and if for all z ∈ Ω and for all u ∈ dom(D(z)) the family
of vectors D(z)u ∈ Y is holomorphic on Ω.

Remark A.0.12. If the family D(z) ∈ C(X, Y ) is holomorphic of type (A)
on Ω, then it is holomorphic on Ω in the sense of the definition above.

Proof (see [K], p. 375). Choose z0 ∈ Ω and set D := D(z0). The space
Z := dom(D) with the norm ‖u‖Z := ‖u‖X + ‖Du‖Y is then a Banach
space. Define E: Z → X by E(u) := u. Since ‖u‖X ≤ ‖u‖Z we find that
E ∈ B(Z,X). For all z ∈ Ω define F (z): Z → Y by F (z)u := D(z)u. Using
that D(z) is closed and that ‖u‖X ≤ ‖u‖Z we find that F (z) ∈ C(Z, Y ).
Furthermore since dom(F (z)) = Z the closed graph theorem ([K], p. 166)
implies that F (z) ∈ B(Z, Y ). By hypothesis F (z)u = D(z)u is holomorphic
for all u ∈ Z. By Theorem A.0.8 it follows that F (z) ∈ B(Z, Y ) is holomor-
phic. Since E: Z → dom(D) is one to one and D(z)E = F (z) for all z ∈ Ω
the assertion follows.

We have the following result due to Rellich.

Theorem A.0.13. Let D(z) ∈ C(H) be a self-adjoint holomorphic family of
type (A) defined on an open neighborhood Ω ⊂ C of an open interval I ⊂ R.
Furthermore let D(z) have compact resolvent for some z ∈ Ω. Then there
is a sequence of scalar-valued functions (λn)n∈N and a sequence of vector-
valued functions (un)n∈N all real-analytic on I, such that for t ∈ I the λn(t)
represent all the repeated eigenvalues of D(t) and the un(t) form a complete
orthonormal family of the associated eigenvectors of D(t).
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Proof. see [K], Thm. VII, 3.9, p. 392.

The following Lemma is a criterion for a family of operators to be holo-
morphic of type (A).

Lemma A.0.14. Let D: X → Y be a closable operator with domain dom(D)
and let Dj, j ∈ N\{0}, be operators X → Y with domain containing dom(D).
If there exist real constants a, b, c ≥ 0 such that ‖Dju‖ ≤ cj−1(a‖u‖+b‖Du‖)
for all u ∈ dom(D) and all j ∈ N\{0}, then the series D(z) = D+

∑∞
j=1Djz

j

for z ∈ C, |z| < (b+ c)−1 defines a family of closable operators with domain
dom(D). Furthermore the closures of these operators form a holomorphic
family of type (A).

Proof. see [K], Thm. VII, 2.6, p. 377.

Now let M be a compact Riemannian spin manifold, let I ⊂ R be an
open interval and let (gt)t∈I be a family of smooth Riemannian metrics on
M .

Definition A.0.15. The family (gt)t∈I is called real-analytic, if for every
t0 ∈ I and for every j ∈ N there exists a section hj ∈ C∞(Sym2(T ∗M)),
such that for all charts (U,ϕ) of M and for all compact subsets L ⊂ U there
exists εL > 0, such that for all t with |t − t0| < εL, for all coordinate vector
fields ∂a, ∂b, 1 ≤ a, b ≤ n, and for all r ∈ N we have

‖gt(∂a, ∂b)−
N∑
j=0

(t− t0)jhj(∂a, ∂b)‖Cr(L) → 0 as N →∞.

We apply the criterion above to show that for a real-analytic family (gt)t∈I
of Riemannian metrics on a compact spin manifold M the family of operators
Dg,gt constructed in Section 2.3 can be extended to a holomorphic family of
type (A). Here we consider the Dirac operator as a closed operator on the
Sobolev space Hm(ΣgM) with domain dom(Dg) = Hm+1(ΣgM) for some
m ∈ N.

Lemma A.0.16. Let (M, g,Θ) be a compact Riemannian spin manifold and
let Dg ∈ C(Hm(ΣgM)) be the Dirac operator. Let (gt)t∈I be a real-analytic
family of Riemannian metrics on M with g0 = g. Then there exists an open
neighborhood Ω ⊂ C of 0 and a self-adjoint holomorphic family of type (A)
of operators D(z) ∈ C(Hm(ΣgM)) on Ω, such that for all t ∈ Ω ∩ I we have
D(t) = Dg,gt.
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Proof. Since (gt)t∈I is a real-analytic family of Riemannian metrics, there
exist hj ∈ C∞(Sym2(T ∗M)), j ∈ N, such that for all charts (U,ϕ) of M and
for all compact subsets L ⊂ U there exists εL > 0 such that for all t with
|t| < εL and for all coordinate vector fields ∂a, ∂b, 1 ≤ a, b ≤ n and for all
r ∈ N we have

‖gt(∂a, ∂b)−
N∑
j=0

tjhj(∂a, ∂b)‖Cr(L) → 0, N →∞.

As in Section 2.3 we define endomorphisms ag,gt and ag,hj , j ∈ N, of TM
such that for all v, w in TM we have

g(ag,gtv, w) = gt(v, w), g(ag,hjv, w) = hj(v, w).

Let (U,ϕ) be a chart of M and let L ⊂ U be compact. For v ∈ TM we
abbreviate |v| := g(v, v)1/2. Let (ei)

n
i=1 be a local g-orthonormal frame on

L. Since (gt)t∈I is real-analytic, there exists εL > 0 such that for all t with
|t| < εL we have

sup
v∈TM |L, |v|≤1

|ag,gtv −
N∑
j=0

tjag,hjv|

= sup
v∈TM |L, |v|≤1

|
n∑
i=1

g(ag,gtv, ei)ei −
n∑
i=1

N∑
j=0

tjg(ag,hjv, ei)ei|

= sup
v∈TM |L, |v|≤1

|
n∑
i=1

gt(v, ei)ei −
n∑
i=1

N∑
j=0

tjhj(v, ei)ei|

≤
n∑

i,j=1

‖gt(ej, ei)−
N∑
m=0

tmhm(ej, ei)‖C0(L) → 0, N →∞.

Therefore we find δL > 0 such that for all t with |t| < δL and for all v ∈ TM |L
the vector bg,gtv is given by a power series, which converges uniformly in v,
|v| ≤ 1. Since M is compact there exists δ > 0 and for all j ∈ N there exists
bj ∈ End(TM) such that for all t ∈ I with |t| < δ we have

sup
v∈TM,|v|≤1

|bg,gtv −
N∑
j=0

tjbjv| → 0, N →∞.

By similar arguments one finds that also for any fixed t the covariant deriva-
tives of bg,gt of any order are given by convergent power series in this sense.
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We insert the power series for bg,gt , gt and fg,gt into (2.7) and define the op-
erator Dj as the coefficient of tj for j ∈ N. Clearly Dj ∈ C(Hm(ΣgM)) and
for ψ ∈ dom(Dk) = Hm+1(ΣgM) the spinor Djψ locally has the form

Djψ(x) =
n∑
i=1

ei · ∇g
bj(ei)

ψ(x) + cj(x) · ψ(x),

where cj are functions with values in the Clifford algebra. Since the series∑∞
j=0 bjt

j and
∑∞

j=0 cjt
j converge uniformly in x ∈M for |t| < δ, there exists

C > 0 such that for all j ≥ 1 we have

sup{|bjv| |v ∈ TM, |v| ≤ 1}1/j ≤ C

δ
, sup{|cj(x)| |x ∈M}1/j ≤ C

δ
.

Again similar estimates hold for the covariant derivatives of bj and cj. We
find that for all j ≥ 1 and for all ψ ∈ dom(Dj)

‖Djψ‖Hm ≤ Cj

δj
(n‖Dgψ‖Hm + ‖ψ‖Hm).

By the criterion above the family D(z) :=
∑∞

j=0 z
jDj defines a holomorphic

family of type (A) on Ω := {z ∈ C| |z| < δ} such that for all t ∈ Ω ∩ I we
have D(t) = Dg,gt . Since Dg,gt is self-adjoint by the construction in Section
2.3, all the operators Dj are self-adjoint. Therefore the family D(z) is self-
adjoint.
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variations de métriques. Comm. Math. Phys. 144, 3, 581-599 (1992).

[BGM] M. Berger, P. Gauduchon, E. Mazet, Le spectre d’une variété rie-
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