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Abstract Recent years have been the platform of discovery
of a wide range of materials, like d-wave superconductors,
graphene, and topological insulators. These materials do
indeed share a fundamental similarity in their low-energy
spectra namely the fermionic excitations. There carriers
behave as massless Dirac particles rather than conventional
fermions that obey the usual Schrödinger Hamiltonian. A
surprising aspect of most Dirac materials is that many of
their physical properties measured in experiments can be
understood at the non-interacting level. In spite of the large
effective coupling constant in case of graphene, it has been
observed that the interactions do not seem to play a major
key role. Controlling the electrons at Dirac nodes in the first
Brillouin zone needs the interplay of sublattice symmetry,
inversion symmetry and the time-reversal symmetry. In
this article, we have used explicit fundamental symmetry to
understand the basic features of Dirac materials occurring
in three diverse systems in a compact 2 × 2 matrix way.
Furthermore, the robustness of the Dirac cones has also been
explored from the scientific notion of topological physics. In
addition, an elementary introduction on the three dimensional
(3D) topological insulators and d wave superconductors will
shed light in their respective fields. Furthermore, we have also
discussed the way to evaluate the effective mass tensor of the
carriers in the two dimensional (2D) Dirac materials. This
methodology has also been critically extended to three dimen-
sional (3D) topological insulators and d wave superconductors.

Keywords Dirac Materials, Graphene, Topological Insula-
tors, d-Wave Superconductors

1 Introduction
Two-dimensional (2D) materials [1–3] are nothing but the

ultrathin nanomaterials having high degree of anisotropy as
well as chemical functionality. They also possess quite diverse
and exotic physical properties along with appropriate control
of shape and size [4]. Dirac materials [5–7] are defined as a

class of material who possess a unique Dirac-like cone type of
low-energy band structure within the first Brillouin zone (BZ).
This allows for the production of extraordinary electrons that
are distinctive from standard electron produced in metals. Typ-
ical electrons, like those found in standard metals, tend to be-
have like massive particles and have a quadratic energy depen-
dence on momentum. Such massive electrons are said to obey
Schrödinger equation. Dirac electrons, on the other hand, have
energies that contain a linear dependence on momentum and
follow Dirac equations. Excitations in Dirac materials may be
fermionic, bosonic or anyonic. The properties of these mate-
rials can be easily tailored by shifting the chemical with the
help of doping or field effect setup [8–12]. In the pedagogical
presentation, we would like to discuss the various symmetries
associated with Dirac materials, namely graphene, topological
insulators and d-wave superconductor in a simple (2 × 2) ma-
trix representation.

2 Dirac cone in graphene-like materials
P.A.M Dirac [13] historically combined two major parts of

physics i.e. relativity and quantum mechanics in the year 1928.
It is his excellence that also predicted the new concept of spin
and proposed the existence of antimatter. Furthermore, his
equation has successfully introduced the brilliant idea of quan-
tum field theory. However, the discovery of graphene [14, 15]
surprisingly triggered the question regarding the relevance
of relativistic Dirac equation [17–19] in the field of material
science.

The nearest-neighbor tight-binding (NNTB) Hamiltonian
[20, 21] of graphene can be written as

Ĥ = ε
∑
i

c†i ci + t
∑
i

(c†i ci+1 + c†i+1ci). (1)

Here, i and i+ 1 label the atomic sites A and B of graphene
(Fig.1) respectively. The creation (annihilation) operator c†i
(ci) creates (annihilates) an electron at i-th site. The other two
terms ε and t represent on-site potential energy and hopping
parameter of the pristine graphene respectively.



Universal Journal of Materials Science 8(2): 32-44, 2020 33

Figure 1. (a) Hexagonal structure of graphene (b) BZ of graphene (c) Semi-
metallic band structure of graphene (d) V -shaped DOS near Dirac point.

In momentum space the eq.1 can be written in matrix form
as

Ĥ = −t
(

0 ∆
∆∗ 0

)
. (2)

It is to note that the uniform on-site potential energy (ε) i.e.
the principle diagonal term of Ĥ is set to zero. This is same as
shifting the Fermi energy (EF ) to zero reference value. In the
above eq.2, the off-diagonal element can be written as follows

∆ ≡
∑
δ

exp(i~k · ~δ) ≡
∑
δ

(
cos(~k · ~δ) + i sin(~k · ~δ)

)
. (3)

Here, δi (i ∈ {1, 2, 3}) stands for the nearest-neighbor vectors.
It is easy to understand from Fig.1 that

δ1 =
a

2

(
1,
√

3
)
, δ2 =

a

2

(
1,−
√

3
)
, δ3 = −a

(
1, 0
)
.

(4)
The eigenvalues of the NNTB Hamiltonian in eq.2 refer the

energy dispersion (E − k) relation of graphene sheet. The
eigenvalues can be written as follows

E± = ±t
√

∆∆∗ = ±
√

3 + λ(k). (5)

A simple careful algebra in eq.5 yields

λ(k) = 2 cos
(√

3kya
)

+ 4 cos
(3

2
kxa
)
cos
(√3

2
kya
)
. (6)

The dispersion relations given in eq.5 have been depicted in
Fig.1(c). Clearly the conduction and valence bands touch each
other at corners of the BZ (K and K ′) giving rise to the zero
band gap semiconducting or semi-metallic behaviour. This can
be easily understood from the following arguments. The co-
ordinates of K and K ′ are 2π

3
√

3a
(
√

3, 1) and 2π
3
√

3a
(
√

3,−1)

respectively. Substituting the values of kx and ky individually
for K and K ′ in eq.6 we have obtained the value of λ(k) is
invariably −3. As a consequence, E± is zero at K and K ′.

Moreover, the Hamiltonian in eq.2 can be explicitly written
as

Ĥ = −t
∑
δ

(
0 cos(~k · ~δ) + i sin(~k · ~δ)

cos(~k · ~δ)− i sin(~k · ~δ) 0

)
. (7)

Near the band touching points K and K ′ the eq.7 can
be simplified as follows. Let us introduce two parameters
q(qx,−qy) = k − K and q′(qx,−qy) = k − K ′ represent-
ing relative momentum. Therefore, the Hamiltonian can be
expressed as follows

Ĥlow = vF

(
0 qx − iqy

qx + iqy 0

)
= vF

[
qx

(
0 1
1 0

)
+ qy

(
0 −i
i 0

)]
.

(8)

The above eq.8 can be written in a compact form near K and
K′ point in terms of Pauli spin matrices σ = (σx, σy))

K → Ĥlow = vF~σ · ~q (9)
K ′ → Ĥlow = vF~σ · ~q′

It is to note that these low energy Hamiltonians (Ĥlow) can
be efficiently compared with the relativistic Dirac Hamiltonian
(ĤD)

HD = c~σ · ~q +mc2σz =

(
mc2 c(qx − iqy)

c(qx + iqy) −mc2
)
(10)

The eigenvalues of this massive HD, E± =

±
√
q2
x + q2

y +m2c4 gives us gapped states. However,
following differences can be observed.

(i) In condensed matter systems the velocity is not equal to
the speed of light (c) but represents the Fermi velocity (vF ) of
the system.

(ii) The mass term is zero for pristine graphene.

The quasi particles that can be described by eq.10 are
popularly known as Dirac fermions. In case of massless
Dirac equation m → 0 the energy spectra is gapless and
the dispersion relation is linear. This feature is qualitatively
distinct from the quadratic dispersion of normal semiconductor
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or metals. For metals and some doped semiconductors the
low energy Schrödinger Hamiltonian (HS) can be described
as HS = p2/2m∗, where m∗ represents effective mass of the
particle. The quasiparticles that obey this description is better
known as Schrödinger fermion.

Figure 2. Difference between normal 2D materials and 2D Dirac materials.

Furthermore, it is evident from eq.10 that the positive and
negative energy eigenstates of the massive Dirac Hamiltonian
are made from the same space of spinors. As a consequence,
particle and hole share same effective mass (m) responsible for
a band gap ∆ = 2mc2. It is to remember that for normal metal
and insulator particle and hole are not interconnected and sat-
isfy Schrödinger equation separately. This leads towards differ-
ent effective masses for particle and hole and there is no unique
restriction on the band gap. Scanning tunneling microscope
(STM) can be used to measure the density of states (DOS) ex-
perimentally. In brief, all gapless semiconductors are not Dirac
materials. The differences between 2D matters and the 2D
Dirac matters are described in tabular form in Fig.2. As long
as they exhibit parabolic dispersion, they satisfy Schrödinger
equation as depicted in Fig.3. However, Dirac materials are
unique in a way that the particles are holes in these systems
are always interconnected and governed by relativistic Dirac
equation.

Figure 3. Energy dispersion dependence for electrons in a typical metal that
tends to follow Schrödinger’s Equation and have a quadratic dependence to
momentum. On the right is the dispersion relation for Dirac electrons which
posses a linear Dirac-like dependence.

As mentioned earlier, Dirac Hamiltonian in condensed mat-

ter systems contains the Fermi velocity instead of the speed
of light. Hence, it is not Lorentz covariant. The spin oper-
ator in HD does not correspond to the real spin of the par-
ticles but often represents some more general degree of free-
dom. Moreover, the bosonic Dirac materials are qualitatively
different from the fermionic ones. As mentioned earlier the
fermionic Dirac materials are characterized by the existence of
fermionic quasiparticles where Fermi velocity is equivalent to
the Dirac velocity. On the other hand, no Fermi velocity exists
in bosonic Dirac materials and the Dirac velocity turns out to
be a more general key property of such type of systems. An-
other interesting feature of Dirac materials has been described
as follows. The quantization of Landau level in 2D Dirac ma-
terials is not linear in field ( ~B) but described by a relation
En(B) ∼

√
nB as depicted in Fig.4. In addition, the spacing

between the quantized energy levels of the electrons in a mag-
netic field B changes from being linear in B for Schrödinger
fermions to a

√
B dependence in massless Dirac systems.

Figure 4. Comparision between the Landau levels of normal and retivistic
particles (top) and Low energy excitations in usual metal, Dirac material and
Insulator (bottom).

Here, it is important to note that the metals possess fi-
nite phase-space for low-energy electronic excitations where
specific heat increases almost linearly with the temperature.
However, semiconductors are characterized by a finite energy
gap to be overcome for electronic excitations. Therefore, the
thermally generated electron-hole pairs are exponentially sup-
pressed at low temperatures. In general, the dispersion relation
in arbitrary ‘d’ dimension can be written as E ∼ ks [16]. The
DOS, represented by g(E) can be evaluated from elementary
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calculations as given below

g(k)ddk = g(E)dE

or, cdk
d−1g(k)dk = g(E)dE

or, g(E) = cd
d

kd−1

dk

dE
g(k)

or, g(E) = cd
d

s
kd−sg(k).

(11)

This implies g(E) ∼ d
sE

d
s−1. In other words, the DOS

corresponding to a dispersion relation E ∼ ks in ‘d’ dimen-
sion varies as g(E) ∼ E

d
s−1. For Dirac materials in ‘d’ di-

mension DOS near Dirac point scales as g(E) ∼ Ed−1. The
DOS thus vanishes at Dirac point indicating the essential semi-
metal characteristic for d > 1. In 2D system such as graphene
or topological insulators the DOS gives a V shape depicted in
Fig.1(d) in comparison with the constant value for massive par-
ticles with dispersion E = ~2k2

2m . Besides, the average energy
(U ) can be written as

U(T ) =

∫ kBT

0

Eg(E)dE. (12)

The variation of U with temperature is U ∼ T
d
s+1. Specific

heat is nothing but the energy required to change the temper-
ature of a sample. Thus, the low temperature specific heat
∼ T d/s in any arbitrary spatial dimension ‘d’. In fact, Debye
T 3 follows for d = 3 and s = 1 values. Even, ferromagnetic
low temperature magnon specific C ∝ T 3/2 for d = 3 and
s = 2 is also indicated. The low temperature specific heat of
Dirac materials C(T → 0) ∝ T d while for metal there is a
uniform variation C(T → 0) ∝ T Thus, for system whose rel-
evant physical dimension greater than 1, the study of specific
heat at low temperature will eventually probe the underlying
nature of quasiparticles in Dirac materials. In case of graphene
the parameters are d = 2 and s = 1. Therefore, U(T ) ∼ T 3

leading towards Cv ∼ T 2.

3 Calculation of Effective Mass for
Dirac-like spectrum

An important quantity in the dispersion relation (E − k) is
the effective mass m∗ defined as

1

m∗
=

1

~2

∂2E

∂k2
(13)

which can be measured from the specific heat measurement.
The effective mass as defined above can also be regarded as
the inverse of the curvature of the band structure E(k). Now,
naive application of the conventional above semiconductor def-
inition of effective mass to linear dispersion given above re-
duces to (m∗)−1 = 0 or an infinite effective mass of Dirac
fermions [17]. Then, how is it possible to account for the fi-
nite mass (zero or non-zero, if possible) of Dirac fermions. As
has been emphasized the Dirac band structure contains a linear
dispersion relation E = vF p = ~vF

√
k2
x + k2

y corresponding

to a constant electron speed v = ∂E
∂p = vF that is. independent

of the momentum. The typical Fermi velocity of graphene like
material is approximately 8.3× 105m/s = c

400 , where c is the
speed of light in free space. The system is not completely rela-
tivistic but the analogy is in the linear dispersion relation. Be-
sides, in fact there is no Lorentz invariance for charge carriers
in graphene. The problem of effective mass can be answered
clearly if we think that the effective mass is indeed a second
rank tensor

(
[(m∗)−1]ij = 1

~2∇i∇jE(k)
)

and can be written
more compactly for 2d graphene system [17] as

(m∗)−1 =
1

~2

(
∂2
kx

∂kx∂ky
∂kx∂ky ∂2

ky

)
~vF

√
k2
x + k2

y (14)

Substituiting the derivation in the above equation we obtain the
effective mass tensor

(m∗)−1 =
vF
~

 k2
y

(k2
x+k2

y)3/2 − kx ky
(k2
x+k2

y)3/2

− kx ky
(k2
x+k2

y)3/2

k2
x

(k2
x+k2

y)3/2

 . (15)

Further simplification of the above (2 × 2) matrix by the sub-

stitution ~p = ~~k along with p = ~
√
k2
x + k2

y yields

(m∗)−1 =
vF
p3

(
p2
y −px py

−px py p2
x

)
(16)

Again 2d k-space can be further simplified by the simple
trigonometric substitution px = p cos(θ) and py = p sin(θ) to
obtain a simple form

(m∗)−1 =
vF
p

(
sin2(θ) − cos(θ) sin(θ)

− cos(θ) sin(θ) cos2(θ)

)
=
vF
p
M(θ)

(17)

The matrix M(θ) possesses two simple but important prop-
erties which are required for finding the eigenvalues without
going through secular equation. It is clear that Tr[M(θ)] = 1
and det[M(θ)] = 0. This gives clearly that the eigenvalues are
(0, 1). Hence, (m∗)−1 = vF

p (0, 1). Thus, the effective mass
of Dirac electrons is (∞, p

vF
) = (mL,mT ) with longitudinal

mass mL = ∞ while the transverse mass being mT = p
vF

which vanishes at the Dirac point as p → 0. Considering the
eigenvector of the above matrix, it can be concluded that the
principal direction actually corresponds to changes in momen-
tum parallel to the momentum direction, which is a longitudi-
nal change. Note that the longitudinal mass mL = ∞ is ex-
actly the result obtained in the non-tensorial analysis. Hence,
at the Dirac point electrons in graphene have an infinite longi-
tudinal mass but are massless in transverse direction.
For n-doped graphene, there is a net excess of electrons over
holes which results in states being occupied up to an energy
EF above the Dirac point. The Fermi momentum being of the
linear dispersion relation turns out to be kF = EF

~vF . In this
case, the topology of the Dirac point and Pauli exclusion prin-
ciple dictate [17] that the transverse mass mT ≈ pF

vF
= EF

v2
F

,
however, the longitudinal mass remains at∞. Again, since the
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effective mass is anisotropic in nature, one can compute the ef-
fective m∗ as the harmonic mean [17] of all directions and is
given by

m∗av =
2

m−1
L +m−1

T

=
2pF
vF

=
2EF
v2
F

= 2×mT (18)

This result also can be obtained by averaging over θ for the
electrons lying within Fermi circle of radius pF . Thus, the
averaged inverse effective mass tensor is simply

(m∗av)
−1 =

vF
2πpF

∫ 2π

0

M(θ) dθ (19)

With this definition, the averaged effective mass tensor re-
duces to

(m∗av)
−1 =

vF
pF

(
0, 1

2

)
(20)

Thus, the averaged effective mass [17] is 2EF
v2
F

as obtained
earlier. These results are important to the transport proper-
ties of these Dirac electrons in case of n-doped or p-doped
graphene system. These results can be further generalized to
3d Dirac case as follows. In this case, the effective mass tensor
will look like

(m∗)−1 =
vF
p3

 p2
y + p2

z −px py −px pz
−px py p2

x + p2
z −pypz

−px pz −pypz p2
x + p2

y

 (21)

Again 3d k-space can be further simplified by the simple
trigonometric substitution px = p sin(θ) cos(φ) and py =
p sin(θ) sin(φ), pz = p cos(θ) to give us simplest form

(m∗)−1 =
vF
p

 sin2(θ) sin2(φ) + cos2(θ) − sin2(θ) cos(φ) sin(φ) − sin(θ) cos(θ) cos(φ)
− sin2(θ) cos(φ) sin(φ) sin2(θ) cos2(φ) + cos2(θ) − sin(θ) cos(θ) sin(φ)
− sin(θ) cos(θ) cos(φ) − sin(θ) cos(θ) sin(φ) sin2(θ)

 =
vF
p
M(θ, φ). (22)

It is easy to notice again that the Tr[M(θ, φ)] = 2 and
det[M(θ, φ)] = 0. It is also interesting to note that

M(θ, φ) =

 1 0 0
0 0 0
0 0 1

 (23)

for θ = φ = π
2 . Whereas, for θ = 0 and φ = π

2 , M(θ, φ)
takes the form

M(θ, φ) =

 1 0 0
0 1 0
0 0 0

 (24)

In the above two situations, the effective mass tensor is re-
spectively ( p

vF
,∞, p

vF
) and ( p

vF
, p
vF
,∞). There is only one

longitudinal direction for which mL →∞. The average effec-
tive mass m∗ = 3

(m1)−1+(m2)−1+(m3)−1 = 3pF
vF

= 3EF
v2
F

.
In this situation, the averaged inverse effective mass tensor

is simply

(m∗av)
−1 =

vF
4πpF

∫ π

0

∫ 2π

0

M(θ, φ) sin(θ)dθ dφ (25)

Finally, the averaged effective mass tensor reduces to

(m∗av)
−1 =

vF
pF

 2
3 0 0
0 2

3 0
0 0 2

3

 (26)

with average effective mass being 3EF
2v2
F

. As a consequence,
Dirac electrons behave like massless fermions which allow for
ballistic transport along the surface of the Dirac material. This
effective mass calculation for 3D Dirac fermions is a new re-
sult. Unlike other massless particles such as neutrinos, Dirac

electrons have a charge. As a result, electrons in Dirac materi-
als are charged massless particles that can easily be influenced
by an external magnetic field. This opens the door to some
exotic physics and physical properties in Dirac materials that
are not found in typical materials, which may be utilized for a
plethora of future applications.

The origin of the presence of Dirac nodes [18, 22] in the
spectrum is due to the time-reversal symmetry and sublattice
symmetry in Dirac materials. In fact. the presence of such
nodes results to a sharp reduction of the phase space for low-
energy excitations in these Dirac materials. In other words, the
dimensionality of the set of points in momentum space where
we have zero-energy excitations is reduced in Dirac materials
as compared to normal metals. This shrinkage of phase space
controlled by additional symmetry in the system is an indicator
for Dirac materials. This phase space reduction and tailoring
the symmetries involved in it can be the essential key parameter
for device application. Firstly, it is possible to lift the protected
symmetry of the Dirac node and therefore destroy the signa-
ture of nodes to open an energy gap. This simple modification
of the spectrum of quasiparticles drastically however changes
the response of the Dirac material. As a simple example, for
topological insulator, the magnetic field can be important pa-
rameter for tuning the spectrum of Dirac materials. Secondly,
Dirac nodes and the resultant reduction of phase space do in-
deed suppress dissipation and hence can be used for the devices
exploiting the coherence of low-energy states in the nodes. An-
gle Resolved Photoemission Electron Spectroscopy (ARPES)
measurements can identify the signature of Dirac nodes in the
spectrum. It has been observed that the occurrence of massless
Dirac fermions materials generally traces back to a material
specific symmetry, which enforces degeneracy and a vanishing
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mass term (m = 0) in the Dirac Hamiltonian.

4 Important symmetries in Dirac mate-
rials

Now let us check the associated symmetries of the Hamilto-
nian given in eq.8. The inversion operation can be understood
as

Î : H(k) = σxH(−k)σx.

In absence of a magnetic field, the system is also naturally
time-reversal invariant

T̂ : H(~k) = H∗(−~k).

The combination of both symmetries requires that

T̂ Î : H(~k) = σxH
∗(~k)σx.

In the above discussion we have neglected the effect of spin-
orbit coupling because of its negligible value in graphene. Fur-
thermore, it has been reported that silicene and its close rela-
tive, germanene, exhibit Dirac cones similar to graphene. All
these systems are two-dimensional crystals with trigonal sym-
metry

(
C3v

)
host Dirac fermion excitations in the corners, ~K

and ~K ′. As previously mentioned, T̂ and Î simultaneously
protect the Dirac points. However, the hopping parameters can
be anisotropic with different values of nearest neighbor hop-
pings. The presence of C3 symmetry i.e. the symmetry after
2π/3 rotation about hexagon center imposes that the hopping
matrix elements must be invariant upon the cyclic changes. As
a consequence, the Dirac points are restricted to the K and K′.
Therefore, these three symmetries all together globally protect
the Dirac points.

This trigonally symmetric structures can be efficiently used
to fabricate artificial Dirac materials similar to graphene. First
of all there is no sub-lattice symmetry breaking mass term in
the Hamiltonian i.e m = 0. This is another way of saying that
the pure lattice is symmetric under inversion (A ↔ B). This
can be understood as follows

Î−1Ĥlow Î = σ−1
x vF

(
0 qx − iqy

qx + iqy 0

)
σx

= vF

(
0 qx − iqy

qx + iqy 0

)
= Ĥlow.

(27)

Therefore, the breaking of inversion symmetry similar to
adding a σz term in the Dirac Hamiltonian. Next, we can check
the transformation of Ĥlow under time reversal operator (T̂ )

T̂−1ĤlowT̂ =
(
σ−1
y K−1

)
vF

(
0 qx − iqy

qx + iqy 0

)(
σyK

)
= vF

(
0 qx − iqy

qx + iqy 0

)
= Ĥlow

(28)

In case of (pseudo) spin system T̂ ≡ σyK. Here, K is the
complex conjugation operator. Hence, the Hamiltonian is in-
variant also under reversal of time. Therefore, it is easy to un-
derstand that the time-reversal symmetry along with sublattices
symmetry protects the Dirac point in graphene.

5 Topological phase and associated
symmetries

The first experimental observation of Integer Quantum Hall
Effect (IQHE) in 1980 dramatically introduced the concept
of topological phase in band theory. The topological insulat-
ing phase is completely different from conventional insulators.
Here we will discuss the topologically trivial (conventional
insulator) and non-trivial phase. The topological non-trivial
phase is sometime referred as symmetry protected phase.

In order to distinguish topological non-trivial and trivial or
normal insulating phase we have to introduce the concept of
Berry phase and Chern number [23]. However, the concept
of Berry phase is not specifically related to the band theory of
solids but a more general concept. It deals with the quantum
adiabatic transport of particles in slowly varying fields. In band
theory, also, we can define a time scale corresponding to the
band gap of an insulator or semiconductor. If we very slowly
tune the Hamiltonian with respect to the external parameters
(~R(t)) along a path C in parameter space. The time evolution
of the state can be described by

H(~R(t)) |u(t)〉 = i~
d

dt
|u(t)〉 . (29)

During this evolution, the systems gains a phase equivalent
to

θ(t) =
1

~

∫ t

0

En(~R(t′))dt′ − i
∫ t

0

〈n(~R(t′))| d
dt′
|n(~R(t′))〉

(30)
First part can be identified as conventional dynamical phase.

However, second part is known [24, 25] as negative of Berry
phase γn. We can write

γn = i

∫ t

0

〈n(~R(t′))| d
dt′
|n(~R(t′))〉 dt′.

= i

∫
C

〈n(~R)|~∇~R|n(~R)〉 d~R
(31)

From the analogy of the electromagnetic (EM) theory, we
can write Berry connection or Berry vector potential as

~An(~R) = i 〈n(~R)|~∇~R|n(~R)〉 → γn =

∫
C

~An(~R) · d~R
(32)

Applying Stokes theorem, we can write

γn =

∫
S

(~∇~R × ~An(~R)) · d~S =

∫
S

~Fn · d~S (33)

~S is the area in the parameter space with the boundary C.
Berry curvature (~Fn = ~∇~R × ~An(~R)) is simply defined as
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the Berry phase per unit area in the parameter space. Berry
connection (Aµ) can be thought as a n-component vector that
obeys eq.32. As a consequence, Berry curvature of the i-th
state (Fi,µν) turns out to be a (real) antisymmetric second-rank
tensor following the relation

Fi,µν(~R) = δµAi,ν(R)−δνAi,µ(R) = 2Im 〈δµui(R)|δνui(R)〉
(34)

It can be shown that for the time reversal invariant case the
Berry curvature is a odd function [23].

Furthermore, we can calculate the Chern number of the i-th
state (ni) and Hall conductance (σ = e2

h × n) as follows

ni =
1

2π

∫
S

Fi,µν(~R)d~R = 0. (35)

We are integrating an odd function over a symmetric interval
therefore n and hence σ have vanished. This is a signature of
conventional insulators and the system is in topological trivial
phase.

The low energy spectrum of graphene behaves like mass-
less Dirac fermion. Now we are interested to find the nature
of perturbations that can split the Dirac points. In our above
discussion we have established that the conservation of Î and
T̂ together can not open a gap. Therefore, we will now con-
sider the Hamiltonians where either one of these symmetries is
broken. Let us first add a mass term introduced by Semenov
in the low energy Hamiltonian that is proportional to σx. Let
Semenov mass term be δHSem = mSemσx. Then, the Hamil-
tonian in eq.8 will look like

ĤSem = vF

(
0 qx − iqy

qx + iqy 0

)
+mSem

(
1 0
0 −1

)
=

(
mSem vF (qx − iqy)

vF (qx + iqy) −mSem

)
.

(36)
We can now check the transformation of ĤSem under time

reversal and inversion. At first the time reversal operation (T̂ )
can be written as

T̂−1ĤSemT̂ =
(
σ−1
y K−1

)( mSem vF (qx − iqy)
vF (qx + iqy) −mSem

)(
σyK

)
=

(
mSem vF (qx − iqy)

vF (qx + iqy) −mSem

)
= ĤSem.

(37)

Hence, we can see that this term is invariant under T̂ . Fur-
thermore, the transformation of ĤSem under inversion opera-
tion (Î) can be understood as follows

Î−1ĤSemÎ = σ−1
x

(
mSem vF (qx − iqy)

vF (qx + iqy) −mSem

)
σx

= −
(

mSem vF (qx − iqy)
vF (qx + iqy) −mSem

)
= −ĤSem.

(38)
Clearly,Hsem changes sign under the action of Î . Therefore,

it breaks the inversion symmetry [7] and we end up with an sit-
uation where there is nothing to protect the Dirac points. Phys-
ically, this situation is similar to choose distinct on-site poten-
tial for two different sublattices. In other words, we are choos-
ing hexagonal boron-nitride instead of graphene. It has also
been experimentally proven that the hexagonal boron-nitride
has a finite band gap 6.47 eV [26]. The gap can be estimated
to be 2mSem from the difference of eigenvalues of ĤSem i.e.
E± = ±

√
v2
F q

2 +m2
Sem. We have therefore induced a gap

in the graphene spectrum. However, this case is not that inter-
esting particularly from topological point of view. The reason
is simply due to the fact that the Semenov mass δHsem does
not break the time reversal symmetry of the system. We have
previously shown in eq. 35 that the systems remain invariant
under T̂ are topologically trivial as the Chern number remain
invariably zero.

Therefore, we have to introduce an mass term that will also
break the time reversal symmetry of the system and lead the
system towards topologically non-trivial state. Haldane [27]
historically solved the problem by introducing a mass term
called Haldane mass δHHal = τzσzmHal. The term δHHal

is almost similar to δHSem apart form the fact that it possesses
different signs in two different valleys because of the τz term.
Therefore, the system is no longer invariant under T̂ . In or-
der to realize the equivalent lattice model, one has to naturally
introduce imaginary second nearest neighbour hopping.

We can now check the transformation of ĤHal under T̂ op-
eration

T̂−1ĤHalT̂ = τz

(
σ−1
y K−1

)( mHal vF (qx − iqy)
vF (qx + iqy) −mHal

)(
σyK

)
= −

(
mHal vF (qx − iqy)

vF (qx + iqy) −mHal

)
= −ĤHal.

(39)
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Hence, we can see that ĤHal is not invariant under T̂ . Fur-
thermore, the transformation of ĤSem under inversion opera-
tion (Î) can be understood as follows

Î−1ĤHalÎ = τzσ
−1
x

(
mHal vF (qx − iqy)

vF (qx + iqy) −mHal

)
σx

= −
(

mHal vF (qx − iqy)
vF (qx + iqy) −mHal

)
= −ĤHal.

(40)
Hence, the introduction of δHSem simultaneously break the T̂
and Î symmetry of the system. Similar to the previous case
there is also a band gap (= 2mHal) in the system correspond-
ing to the eigenvalues E± = ±

√
q2 +mHal. Let us now cal-

culate the Chern number of the system in presence of this Hal-
dane mass term. For that reason, we have considered the low
energy approximation of the system and argue the almost all
the contribution of the eq.35 comes from the corners of the BZ.
As already mentioned in eq.9 that the low energy Hamiltonian
near a single Dirac point can be written as

Heff = ~d(~k) · ~σ (41)

Therefore, ~d(~k) can be written as ~d(~k) = (vxkx, vyky,m).
Thus, Berry curvature is

Fx,y =
1

2d3
~d · (δi~d× δj ~d) =

1

2d3
vxvym. (42)

or,

n =
1

2π

∫
BZ

dkxdky
vxvym

2(v2
xk

2
x + v2

yk
2
y)3/2

=
1

2
sgn(vxvym).

(43)
At this point we want to check the values of n in presence of

Semenov and Haldane mass terms.
In case of Semenov mass, valley-I corresponds to the set of

input parameters (vx(= vF ), vy(= vF ),msem) while, valley-
II corresponds to (−vx, vy,mSem). Substituting these set of
values in eq.43 individually and then adding we get

nSem =
1

2
sgn(v2

FmSem) +
1

2
sgn(−v2

FmSem) = 0. (44)

Therefore, the system is in the well expected topologically
trivial state. In contrary, for the Haldane mass we can write the
set of parameters for valley-I as (vx(= vF ), vy(= vF ),mhal)
and same for valley-II as (−vx, vy,−mHal). Hence the Chern
number is

nHal =
1

2
sgn(v2

FmHal) +
1

2
sgn(v2

FmHal)

= sgn(mHal) = ±1.
(45)

As v2
F is always positive we can remove it under sgn func-

tion. Therefore, we can conclude that graphene is a chern in-
sulator in presence of Haldane mass. The Hall conductance is
therefore σx,y = e2

h sgn(mHal).

It is worth mentioning that the role of spin of electrons has
not been discussed here. However, the presence of spin orbit
coupling (SOC) term also allows a new spin and valley depen-
dent mass term in the Hamiltonian. That gives rise to various
important aspects of topological insulators [28]. The SOC ef-
fect is negligible for graphene while it is prominent for systems
with large atomic number [29–33].

In brief, the Semenov type of mass term only transforms
Ĥlow to massive Dirac equation. As a result, the inversion
symmetry of the system is no longer protected. However, the
system remains invariant under time reversal symmetry. This
effect essentially opens a gap in the energy band spectra and the
system becomes insulating. This insulating phase is the con-
ventional insulating phase of the band theory because Chern
number of the phase is zero. In other words this phase is called
topologically trivial phase. Whereas, the incorporation of Hal-
dane mass term simultaneously breaks the inversion as well as
time revarsal symmetry of the system. This also induces a band
gap in the system while the Chern number is non zero (±1) in
this phase. Therefore, this insulating phase is distinct from the
conventional insulators and we call this phase as topologically
non-trivial phase. The systems with Chern numbers ±1 are
sometimes referred as Chern insulators [27, 34].

6 3D topological insulator
The formal definition of a topological insulator is an

insulator in the bulk interior but the surface states are con-
ducting. This property is a non-trivial symmetry protected by
topological order. Thus the electrons in such systems move
along the surface of the material. Time-reversal invariant
3D bulk insulating state can be characterized by four Z2

topological invariants (ν0; ν1ν2ν3) [35]. We can remember
that in two dimension we have only one topological invariant
i.e. Chern number (n). Depending on the ν0 value 3D TIs
can be classified into two category i.e. weak and strong 3D
topological insulator.

We will now briefly illustrate the underlying concept of
weak and strong topological insulating phases. Let, two
constraints kz = 0 and kz = π transform the 3D Hamiltonian
to 2D case with values H(kx, ky, 0) and H(kx, ky, π). We can
consider, these two states as 2D topological insulators with
distinct Z2 indices. Simply, two situations are possible

(i) The Z2 indices of H(kx, ky, 0) and H(kx, ky, π) are
same→ trivial or weak topological insulators.

and

(ii) The Z2 indices of H(kx, ky, 0) and H(kx, ky, π) are
different→ non-trivial or strong topological insulators

Therefore, the simplest way to visualize weak 3D topologi-
cal insulators is to consider them as stacked 2D quantum spin
Hall insulator layers as shown in Fig.5(a) and (b). This method
is almost similar to the construction of 3D integer quantum
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Hall states [36, 37].

Figure 5. (a) Weak topological insulator made from quantum spin Hall layers
(b) Weak topological insulator surface can be considered as bilayer. (c) Fermi
circle encloses odd (even) number of Dirac points for strong (weak) topological
insulator.

These layers are weakly coupled to each other and let the
topological invariant of each later is described by ν = n. The
conductivity tensor in 3D can thus be written as follow

σi,j =
e2

2πh
εijkGk (46)

Here, ~G is the the reciprocal lattice vector associated with
the layers with finite uniform separation. If we increase the
inter-layer coupling the surface states and Hall conductivity re-
main protected. Therefore, ~G can be indicated by three Chern
numbers (ν1ν2ν3) interpreted as Miller indices in reciprocal
space. The helical edge states of the coupled spin Hall insu-
lating layers are now transformed to anisotropic surface states.
However, in contrary to 2D edge states, the surface states in
weak 3D TIs are not protected by time reversal symmetry. This
weak topological insulating phase is characterized by ν0 = 0.

On the other hand, the ν0 = 1 phase is completely distinct
from the previous case. This new phase is described as strong
3D topological insulator. The layered spin Hall insulators can
not represent the strong TIs. It is to note that the surface Fermi
circle in a strong topological insulator encloses an odd number
of Kramer’s degenerate Dirac points [23] as shown in Fig.5(c).
We can immediately write down the Hamiltonian for the sim-
plest case of one Dirac point as follows

Ĥsur = i~vF~σ · ~∇ (47)

Here, Ĥsur, ~σ and vF represent surface Hamiltonian, spin
operator and Fermi velocity respectively. The electronic states
of the strong TI surface is similar to that of graphene. How-
ever there is only one significant difference. Strong TI surface
exhibits one, while graphene possesses total four Dirac points
considering two valleys and two spins. Therefore, the surface
states of strong TIs are not spin degenerate. Time reversal sym-
metry imposes an elegant connection between spin and mo-

menta. The condition that spin must rotate with momenta (~k)
around the Fermi surface leads towards the occurrence of Berry
phase with value 0 or π. In case of circling a Dirac point we
achieve the Berry phase = π case.

7 d-Wave Superconductor
The superconductivity of a material occurs because of for-

mation of electron pairs known as Cooper pairs indirectly sup-
ported by the phonon. This problem cannot be formally at-
tacked by the perturbation theory because of the emergence of
subtle non-analytic ground state of the Cooper pairs [38]. This
non-perturbative condensed state was correctly described by
Bardeen-Cooper-Scrieffer (BCS) theory. The wave function of
a simple two particle Cooper pairs consists of orbital and spin
part (α, β) as

ψ(~r1, ~r2;α, β) = φ(~r1, ~r2)× 1√
2

[α(1)β(2)− α(2)β(1)]

(48)
Here the spin part being singlet in nature, the spatial part
φ(~r1, ~r2) must be symmetric to satisfy the generalized Pauli
principle of antisymmetric character. One can also have other
option as well i.e. orbital antisymmetric but spin part symmet-
ric such as given by

ψ(~r1, ~r2;α, β) = φ(~r1, ~r2) × [α(1)α(2)]

× [β(1)β(2)]

× 1√
2

[α(1)β(2) + α(2)β(1)]

(49)

Here, since three spin symmetric states are possible, hence
it is named as spin triplet state. The orbital part of the wave
function however can have angular momentum state such as
l = 0 (s state), 1 (p state), 2 (d state), 3 (f state). For an
effective attraction between the electrons in Cooper pair, it can
be argued [39] that the singlet spin state will give the lowest
ground state energy. If the spin part of the wave function
is antisymmetric (Singlet), then the orbital part of the wave
function has to be even ( = 0, 2, 4...). The normal BCS Cooper
pair correspond to s (l = 0) wave superconductor while the
high temperature superconductors fall into the category of d
wave superconductors with l = 2. The wave function in case
of l = 0 state is spherically symmetric like the s-states of
hydrogen atom. All elemental superconductors such as Al,
Nb and Pb are in s-wave superconductors (S = 0, l = 0)
while Sr2Ru4 is an example of p-wave (S = 0, l = 1)
superconductor. In the same tune, cuprate high temperature
superconductors are lying in d-wave (S = 0, l = 2) cate-
gory [40]. Similarly, UPt3, a heavy fermionic system is in the
category of f-wave (S = 1, l = 3) superconductor.

The order parameter of this phase transition (normal to su-
perconducting state) is a complex quantity given by the energy
gap ∆(k) = |∆(k)| exp(iθ(k)). Here |∆(k)| refers to the mag-
nitude of the superconducting gap and θ(k) is the phase of the
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order parameter. Note that in the normal metallic state, this
gap vanishes. This gap roughly indicates the required energy
to break a Cooper pair. On the other hand the phase θ(k) is
key factor which the superconducting wave function acquires
spontaneously below the transition temperature Tc. Note also
that this gap exists in the momentum or k-space. For an s-wave
superconductor, this gap ∆(k) is independent of k and hence
isotropic in all directions. Moreover, it has a fixed phase in
all directions. On the otherhand, d-wave in particular dx2−y2

superconductors shown in Fig.6 have anisotropic gaps and the
gap can reach zero at four line nodes located at the diagonals
of the BZ [41, 42].

Figure 6. (a) Two dimensional superconducting state with the full symmetry
of a square crystal corresponds to singlet s-wave superconductivity and the un-
conventional superconducting state with (b) singlet dxy symmetry, (b) singlet
dx2−y2 symmetry and (d) singlet gxy(x2−y2) symmetry.

Thus, the energy gap of d-wave superconductors breaks the
rotational symmetry in k-space. Thus, the typical d-wave pair-
ing has cloverleaf shape with alternative positive and negative
lobes. For example dx2−y2 has 4 lobes with alternating phase.
Since the superconducting gap of d-wave pair goes to zero in
ceratin direction of k-space, hence it is easier to break up the
Cooper pair with a phonon in that direction. In fact, this point
really plays the key role for identifying the electronic structure
with Dirac material. This fact clearly rules out the possibil-
ity of s-wave superconducters as Dirac material. In fact, one
can directly visualize the sign change of the gap of d-wave
superconductor by phase-referenced quasiparticle interefence
technique [43]. Note that the experimental data obtained so
far clearly indicate that the cuprate high temperature supercon-
ductors are two-dimensional materials. To explore the elec-
tronic structure of such a two-dimensional spin- singlet super-
conductor, we consider the real-space mean-field BCS Hamil-

tonian [18, 44, 45]

HBCS =
∑
α

∫
d2r ψ†α(r) H0(r) ψα(r)

+
∑
α,β

∫ ∫
d2r d2r′

(
∆αβ(r, r′) ψ†α(r)ψ†β(r) + h.c.

) (50)

Here h.c. indicates the hermitian conjugate so that the
full Hamiltonian is hermitian. The electronic field operators
ψ†α(r), ψβ(r) do satisfy the following anticommutation rela-
tions given by

{
ψα(r), ψ†β(r′)

}
= δαβ δ(r − r′){

ψ†α(r), ψ†β(r′)
}

= 0 = {ψα(r), ψβ(r′)} (51)

The first term is usual non-interacting kinetic energy
H0 = − ~2

2m∇
2 and the second term is responsible for the

superconducting pair. It is interesting to note that the number
operator N̂ =

∑
α

∫
d2r ψ†α(r)ψα(r) does not commute with

the above Hamiltonian HBCS . The pairing occurs below the
transition temperature Tc. The spin and spatial structure of
∆αβ reflects the type of superconducting pairing. For s-wave
superconducting the Fourier transform of ∆αβ is independent
of k and hence is isotropic in nature. It does not change
sign any where in the BZ. For both s-wave as well as d-wave
superconductor, above Tc, ∆αβ = 0.

For singlet pairing, we assume ∆αβ(r, r′) =
(iσy)αβ∆(~r, ~r′) and with the help of Nambu spinor

Ψ†(~r) =
(
ψ†↑(r), ψ↓(r)

)
, the mean field BCS Hamilto-

nian can be recast [18] to

HBCS =

∫∫
d2rd2r′

(
ψ†↑ ψ

†
↓

)( H0 ∆
∆∗ −H0

)(
ψ↑
ψ↓

)
=

∫
d2r Ψ†(r) τz H0(r) Ψ(r) +∫∫
d2r d2r′ Ψ†(r) τx ∆(r, r′) Ψ(r′)

(52)
Here τi, i = x, y, z are Pauli matrices in Nambu space. The

reduction of this Hamiltonian in this form is equivalent of An-
derson’s Pseudo-spin formulation [46, 47]. Finally, perform-
ing fourier transform along with converting to first quantized
form, the above Hamiltonian reduces to a simple Bogolibov-
deGennes (BdG) Hamiltonian [45] as

HBdG = εk τz + ∆k τx (53)

where εk is the normal state band-structure energy. It is to be
noted that to derive the above form, we have assumed ∆k to be
real (time-reversal symmetry) and εk = ε−k. The diagonaliza-
tion of the above Hamiltonian (53) yields

Ek =
√
ε2k + |∆k|2 (54)
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The above derivation is valid for any spin-singlet super-
conducting order parameter including d-wave. For s-wave
superconductor, however the energy gap ∆k is real and
independent of k (isotropic).

Now we would like to apply the exotic anisotropic structure
of band gap of high temperature superconductor to explore the
common features with Dirac materials. Now, for tetragonal
cuprate superconductors because of dx2−y2 wave symmetry in
the CuO2 plane, the band gap can be written [44]

∆k = ∆0 [cos(kxa)− cos(kya)] (55)

From the above equation (55), it is evident that ∆k vanishes
along the nodal directions |kx| = |ky| through BZ. Here ∆k is
chosen to be real to satisfy time reversal symmetry. Moreover it
transforms as x2−y2 so that it must change sign under π/2 ro-
tation and vanish along the BZ diagonals intersecting/crossing
the Fermi surface. There are four nodal points in the spectrum
where the nodes cross the Fermi surface and as result Ek = 0.
Just like the Dirac points, we can extract the low energy proper-
ties of the above quasiparticle so called Bogolons by expanding
the equation near these nodal points. In Fig.6, we have depicted
a comparison between different involved symmetries in d wave
and s wave superconductors. To a first approximation, near the
points of intersection between the Fermi surface and the zeros
of ∆k we assume εk ≈ ~vF k⊥ and ∆k ≈ ~ v∆ k‖, we get the
reduced massless Dirac-like Hamiltonian [18, 44] given by

HD = vFσy py + v∆ σx px. (56)

Here, k‖ and k⊥ are respectively the deviation parallel and per-
penducular to the Fermi surface. Apart from the Fermi veloc-
ity vF = ∂Ek

∂k |F , we have another gap velocity v∆ = ∂∆k

∂k |F
and as a result, we have obtained 2d anisotropic massless Dirac
fermions rather than isotropic one in graphene. The anisotropic
ratio vF

v∆
changes between different cuprate materials. Due to

the presence of particle-hole symmetry of Bogoliubov spec-
trum, the Dirac point is situated always at the chemical poten-
tial. As a result, one needs no external fine tuning for reaching
these points in d-wave superconductor. This is contrary to the
situation observed in case of Dirac fermions in graphene where
the chemical potential must be turned to coincide with Dirac
node.

Furthermore, the effective mass (m∗) of the d-wave super-
conductors can be calculated as follows The eigenvalues cor-
responding to the Hamiltonian given in eq.56 is E(kx, ky) =

~vF
√
k2
y + α2k2

x where, α is defined as v∆

vF
. Therefore, we can

write

(m∗)−1 =
1

~2

(
∂2
kx

∂kx∂ky
∂kx∂kx ∂2

kx

)
~vF

√
k2
y + α2k2

x

=
vFα

2

(α2p2
x + p2

y)3/2

(
p2
y −pxpy

−pxpy p2
x

)
.

(57)
Clearly if we substitute α = 1 we will achieve a situation

similar to graphene. Simple coordinate transformation can be
performed using px = p cos(θ) and py = p sin(θ). The eq.57
can be expressed as follows

m∗ =
vFα

2p2

p3

 sin2(θ)
(α2cos2(θ)+sin2(θ))3/2 − cos(θ)sin(θ)

(α2cos2(θ)+sin2(θ))3/2

− cos(θ)sin(θ)
(α2cos2(θ)+sin2(θ))3/2

cos2(θ)
(α2cos2(θ)+sin2(θ))3/2

 =
vFα

2

p
M(θ). (58)

In the above eq.58, it can be understood that Tr[M(θ)] =
(α2cos2(θ) + sin2(θ))−3/2 and det[M(θ)] = 0. This is also
a new result for effective mass in d wave superconductors. We
can recall for graphene α = 1 and the Tr[M(θ)] = 1 and
det[M(θ)] = 0. However, in contrary to graphene the eigen-
values of d-wave M(θ) matrix depends on θ and these are
(0, (α2cos2(θ) + sin2(θ))−3/2).

Therefore, θ plays an important role in controlling the effec-
tive mass tensor. For example, (m∗)−1|θ=0 =

(
0, vFpα

)
while,

(m∗)−1|θ=π
2

=
(

0, vFα
2

p

)
. The anisotropic effective mass

can be, thus, written as m∗|θ=0 = (mL,mT ) =
(
∞, pαvF

)
and m∗|θ=π

2
= (mL,mT ) =

(
∞, p

vFα2

)
. The average effec-

tive mass is also anisotropic with values m∗av|θ=0 = 2pFα
vF

=
2EF v∆

v3
F

and m∗av|θ=π
2

= 2pF
vFα2 = 2pF

vFα2 = 2EF
v2
∆

.
Hence, we come to the conclusion that the low energy

quasiparticles in d-wave superconductor are Dirac fermions
(anisotropic). If the grains are arranged in a honeycomb lat-

tice, it has been predicted [48] that the low energy spectra of 2d
granular superconductors are like Bosonic Dirac system with
interplay of various exotic condensed phases.

8 Conclusions
In this compacted review, we have critically discussed differ-

ent symmetries viz. sublattice symmetry, inversion symmetry
and the time-reversal symmetry associated with the emergence
of Dirac materials. We have addressed the interconnections
between three fundamental classes of Dirac materials such as
graphene, topological insulator and d-wave superconductors in
simple matrix representation. The linear dispersion relation of
the carriers near Fermi surface is an intrinsic nature of these
systems. Nevertheless, we have evaluated the effective mass
tensor of the carriers near Dirac points. In the same light we
have extended our calculation to the effective mass of 3D Dirac
materials as well as d wave superconductors. These effective
masses are highly anisotropic in nature. We have further pro-
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vided a lucid introduction to the exotic field of topological band
theory. We have not only distinguished different topological
phases in terms of topological invariants but also discussed the
role of associated symmetries in the phase transition. Because
of the phase transition, the reciprocal space becomes a com-
pact manifold leading to topological properties. Moreover, we
have introduced the basic idea behind the 3D topological insu-
lators and further classified it in strong and weak topological
classes. Besides, the aspects of d wave superconductivity have
been explored in the same framework of symmetry arguments.
We have also evaluated the anisotropic effective mass tensor of
the carriers in d wave superconductors.
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