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#### Abstract

We construct spectral triples on all Podleś quantum spheres $S_{q t}^{2}$. These noncommutative geometries are equivariant for a left action of $\mathcal{U}_{q}(\mathrm{su}(2))$ and are regular, even and of metric dimension 2. They are all isospectral to the undeformed round geometry of the sphere $S^{2}$. There is also an equivariant real structure for which both the commutant property and the first order condition for the Dirac operators are valid up to infinitesimals of arbitrary order.


## 1 Introduction

We report on further explorations of the land where noncommutative geometry meets quantum groups and describe even spectral triples $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, \gamma\right)$ on all the quantum 2-spheres $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ introduced by Podleś [15]. Here the real deformation parameter is taken to be in the interval $0<q<1$. The additional parameter $t \in[0,1]$ labels, among other things, the classical points, i.e., the 1 dimensional representations of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$.

The spectral triples of the present paper generalize the 0-dimensional one of [8] for the standard 2-sphere and the isospectral 2-dimensional one of [5] for the equatorial 2sphere. We have isospectral spectral triples of metric dimension 2 on all Podleś quantum 2-spheres, including the standard, with the eigenvalues of the Dirac operator depending linearly on an angular momentum label (and with the 'correct' multiplicities). The Dirac operators have the same spectrum as the Dirac operator of the 'round' metric on the usual

[^0]2-sphere and we are constructing isospectral deformations. Moreover, all these triples are regular with simple and discrete dimension spectrum $\Sigma=\{1,2\}$, as expected.

There is a crucial equivariance under a left action of the quantum enveloping algebra $\mathcal{U}_{q}(\mathrm{su}(2))$ and both the representations of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ on the Hilbert space of spinors $\mathcal{H}$ and the Dirac operators $D$ are equivariant with respect to this $\mathcal{U}_{q}(\mathrm{su}(2))$-action.

We have also an equivariant real structure of the kind 'up to compact operators' of [5], that is, such that both the 'commutant property' and the 'first order condition' for a real spectral triple [3] are obeyed only up to infinitesimals of arbitrary order. This phenomenon has also been observed in [6] for the manifold of $\mathcal{A}\left(\mathrm{SU}_{q}(2)\right)$. Its occurrence for all Podleś quantum 2-spheres is another indication that it may be a characteristic feature of noncommutative manifolds of quantum groups and associated quantum (homogeneous) spaces, at least when asking for some degree of equivariance.

For the standard sphere, we get additional families of spectral triples for which the eigenvalues of $D$ behave like $\left|d_{l}\right| \sim q^{-l}$ for large $l$; for these families we would get a stronger result on the real structure analogously to what has been established in [8].

It should be mentioned that we do not study the additional 'discrete' series of quantum 2-spheres in [15] which have algebras of matrices as coordinate algebras.

## 2 Preliminary definitions

In this section, we set out the basic notions concerning equivariant spectral triples. We start by recalling the notion of a finite summable spectral triple [2].

Definition 2.1. A spectral triple $(\mathcal{A}, \mathcal{H}, D)$ is given by a complex unital $*$-algebra $\mathcal{A}$, a faithful $*$-representation $\pi$ of $\mathcal{A}$ by bounded operators on a (separable) Hilbert space $\mathcal{H}$, and a self-adjoint operator $D$ (the Dirac operator) such that
(i) $(D+\mathrm{i})^{-1}$ is a compact operator,
(ii) $[D, \pi(a)]$ is bounded for all $a \in \mathcal{A}$.

With $0<\mu<\infty$, the spectral triple is said to be $\mu^{+}$-summable, if the operator $\left(D^{2}+1\right)^{-1 / 2}$ is in the Dixmier ideal $\mathcal{L}^{\mu+}(\mathcal{H})$.

We shall also call $\mu$ the metric dimension of the triple.
A spectral triple is called even if there exists a $\mathbb{Z}_{2}$-grading operator $\gamma$ on $\mathcal{H}, \gamma=\gamma^{*}$, $\gamma^{2}=1$, such that the Dirac operator is odd and the algebra is even, i.e.,

$$
\begin{equation*}
\gamma D=-D \gamma, \quad \pi(a) \gamma=\gamma \pi(a), \quad a \in \mathcal{A} . \tag{2.1}
\end{equation*}
$$

Recall [3] that a real structure on a spectral triple $(\mathcal{A}, \mathcal{H}, D)$ should be given by an antiunitary operator $J$ on $\mathcal{H}$ fulfilling the conditions $J^{2}= \pm 1, J D= \pm D J$ and

$$
\begin{equation*}
\left[\pi(a), J \pi(b) J^{-1}\right]=0, \quad\left[[D, \pi(a)], J \pi(b) J^{-1}\right]=0, \quad a, b \in \mathcal{A} \tag{2.2}
\end{equation*}
$$

It was suggested in [5] that one should modify these conditions in order to obtain a nontrivial spin geometry on the coordinate algebra of quantum groups and of associated quantum (homogeneous) spaces. Following the lines of [5], we impose the weaker assumption that (2.2) holds only modulo infinitesimals of arbitrary high order. Here, a compact
operator $A$ is regarded as an infinitesimal of arbitrary high order if its singular values $s_{k}(A)$ satisfy $\lim _{k \rightarrow \infty} k^{p} s_{k}(A)=0$ for all $p>0$. Therefore, troughout this paper, we shall use the following working definition of a real structure.

Definition 2.2. $A$ real structure $J$ on a spectral triple $(\mathcal{A}, \mathcal{H}, D)$ is given by an antiunitary operator $J$ on $\mathcal{H}$ such that

$$
\begin{align*}
& J^{2}= \pm 1, \quad J D= \pm D J, \\
& {\left[\pi(a), J \pi(b) J^{-1}\right] \in \mathcal{I}, \quad\left[[D, \pi(a)], J \pi(b) J^{-1}\right] \in \mathcal{I}, \quad a, b \in \mathcal{A},} \tag{2.3}
\end{align*}
$$

where $\mathcal{I}$ is an operator ideal of infinitesimals of arbitrary high order. We shall name the $\operatorname{datum}(\mathcal{A}, \mathcal{H}, D, J)$ a real spectral triple (up to infinitesimals).

If $(\mathcal{A}, \mathcal{H}, D, \gamma)$ is even and if in addition

$$
\begin{equation*}
J \gamma= \pm \gamma J \tag{2.4}
\end{equation*}
$$

we call the $\operatorname{datum}(\mathcal{A}, \mathcal{H}, D, \gamma, J)$ a real even spectral triple (up to infinitesimals).
The signs above depend on the (metric) dimension. We are only interested in the case when the dimension is 2 . Then $J^{2}=-1, J D=D J$ and $J \gamma=-\gamma J$. For brevity, we shall drop the annotation "up to infinitesimals" in the sequel.

We turn now to symmetries that will be implemented by an action of a Hopf $*$-algebra. In the classical case of a $G$-homogeneous spin ${ }^{c}$ structure on a manifold $M$, the symmetry Hopf $*$-algebra is given by the universal enveloping algebra $\mathcal{U}(\mathfrak{g})$ of the Lie algebra $\mathfrak{g}$ of $G$. As we shall see, this approach will force us to consider unbounded $*$-representations. For this, let $\mathcal{V}$ be a dense linear subspace of a Hilbert space $\mathcal{H}$ with inner product $\langle\cdot, \cdot\rangle$, and let $\mathcal{U}$ be a $*$-algebra. An (unbounded) *-representation of $\mathcal{U}$ on $\mathcal{V}$ is a homomorphism $\lambda: \mathcal{U} \rightarrow \operatorname{End}(\mathcal{V})$ such that $\langle\lambda(h) v, w\rangle=\left\langle v, \lambda\left(h^{*}\right) w\right\rangle$ for all $v, w \in \mathcal{V}$ and all $h \in \mathcal{U}$.

Next, let $\mathcal{U}=(\mathcal{U}, \Delta, S, \varepsilon)$ be a Hopf $*$-algebra and $\mathcal{A}$ be a left $\mathcal{U}$-module $*$-algebra, i.e., there is a left action $\triangleright$ of a $\mathcal{U}$ on $\mathcal{A}$ satisfying

$$
\begin{equation*}
h \triangleright x y=\left(h_{(1)} \triangleright x\right)\left(h_{(2)} \triangleright y\right), \quad h \triangleright 1=\varepsilon(h) 1, \quad(h \triangleright x)^{*}=S(h)^{*} \triangleright x^{*}, \tag{2.5}
\end{equation*}
$$

for all $h \in \mathcal{U}$ and $x, y \in \mathcal{A}$. As customary, we use the notation $\Delta(h)=h_{(1)} \otimes h_{(2)}$.
A $*$-representation $\pi$ of $\mathcal{A}$ on $\mathcal{V}$ is called $\mathcal{U}$-equivariant if there exists a $*$-representation $\lambda$ of $\mathcal{U}$ on $\mathcal{V}$ such that

$$
\lambda(h) \pi(x) \xi=\pi\left(h_{(1)} \triangleright x\right) \lambda\left(h_{(2)}\right) \xi,
$$

for all $h \in \mathcal{U}, x \in \mathcal{A}$ and $\xi \in \mathcal{V}$. Given $\mathcal{U}$ and $\mathcal{A}$ as above, the left crossed product *-algebra $\mathcal{A} \rtimes \mathcal{U}$ is defined as the $*$-algebra generated by the two $*$-subalgebras $\mathcal{A}$ and $\mathcal{U}$ with crossed commutation relations

$$
h x=\left(h_{(1)} \triangleright x\right) h_{(2)}, \quad h \in \mathcal{U}, x \in \mathcal{A} .
$$

Thus $\mathcal{U}$-equivariant representations of $\mathcal{A}$ correspond to $*$-representations of $\mathcal{A} \rtimes \mathcal{U}$.
A linear operator $D$ defined on $\mathcal{V}$ is said to be equivariant if it commutes with $\lambda(h)$, i.e.,

$$
\begin{equation*}
D \lambda(h) \xi=\lambda(h) D \xi \tag{2.6}
\end{equation*}
$$

for all $h \in \mathcal{U}$ and $\xi \in \mathcal{V}$. On the other hand, an antilinear operator $T$ defined on $\mathcal{V}$ is called equivariant if it satisfies the relation

$$
\begin{equation*}
T \lambda(h) \xi=\lambda\left(S(h)^{*}\right) T \xi \tag{2.7}
\end{equation*}
$$

for all $h \in \mathcal{U}$ and $\xi \in \mathcal{V}$, where $S$ denotes the antipode of $\mathcal{U}$. Finally, an antiunitary operator $J$ is said to be equivariant if it leaves $\mathcal{V}$ invariant and if it is the antiunitary part of the polar decomposition of an equivariant antilinear (closed) operator.

We collect all these equivariance requirements by giving the following definition [18].
Definition 2.3. Let $\mathcal{U}$ be a Hopf $*$-algebra, $\mathcal{A}$ a left $\mathcal{U}$-module $*$-algebra and $\pi$ a $\mathcal{U}$-equivariant representation of $\mathcal{A}$ on (a dense linear subspace of) a Hilbert space $\mathcal{H}$. A (real even) spectral triple $(\mathcal{A}, \mathcal{H}, D, \gamma, J)$ is called equivariant if the operators $D, \gamma$ and $J$ are equivariant in the above sense.

In the remainder of this section, we recall a few analytic properties of spectral triples [4]. With the operator $D$ of a spectral triple $(\mathcal{A}, \mathcal{H}, D)$, one defines an unbounded derivation $\delta$ on $\mathcal{B}(\mathcal{H})$ by

$$
\delta(a)=[|D|, a], \quad a \in \mathcal{B}(\mathcal{H}) .
$$

Definition 2.4. The spectral triple $(\mathcal{A}, \mathcal{H}, D)$ is said to be regular if the algebra generated by $\mathcal{A}$ and the commutators $[D, \mathcal{A}]$ belongs to

$$
\mathrm{OP}^{0}:=\bigcap_{j \in \mathbb{N}_{0}} \operatorname{dom} \delta^{j}
$$

For a regular spectral triple, the algebra $\Psi^{0}$ generated by $\mathcal{A}$, the commutators $[D, \mathcal{A}]$ and iterated applications of $\delta$ is a subalgebra of $\mathrm{OP}^{0}, \Psi^{0} \subset \mathrm{OP}^{0}$. If the spectral triple is of dimension $\mu$, the "zeta-type" functions

$$
\zeta_{a}(z):=\operatorname{Tr}_{\mathcal{H}}\left(a|D|^{-z}\right), \quad a \in \Psi^{0}
$$

are defined and holomorphic for $z \in \mathbb{C}$ with $\operatorname{Re} z>\mu$. Here we are assuming, for simplicity, that $D$ is invertible. Analogous formulæ are easily defined for the general case: one works with $\left(1+D^{2}\right)^{-z / 2}$ instead of $|D|^{-z}$ for a not invertible $D$.

Definition 2.5. A spectral triple has dimension spectrum $\Sigma \subset \mathbb{C}$, with $\Sigma$ a countable set, if all $\zeta_{a}(z), a \in \Psi^{0}$, extend to meromorphic functions on $\mathbb{C}$ with poles in $\Sigma$ as unique singularities.

For later use, we also recall the definition of "smoothing operators" $\mathrm{OP}^{-\infty}$, i.e.,

$$
\mathrm{OP}^{-\infty}:=\left\{T \in \mathrm{OP}^{0}:|D|^{n} T \in \mathrm{OP}^{0} \text { for all } n \in \mathbb{N}_{0}\right\}
$$

The class $\mathrm{OP}^{-\infty}$ is a two-sided $*$-ideal in the $*$-algebra $\mathrm{OP}^{0}$ and $\delta$-invariant. When computing the dimension spectrum, we can take the quotient by smoothing operators since they merely contribute holomorphic terms.

If the metric dimension of $D$ is finite, smoothing operators are infinitesimals of arbitrary high order. But the converse is in general not true, since infinitesimals of arbitrary high order are a two-sided $*$-ideal in $\mathcal{B}(\mathcal{H})$ while $\mathrm{OP}^{-\infty}$ is not.

Also, for a finite metric dimension, rapid decay matrices (in a basis of eigenvectors for $D$ with eigenvalues in increasing order) are smoothing operators.

## 3 The Podleś spheres and their symmetries

Recall that $q \in(0,1)$ and $t \in[0,1]$. Let

$$
[n]=[n]_{q}:=\frac{q^{n}-q^{-n}}{q-q^{-1}}, \quad n \in \mathbb{R} .
$$

The coordinate $*$-algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ of the Podleś spheres [15] is generated by elements $x_{-1}$, $x_{0}$ and $x_{1}$ with relations

$$
\begin{gather*}
x_{-1} x_{0}-q^{2} x_{0} x_{-1}=\left(1-q^{2}\right) t x_{-1},  \tag{3.1a}\\
x_{1} x_{0}-q^{-2} x_{0} x_{1}=\left(1-q^{-2}\right) t x_{1},  \tag{3.1b}\\
-[2] x_{-1} x_{1}+\left(q^{2} x_{0}+t\right)\left(x_{0}-t\right)=[2]^{2}(1-t),  \tag{3.1c}\\
-[2] x_{1} x_{-1}+\left(q^{-2} x_{0}+t\right)\left(x_{0}-t\right)=[2]^{2}(1-t), \tag{3.1d}
\end{gather*}
$$

and with involution $x_{-1}^{*}=-q^{-1} x_{1}$ and $x_{0}^{*}=x_{0}$.
The standard quantum sphere corresponds to the value $t=1$, the equatorial one to $t=0$. For $t=1$, the quantum sphere has one classical point. That is, there exists exactly one 1-dimensional irreducible representation of the algebra, namely,

$$
\begin{equation*}
x_{0}=1, \quad x_{1}=x_{-1}=0 \tag{3.2}
\end{equation*}
$$

For $t \neq 1$, the classical points make up an $\mathrm{S}^{1}$ given by the following 1-dimensional irreducible representations of the algebra,

$$
\begin{equation*}
x_{0}=t, \quad x_{1}=\sqrt{\left(1+q^{2}\right)(1-t)} \lambda, \quad x_{-1}=-q^{-1} \sqrt{\left(1+q^{2}\right)(1-t)} \bar{\lambda} \tag{3.3}
\end{equation*}
$$

where $\lambda$ is a complex number of modulus 1 .
The generators that we use are related to those of [15] as follows. For $t \neq 0$, let $c=t^{-1}-t$. Setting

$$
A=\left(1+q^{2}\right)^{-1}\left(1-t^{-1} x_{0}\right), \quad B=q\left(1+q^{2}\right)^{-1 / 2} t^{-1} x_{-1}
$$

we recover the generators from [15, Equation (7a)] satisfying the relations

$$
A B=q^{-2} B A, \quad A B^{*}=q^{2} B^{*} A, \quad B^{*} B=A-A^{2}+c, \quad B B^{*}=q^{2} A-q^{4} A^{2}+c
$$

For $t=0$, we set

$$
A=-\left(1+q^{2}\right)^{-1} x_{0}, \quad B=q\left(1+q^{2}\right)^{-\frac{1}{2}} x_{-1}
$$

and obtain the generators from [15, Equation (7b)] with relations

$$
A B=q^{-2} B A, \quad A B^{*}=q^{2} B^{*} A, \quad B^{*} B=-A^{2}+1, \quad B B^{*}=-q^{4} A^{2}+1
$$

The symmetry that we shall use in the following is given by the Hopf $*$-algebra $\mathcal{U}_{q}(\operatorname{su}(2))$. This Hopf $*$-algebra is generated by elements $f, e, k, k^{-1}$ with defining relations

$$
k k^{-1}=k^{-1} k=1, \quad k^{2}-k^{-2}=\left(q-q^{-1}\right)(f e-e f), \quad k f=q f k, \quad k e=q^{-1} e k,
$$

coproduct

$$
\Delta k=k \otimes k, \quad \Delta f=f \otimes k+k^{-1} \otimes f, \quad \Delta e=e \otimes k+k^{-1} \otimes e
$$

counit

$$
\varepsilon(k-1)=\varepsilon(f)=\varepsilon(e)=0,
$$

antipode

$$
S(k)=k^{-1}, \quad S(f)=-q f, \quad S(e)=-q^{-1} e,
$$

and involution

$$
k^{*}=k, \quad f^{*}=e
$$

The irreducible finite dimensional $*$-representations of $\mathcal{U}_{q}(\mathrm{su}(2))$ are labeled by nonnegative half-integers $l \in \frac{1}{2} \mathbb{N}_{0}$ called spin. The spin $l$ representation, say $\sigma_{l}$, acts on a Hilbert space $\mathcal{V}^{l}$ which is $(2 l+1)$-dimensional; the action of the generators on an orthonormal basis $\left\{v_{m}^{l}: m=-l,-l+1, \cdots, l\right\}$ is given by the formulæ,

$$
\begin{align*}
\sigma_{l}(k) v_{m}^{l} & =q^{m} v_{m}^{l}, \\
\sigma_{l}(f) v_{m}^{l} & =[l-m]^{1 / 2}[l+m+1]^{1 / 2} v_{m+1}^{l},  \tag{3.4}\\
\sigma_{l}(e) v_{m}^{l} & =[l-m+1]^{1 / 2}[l+m]^{1 / 2} v_{m-1}^{l} .
\end{align*}
$$

Finally, there is a left $\mathcal{U}_{q}(\mathrm{su}(2))$-action on $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ which turns the latter into a $\mathcal{U}_{q}(\mathrm{su}(2))$ module $*$-algebra. On generators, it is given by

$$
\begin{array}{lll}
k \triangleright x_{-1}=q^{-1} x_{-1}, & f \triangleright x_{-1}=[2]^{1 / 2} x_{0}, & e \triangleright x_{-1}=0, \\
k \triangleright x_{0}=x_{0}, & f \triangleright x_{0}=[2]^{1 / 2} x_{1}, & e \triangleright x_{0}=[2]^{1 / 2} x_{-1}, \\
k \triangleright x_{1}=q x_{1}, & f \triangleright x_{1}=0, & e \triangleright x_{1}=[2]^{1 / 2} x_{0} . \tag{3.7}
\end{array}
$$

## 4 Equivariant representations

As mentioned above, looking for $\mathcal{U}_{q}(\mathrm{su}(2))$-equivariant representation of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$, we can equivalently look for representations of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$; these were constructed in [17].

### 4.1 Integrable representations of $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$

A *-representation of $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$ is called integrable if its restriction to $\mathcal{U}_{q}(\mathrm{su}(2))$ is a direct sum of spin $l$ representations $\sigma_{l}$.

The integrable representations of $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$ were completely classified in [17]. It turned out that each such integrable representation is a direct sum of irreducible ones. The following proposition restates [17, Theorem 4.1] in the case of irreducible representations. In doing so, we replace the parameter $r$ there by $t^{-1}-t$.

Proposition 4.1. Let $N \in \frac{1}{2} \mathbb{Z}$. Any irreducible integrable representation of the $*$-algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$ is unitarily equivalent to a representation $\pi_{N}$ described as follows. The Hilbert space is the closure of $\mathcal{M}_{N}:=\bigoplus_{l=|N|,|N|+1, \ldots} \mathcal{V}^{l}$, where $\mathcal{V}^{l}$ is a spin l-representation space. The generators of $\mathcal{U}_{q}(\mathrm{su}(2))$ act on each $\mathcal{V}^{l}$ by $\sigma_{l}$ as in (3.4).

Let $\left\{v_{m, N}^{l}: l=|N|,|N|+1, \cdots, m=-l,-l+1, \cdots, l\right\}$ be an orthonormal basis of $\mathcal{M}_{N}$. The action of the generators $x_{1}, x_{0}, x_{-1}$ of $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ is determined by

$$
\begin{equation*}
\pi_{N}\left(x_{i}\right) v_{m, N}^{l}=\alpha_{i}^{-}(l, m ; N) v_{m+i, N}^{l-1}+\alpha_{i}^{0}(l, m ; N) v_{m+i, N}^{l}+\alpha_{i}^{+}(l, m ; N) v_{m+i, N}^{l+1}, \tag{4.1}
\end{equation*}
$$

where the coefficients are explicitly given by,

$$
\begin{align*}
\alpha_{1}^{+}(l, m ; N) & =q^{-l+m}[l+m+1]^{1 / 2}[l+m+2]^{1 / 2}[2 l+1]^{-1 / 2}[2 l+2]^{-1 / 2} \alpha_{N}(l+1), \\
\alpha_{1}^{0}(l, m ; N) & =-q^{m+2}[l-m]^{1 / 2}[l+m+1]^{1 / 2}[2]^{1 / 2}[2 l]^{-1} \beta_{N}(l),  \tag{4.2a}\\
\alpha_{1}^{-}(l, m ; N) & =-q^{l+m+1}[l-m-1]^{1 / 2}[l-m]^{1 / 2}[2 l-1]^{-1 / 2}[2 l]^{-1 / 2} \alpha_{N}(l), \\
\alpha_{0}^{+}(l, m ; N) & =q^{m}[l-m+1]^{1 / 2}[l+m+1]^{1 / 2}[2]^{1 / 2}[2 l+1]^{-1 / 2}[2 l+2]^{-1 / 2} \alpha_{N}(l+1), \\
\alpha_{0}^{0}(l, m ; N) & =[2 l]^{-1}\left([l-m+1][l+m]-q^{2}[l-m][l+m+1]\right) \beta_{N}(l),  \tag{4.2b}\\
\alpha_{0}^{-}(l, m ; N) & =q^{m}[l-m]^{1 / 2}[l+m]^{1 / 2}[2]^{1 / 2}[2 l-1]^{-1 / 2}[2 l]^{-1 / 2} \alpha_{N}(l), \\
\alpha_{-1}^{+}(l, m ; N) & =q^{l+m}[l-m+1]^{1 / 2}[l-m+2]^{1 / 2}[2 l+1]^{-1 / 2}[2 l+2]^{-1 / 2} \alpha_{N}(l+1), \\
\alpha_{-1}^{0}(l, m ; N) & =q^{m}[l-m+1]^{1 / 2}[l+m]^{1 / 2}[2]^{1 / 2}[2 l]^{-1} \beta_{N}(l),  \tag{4.2c}\\
\alpha_{-1}^{-}(l, m ; N) & =-q^{-l+m-1}[l+m-1]^{1 / 2}[l+m]^{1 / 2}[2 l-1]^{-1 / 2}[2 l]^{-1 / 2} \alpha_{N}(l),
\end{align*}
$$

and the real numbers $\beta_{N}(l)$ and $\alpha_{N}(l)$ are given by

$$
\begin{align*}
& \alpha_{N}(l)=\frac{[2]^{1 / 2}[l+N]^{1 / 2}[l-N]^{1 / 2}[2 l]^{1 / 2}}{[2 l+1]^{1 / 2}[l]}\left(1-t+q^{-2 N}[2 l]^{-2}[l]^{2}\left(t-1+q^{2 N}\right)^{2}\right)^{1 / 2},  \tag{4.3a}\\
& \beta_{N}(l)=\frac{\epsilon[2|N|]\left(q^{-1}+q-q^{\epsilon} t\right)+t\left(q-q^{-1}\right)\{[|N|][|N|+1]-[l][l+1]\}}{q[2 l+2]} \tag{4.3b}
\end{align*}
$$

with $\epsilon=\operatorname{sign}(N)$.
Remark 4.2. In [17, Proposition 6.4], it was shown that the representation space $\mathcal{M}_{N}$ is isomorphic to a projective left $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$-module of rank 1 . These projective left $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ modules can be considered as line bundles over the quantum sphere $\mathrm{S}_{q t}^{2}$ with winding numbers $2 N[1,11,14]$. In particular, $\mathcal{M}_{0} \cong \mathcal{A}\left(\mathrm{~S}_{q t}^{2}\right)$ is the trivial line bundle.

Remark 4.3. The representations $\pi_{ \pm \frac{1}{2}}$ for the standard quantum sphere $\mathcal{A}\left(\mathrm{S}_{q 1}^{2}\right)$ appeared first in [8].

### 4.2 The spin representation

Classically, the spinor bundle on the 2 -sphere is given by the direct sum of two line bundles with winding numbers -1 and 1 . In correspondence with the classical picture, we take

$$
\mathcal{W}:=\mathcal{M}_{-\frac{1}{2}} \oplus \mathcal{M}_{\frac{1}{2}}
$$

as (polynomial sections) of the quantum spinor bundle. The Hilbert space completion $\mathcal{H}$ of $\mathcal{W}$ will be the Hilbert space of spinors with the representation $\pi:=\pi_{-\frac{1}{2}} \oplus \pi_{\frac{1}{2}}$ of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ as the spinor representation.

For simplicity of notation, we shall use the label $+\operatorname{instead}$ of $N=\frac{1}{2}$, and - instead of $N=-\frac{1}{2}$. With these conventions, $\mathcal{W}:=\mathcal{M}_{-} \oplus \mathcal{M}_{+}$, and $\pi_{ \pm}$denotes the representation $\pi_{ \pm \frac{1}{2}}$. Moreover, abusing notation slightly when the representation is understood from the context, we shall omit the letter $\pi$ on representing $\mathcal{U}_{q}(\operatorname{su}(2))$ and write $X$ in place of $\pi(X)$ for $X \in \mathcal{U}_{q}(\mathrm{su}(2))$.

Recall from Proposition 4.1 that

$$
\mathcal{W}=\bigoplus_{l=\frac{1}{2}, \frac{3}{2}, \cdots} \mathcal{W}^{l}, \quad \mathcal{W}^{l}=\bigoplus_{m=-l, \cdots, l} \mathcal{W}_{m}^{l}
$$

where $\mathcal{W}_{m}^{l}=\operatorname{Lin}\left\{v_{m,-}^{l}, v_{m,+}^{l}\right\}$. Throughout this paper, we keep the basis $\left\{v_{m,-}^{l}, v_{m,+}^{l}\right\}$ of $\mathcal{W}_{m}^{l}$ fixed. Clearly, an orthonormal basis of $\mathcal{H}$ is provided by the vectors

$$
\begin{equation*}
\left\{v_{m,-}^{l}, v_{m,+}^{l}: l=\frac{1}{2}, \frac{3}{2}, \cdots, m=-l, \cdots, l\right\} . \tag{4.4}
\end{equation*}
$$

For an arbitrary but fixed vector $w_{m}^{l} \in \mathcal{W}_{m}^{l}$, say $w_{m}^{l}=\alpha_{m,-}^{l} v_{m,-}^{l}+\alpha_{m,+}^{l} v_{m,+}^{l}$ with components $\alpha_{m,-}^{l}, \alpha_{m,-}^{l} \in \mathbb{C}$, and for any $i, j \in \mathbb{Z}$, the expression $w_{m+i}^{l+j}$ denotes the vector $w_{m+i}^{l+j}=\alpha_{m,-}^{l} v_{m+i,-}^{l+j}+\alpha_{m,+}^{l} v_{m+i,+}^{l+j} \in \mathcal{W}_{m+i}^{l+j}$. It is understood that $w_{m+i}^{l+j}=0$ whenever $l+j<0$ or $|m+i|>l+j$.

A substantial part of our results will be based on the fact that the operators $\pi\left(x_{-1}\right)$, $\pi\left(x_{0}\right), \pi\left(x_{1}\right)$ can be "approximated" by operators acting diagonally on $\mathcal{M}_{-} \oplus \mathcal{M}_{+}$. This is the content of the next lemma. For this purpose, we define operators $z_{-1}, z_{0}$ and $z_{1}$ on $\mathcal{H}$ by their action on $w_{m}^{l} \in \mathcal{W}_{m}^{l}$ as follows:

$$
\begin{equation*}
z_{i} w_{m}^{l}=\alpha_{i}^{-}(l, m ; 0) w_{m+i}^{l-1}+\alpha_{i}^{0}(l, m ; 0) w_{m+i}^{l}+\alpha_{i}^{+}(l, m ; 0) w_{m+i}^{l+1}, \quad i=-1,0,1 . \tag{4.5}
\end{equation*}
$$

Here, the coefficients are the ones defined in Equations (4.2) unless $|m+i|>l+\nu$, $\nu=0, \pm 1$; in this case, we set $\alpha_{i}^{\nu}(l, m ; 0)=0$. Formally, the operators $z_{i}$ 's are given by the same formulæ as the $\pi_{0}\left(x_{i}\right)$ 's but $\mathcal{W}$ and $\mathcal{M}_{0}$ decompose into different spin representation spaces. As a consequence, $z_{-1}, z_{0}$ and $z_{1}$ do not satisfy the commutation relations of the generators of $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$. Explicitly, their commutation relations read

$$
\begin{aligned}
z_{-1} z_{0}-q^{2} z_{0} z_{-1} & =\left(1-q^{2}\right) t z_{-1}, \\
z_{1} z_{0}-q^{-2} z_{0} z_{1} & =\left(1-q^{-2}\right) t z_{1}, \\
-[2] z_{-1} z_{1}+\left(q^{2} z_{0}+t\right)\left(z_{0}-t\right) & =[2]^{2}(1-t)-c P_{-}, \\
-[2] z_{1} z_{-1}+\left(q^{-2} z_{0}+t\right)\left(z_{0}-t\right) & =[2]^{2}(1-t)-c P_{+},
\end{aligned}
$$

where $P_{ \pm}$denotes the projection onto the 2-dimensional subspace $\operatorname{Lin}\left\{v_{ \pm 1 / 2,-}^{1 / 2}, v_{ \pm 1 / 2,+}^{1 / 2}\right\}$ and $c:=q[2] \alpha_{0}\left(\frac{1}{2}\right)^{2}=q[2]\left(1-t+\left[\frac{1}{2}\right]^{2} t^{2}\right)$.

Before stating the lemma, we need some more notation. For any bounded operator $L$ on the Hilbert space $\mathcal{H}, \mathcal{I}(L)$ denotes the two-sided ideal of $\mathcal{B}(\mathcal{H})$ generated by $L$. Also, throughout this paper, $L_{q}$ stands for the compact operator on $\mathcal{H}$ defined by

$$
\begin{equation*}
L_{q} w_{m}^{l}=q^{l} w_{m}^{l}, \quad w_{m}^{l} \in \mathcal{W}_{m}^{l} . \tag{4.6}
\end{equation*}
$$

Lemma 4.4. There exist bounded operators $A_{i}$ and $B_{i}, i=-1,0,1$, such that

$$
\begin{array}{ll}
\pi\left(x_{i}\right)-z_{i}=A_{i} L_{q}^{2}=L_{q}^{2} B_{i} & \text { if } t \neq 1, \\
\pi\left(x_{i}\right)-z_{i}=A_{i} L_{q}=L_{q} B_{i} & \text { if } t=1 .
\end{array}
$$

In particular, $\pi\left(x_{i}\right)-z_{i} \in \mathcal{I}\left(L_{q}^{2}\right)$ and $\pi\left(x_{i}\right)-z_{i} \in \mathcal{I}\left(L_{q}\right)$ for $t \neq 1$ and $t=1$, respectively.

Proof. Let $t \neq 1$. Our aim is to show that $L_{q}^{-2}\left(\pi\left(x_{i}\right)-z_{i}\right)$ and $\left(\pi\left(x_{i}\right)-z_{i}\right) L_{q}^{-2}$ are bounded. Note that $\pi\left(x_{i}\right)-z_{i}$ is a sum of three independent weighted shift operators with weights $\alpha_{i}^{\nu}\left(l, m ; \pm \frac{1}{2}\right)-\alpha_{i}^{\nu}(l, m ; 0)$, where $\nu \in\{+,-, 0\}$. Hence it suffices to prove that there exist $C \in \mathbb{R}$ such that $\left|\alpha_{i}^{\nu}\left(l, m ; \pm \frac{1}{2}\right)-\alpha_{i}^{\nu}(l, m ; 0)\right|<C q^{2 l}$. Using $[n] \sim q^{-n}$ as $n \rightarrow \infty$, one easily verifies that the coefficients in front of $\alpha_{N}(l)$ and $\beta_{N}(l)$ in Equations (4.2a)-(4.2c) are uniformly bounded. Thus, we only have to prove that there exist $C \in \mathbb{R}$ such that $\left|\beta_{ \pm \frac{1}{2}}(l)-\beta_{0}(l)\right|<C q^{2 l}$ and $\left|\alpha_{ \pm \frac{1}{2}}(l)-\alpha_{0}(l)\right|<C q^{2 l}$ for all $l=\frac{1}{2}, \frac{3}{2}, \cdots$.

Since $[2 l+2]^{-1} \sim q^{2 l}$, the first inequality follows from

$$
\begin{equation*}
\left|\beta_{ \pm \frac{1}{2}}(l)-\beta_{0}(l)\right|=[2 l+2]^{-1}\left|q^{-1}\left(q^{\mp 1}+q^{ \pm 1}(1-t)\right) \pm t\left(1-q^{-2}\right)[1 / 2][3 / 2]\right|<C q^{2 l} \tag{4.7}
\end{equation*}
$$

with an appropriate $C \in \mathbb{R}$.
As for the second inequality, we observe that $\lim _{l \rightarrow \infty} \alpha_{ \pm \frac{1}{2}}(l)=\left(1+q^{2}\right)^{1 / 2}(1-t)^{1 / 2}$. For $t \neq 1$, by using Equation (4.3a), an elementary computation shows that

$$
\left|\alpha_{ \pm \frac{1}{2}}(l)-\alpha_{0}(l)\right|<C^{\prime}\left|\alpha_{ \pm \frac{1}{2}}(l)^{2}-\alpha_{0}(l)^{2}\right|<C^{\prime \prime}[2 l]^{-1}\left|q^{\mp 1}\left(t-1+q^{ \pm 1}\right)^{2}-t^{2}\right|<C^{\prime \prime \prime} q^{2 l}
$$

for some constants $C^{\prime}, C^{\prime \prime}, C^{\prime \prime \prime} \in \mathbb{R}$.
For $t=1$, the relation (4.7) remains valid. On the other hand, one verifies directly that $\left|\alpha_{ \pm \frac{1}{2}}(l)\right|<C^{\prime} q^{l}$ and $\left|\alpha_{0}(l)\right|<C^{\prime} q^{l}$; thus $\left|\alpha_{ \pm \frac{1}{2}}(l)-\alpha_{0}(l)\right|<2 C^{\prime} q^{l}$.

## 5 Equivariant Dirac operators

In this section, we provide a class of equivariant self-adjoint operators $D$ on the Hilbert space of spinors $\mathcal{H}$ such that $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D\right)$ fulfills all conditions of a spectral triple.

Let $C_{q}:=q k^{2}+q^{-1} k^{-2}+\left(q-q^{-1}\right) e f$ be the Casimir operator of $\mathcal{U}_{q}(\mathrm{su}(2))$. It acts on the space of spinors $\mathcal{W}$ by $C_{q} v_{m, \pm}^{l}=\left(q^{2 l+1}+q^{-2 l-1}\right) v_{m, \pm}^{l}$, and its closure on $\mathcal{H}$ is self-adjoint. Suppose that $D$ is a self-adjoint operator on $\mathcal{H}$ commuting strongly with the closure of $C_{q}$. Then the finite-dimensional subspaces $\mathcal{W}^{l}$ reduce $D$, and $\mathcal{W}$ is invariant under $D$. Assume next that $D$ is equivariant, i.e., $X D=D X$ for all $X \in \mathcal{U}_{q}(\operatorname{su}(2))$.
¿From $k D=D k$, it follows that $D$ leaves the 2-dimensional subspaces $\mathcal{W}_{m}^{l}$ invariant. Let $D_{m}^{l}$ be a self-adjoint operator on $\mathbb{C}^{2}$ such that the restriction of $D$ to $\mathcal{W}_{m}^{l}$, in our fixed basis for the latter, is given by $D_{m}^{l}$. Then $D f=f D$ implies that $D_{m+1}^{l}=D_{m}^{l}$. Hence there exists a self-adjoint operator on $\mathbb{C}^{2}, D_{l}$ say, such that $D_{m}^{l}=D_{l}$ for all $m=-l, \cdots, l$. Diagonalizing $D_{l}$, we can write

$$
D_{l}=U_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0  \tag{5.1}\\
0 & d_{l}^{\downarrow}
\end{array}\right) U_{l},
$$

where $d_{l}^{\uparrow}$ and $d_{l}^{\downarrow}$ are the eigenvalues of $D_{l}$ and $U_{l}$ is a unitary operator on $\mathbb{C}^{2}$. Without loss of generality, we may assume that $d_{l}^{\downarrow} \leq d_{l}^{\uparrow}$. Definition 2.1 (i) is fulfilled if and only if

$$
\begin{equation*}
\lim _{l \rightarrow \infty}\left|d_{l}^{\uparrow}\right|=\lim _{l \rightarrow \infty}\left|d_{l}^{\downarrow}\right|=\infty \tag{5.2}
\end{equation*}
$$

Next we give sufficient conditions for the boundedness of the commutators $[D, \pi(a)]$ with $a \in \mathcal{A}\left(\mathrm{~S}_{q t}^{2}\right)$. By the Leibniz rule for the commutator, $[D, x y]=[D, x] y+x[D, y]$, it
suffices to consider only commutators with the generators $x_{-1}, x_{0}, x_{1}$. As the action of the operators $z_{-1}, z_{0}, z_{1}$ from Lemma 4.4 is comparatively simple, we write $\left[D, \pi\left(x_{i}\right)\right]=$ $\left[D, z_{i}\right]+\left[D, \pi\left(x_{i}\right)-z_{i}\right]$ and start by analyzing $\left[D, z_{i}\right]$. Let $w_{m}^{l} \in \mathcal{W}_{m}^{l}$. Then

$$
\begin{align*}
{\left[D, z_{i}\right] w_{m}^{l}=} & \alpha_{i}^{-}(l, m ; 0)\left(U_{l-1}^{*}\left(\begin{array}{cc}
d_{l-1}^{\uparrow} & 0 \\
0 & d_{l-1}^{\downarrow}
\end{array}\right) U_{l-1}-U_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right) U_{l}\right) w_{m+i}^{l-1} \\
& +\alpha_{i}^{+}(l, m ; 0)\left(U_{l+1}^{*}\left(\begin{array}{cc}
d_{l+1}^{\uparrow} & 0 \\
0 & d_{l+1}^{\downarrow}
\end{array}\right) U_{l+1}-U_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right) U_{l}\right) w_{m+i}^{l+1} . \tag{5.3}
\end{align*}
$$

We need to treat the cases $t \neq 1$ and $t=1$ separately.
Firstly, let $t \neq 1$. Recall that $\lim _{l \rightarrow \infty} \alpha_{ \pm \frac{1}{2}}(l)=\left(1+q^{2}\right)^{1 / 2}(1-t)^{1 / 2}$ and observe that $[n] \sim q^{-n}$ for large $n$. From this, it follows that $\alpha_{i}^{ \pm}(l, m ; 0)=O(1)$. Hence $\left[D, z_{i}\right]$ is bounded if and only if there exist $C \in \mathbb{R}$ such that

$$
\left\|U_{l+1}^{*}\left(\begin{array}{cc}
d_{l+1}^{\uparrow} & 0  \tag{5.4}\\
0 & d_{l+1}^{\downarrow}
\end{array}\right) U_{l+1}-U_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right) U_{l}\right\|<C \quad \text { for all } l=\frac{1}{2}, \frac{3}{2}, \cdots
$$

or, equivalently,

$$
\left\|U_{l} U_{l+1}^{*}\left(\begin{array}{cc}
d_{l+1}^{\uparrow} & 0  \tag{5.5}\\
0 & d_{l+1}^{\downarrow}
\end{array}\right) U_{l+1} U_{l}^{*}-\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right)\right\|<C \quad \text { for all } l=\frac{1}{2}, \frac{3}{2}, \cdots
$$

Writing the unitary $2 \times 2$-matrix $U_{l} U_{l+1}^{*}$ in standard form, the last inequality implies that there are $t_{l} \in[0,1]$ and a fixed constant $C^{\prime} \in \mathbb{R}$ satisfying

$$
\begin{array}{r}
\left|d_{l+1}^{\uparrow}-d_{l}^{\uparrow}-t_{l}^{2}\left(d_{l+1}^{\uparrow}-d_{l+1}^{\downarrow}\right)\right|=\left|d_{l+1}^{\downarrow}-d_{l}^{\uparrow}+\left(1-t_{l}^{2}\right)\left(d_{l+1}^{\uparrow}-d_{l+1}^{\downarrow}\right)\right|<C^{\prime}, \\
\left|d_{l+1}^{\downarrow}-d_{l}^{\downarrow}+t_{l}^{2}\left(d_{l+1}^{\uparrow}-d_{l+1}^{\downarrow}\right)\right|=\left|d_{l+1}^{\uparrow}-d_{l}^{\downarrow}-\left(1-t_{l}^{2}\right)\left(d_{l+1}^{\uparrow}-d_{l+1}^{\downarrow}\right)\right|<C^{\prime}, \\
t_{l} \sqrt{1-t_{l}^{2}}\left|d_{l+1}^{\uparrow}-d_{l+1}^{\downarrow}\right|<C^{\prime},
\end{array}
$$

for all $l=\frac{1}{2}, \frac{3}{2}, \cdots$. Using these inequalities and $d_{l+1}^{\uparrow} \geq d_{l+1}^{\downarrow}$, one deduces that

$$
\sup \left\{\left|d_{l+1}^{\downarrow}-d_{l}^{\downarrow}\right|,\left|d_{l+1}^{\uparrow}-d_{l}^{\uparrow}\right|: l=\frac{1}{2}, \frac{3}{2}, \cdots\right\}<\infty
$$

Consequently, there exist $C \in \mathbb{R}$ such that

$$
\begin{equation*}
\left|d_{l}^{\downarrow}\right|<C l, \quad\left|d_{l}^{\uparrow}\right|<C l . \tag{5.6}
\end{equation*}
$$

¿From these inequalities, it follows that both $D L_{q}^{2}$ and $L_{q}^{2} D$ are bounded and, by Lemma 4.4, so is $\left[D, \pi\left(x_{i}\right)-z_{i}\right]$. This proves that Equation (5.6) ensures the boundedness of the commutators $\left[D, \pi\left(x_{i}\right)\right]=\left[D, z_{i}\right]+\left[D, \pi\left(x_{i}\right)-z_{i}\right]$.

If $t=1$, one can show by direct computations that $\alpha_{i}^{ \pm}(l, m ; 0)=O\left(q^{l}\right)$. As a consequence, $\left[D, z_{i}\right]$ is bounded if and only if there are $C \in \mathbb{R}$ such that

$$
\left\|U_{l+1}^{*}\left(\begin{array}{cc}
d_{l+1}^{\uparrow} & 0  \tag{5.7}\\
0 & d_{l+1}^{\downarrow}
\end{array}\right) U_{l+1}-U_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right) U_{l}\right\|<C q^{-l} \quad \text { for all } l=\frac{1}{2}, \frac{3}{2}, \cdots
$$

By Lemma 4.4, $\pi\left(x_{i}\right)-z_{i}=A_{i} L_{q}=L_{q} B_{i}$ with bounded operators $A_{i}$ and $B_{i}$. Now we require that $D L_{q}=L_{q} D$ is bounded or, equivalently, that there exist $C \in \mathbb{C}$ such that

$$
\begin{equation*}
\left|d_{l}^{\downarrow}\right|<C q^{-l}, \quad\left|d_{l}^{\uparrow}\right|<C q^{-l}, \quad l=\frac{1}{2}, \frac{3}{2}, \cdots . \tag{5.8}
\end{equation*}
$$

Then Equation 5.7 holds and $\left[D, \pi\left(x_{i}\right)\right]=\left[D, z_{i}\right]+\left[D, \pi\left(x_{i}\right)-z_{i}\right]$ is bounded.
Summarizing, we have established the following proposition.

Proposition 5.1. Let $D$ be an equivariant self-adjoint operator on $\mathcal{H}$ such that $D$ and the closure of $C_{q}$ strongly commute. Then $\mathcal{W}_{m}^{l}=\operatorname{Lin}\left\{v_{m,-}^{l}, v_{m,+}^{l}\right\}$ is an invariant subspace and the restriction of $D$ to $\mathcal{W}_{m}^{l}$ is given by (5.1). If (5.2) holds and if the inequalities (5.4) and (5.8) are satisfied for $t \neq 1$ and $t=1$, respectively, the triple $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D\right)$ defines an $\mathcal{U}_{q}(\mathrm{su}(2))$ equivariant spectral triple.

## 6 The real structure

We require that the real structure $J$ be equivariant. This means that $J$ is the antiunitary part of a closed antilinear operator $T$ satisfying $T X=S(X)^{*} T$ for all $X \in \mathcal{U}_{q}(\operatorname{su}(2))$ (cf. Section 2). Now, any antiunitary operator $J$ which leaves $\mathcal{W}$ invariant and fulfills

$$
\begin{equation*}
J X J^{-1}=k S(X)^{*} k^{-1}, \quad X \in \mathcal{U}_{q}(\mathrm{su}(2)) \tag{6.1}
\end{equation*}
$$

is equivariant. To see this, one can take for $T$ the closure of the operator $J k$ since $J k X=S(X)^{*} J k$ for all $X \in \mathcal{U}_{q}(\mathrm{su}(2))$.

Next, consider the antiunitary operator $J_{0}$ on $\mathcal{H}$ defined by

$$
\begin{equation*}
J_{0} v_{m, \pm}^{l}=(-1)^{m+1 / 2} v_{-m, \pm}^{l}, \quad l=\frac{1}{2}, \frac{3}{2}, \cdots, \quad m=-l, \cdots, l . \tag{6.2}
\end{equation*}
$$

Clearly, $J_{0}^{2}=-1$. The antiunitary operator $J_{0}$ will play a crucial role in discussing the general form of an equivariant real structure. We summarize some properties of $J_{0}$ in the following lemmata.

Lemma 6.1. The antiunitary operator $J_{0}$ is equivariant.
Proof. First note that $J_{0}$ leaves the spinor bundle $\mathcal{W}$ invariant. The lemma is proved by showing that $J_{0}$ satisfies (6.1). Since $X \mapsto k S(X)^{*} k^{-1}$ is an antilinear homomorphism, it suffices to verify (6.1) for the generators of $\mathcal{U}_{q}(\mathrm{su}(2))$ which can easily be done by straightforward calculations.
Lemma 6.2. With the operators $z_{-1}, z_{0}, z_{1}$ defined in Equation (4.5),

$$
\begin{equation*}
\left[z_{i}, J_{0} z_{j} J_{0}^{-1}\right]=0, \quad i, j=-1,0,1 \tag{6.3}
\end{equation*}
$$

Proof. In the notation of Equation (4.5), we have

$$
\begin{equation*}
J_{0} z_{i} J_{0}^{-1} w_{m}^{l}=(-1)^{i}\left(\alpha_{i}^{-}(l,-m ; 0) w_{m-i}^{l-1}+\alpha_{i}^{0}(l,-m ; 0) w_{m-i}^{l}+\alpha_{i}^{+}(l,-m ; 0) w_{m-i}^{l+1}\right), \tag{6.4}
\end{equation*}
$$

for $w_{m}^{l} \in \mathcal{W}_{m}^{l}$. The lemma is proved by direct computations using Equations (4.5) and (6.4).

Lemma 6.3. Let $\mathcal{I}$ denotes the operator ideal $\mathcal{I}\left(L_{q}\right)$ or $\mathcal{I}\left(L_{q}^{2}\right)$ for $t=1$ and $t \neq 1$, respectively. Then, for all $a, b \in \mathcal{A}\left(\mathrm{~S}_{q t}^{2}\right)$,

$$
\begin{equation*}
\left[\pi(a), J_{0} \pi(b) J_{0}^{-1}\right] \in \mathcal{I} \tag{6.5}
\end{equation*}
$$

Proof. Again from the Leibniz rule of commutators, it suffices to prove Equation (6.5) for the generators $x_{-1}, x_{0}, x_{1}$. Since

$$
\left[\pi\left(x_{i}\right), J_{0} \pi\left(x_{j}\right) J_{0}^{-1}\right]=\left[\pi\left(x_{i}\right)-z_{i}, J_{0} \pi\left(x_{j}\right) J_{0}^{-1}\right]+\left[z_{i}, J_{0}\left(\pi\left(x_{j}\right)-z_{j}\right) J_{0}^{-1}\right]+\left[z_{i}, J_{0} z_{j} J_{0}^{-1}\right]
$$

the assertion follows from Lemmata 4.4 and 6.2.

Lemma 6.4. Let $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J\right)$ be an equivariant 2-dimensional real spectral triple. Assume that $J$ satisfies (6.1). Then there exist unitary operators $W_{l}$ on $\mathbb{C}^{2}$ such that the restrictions of $D$ and $J$ to $\mathcal{W}_{m}^{l}$ can be expressed as

$$
\begin{align*}
& D\left\lceil_{\mathcal{W}_{m}^{l}}=D_{l}=W_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right) W_{l},\right.  \tag{6.6}\\
& J\left\lceil_{\mathcal{W}_{m}^{l}}=W_{l}^{*} \bar{W}_{l} J_{0}\left\lceil\mathcal{W}_{m}^{l}=W_{l}^{*} J_{0}\left\lceil\mathcal{W}_{m}^{l} W_{l},\right.\right.\right. \tag{6.7}
\end{align*}
$$

where the bar denotes complex conjugation.
Proof. Given an antiunitary operator $J$ satisfying (6.1), the operator $V=J J_{0}^{-1}=-J J_{0}$ is unitary and fulfills for all $X \in \mathcal{U}_{q}(\mathrm{su}(2))$

$$
V X V^{*}=J J_{0} X J_{0}^{-1} J^{-1}=S\left(S(X)^{*}\right)^{*}=X
$$

since, for any Hopf $*$-algebra, $* \circ S \circ * \circ S=\mathrm{id}$. In particular, $V$ commutes with $k$ and with the Casimir operator $C_{q}$ and does so with their closures. By an argument similar to the one at the beginning of Section 5 , one shows that there exist unitary operators $V_{l}$ on $\mathbb{C}^{2}$ such that the restriction of $V$ to $\mathcal{W}_{m}^{l}$ is given by $V_{l}$. Thus

$$
J=V J_{0}, \quad J\left\lceil_{\mathcal{W}_{m}^{l}}=V_{l} J_{0}\left\lceil\mathcal{W}_{m}^{l} .\right.\right.
$$

Recall that, in our standard basis, $D_{l}=D\left\lceil_{\mathcal{W}_{m}^{l}}\right.$ has the form (5.1). As $J_{0}$ is antiunitary, we get

$$
J_{0} \Gamma_{\mathcal{W}_{m}^{l}} D_{l}=\bar{D}_{l} J_{0} \Gamma_{\mathcal{W}_{m}^{l}}
$$

(the bar is still complex conjugation). ¿From the requirement $J D J^{-1}=D$, it follows that $D_{l}=V_{l} \bar{D}_{l} V_{l}^{*}$ or, equivalently,

$$
\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right)=U_{l} V_{l} \bar{U}_{l}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right)\left(U_{l} V_{l} \bar{U}_{l}^{*}\right)^{*} .
$$

If $d_{l}^{\uparrow} \neq d_{l}^{\downarrow}$, the last equation implies that $U_{l} V_{l} \bar{U}_{l}^{*}$ is a diagonal matrix. Thus there are angle variables $\phi_{l}, \psi_{l} \in[0,2 \pi)$ such that

$$
V_{l}=U_{l}^{*}\left(\begin{array}{cc}
\exp \left(\mathrm{i} \phi_{l}\right) & 0  \tag{6.8}\\
0 & \exp \left(\mathrm{i} \psi_{l}\right)
\end{array}\right) \bar{U}_{l} .
$$

Inserting

$$
W_{l}:=\left(\begin{array}{cc}
\exp \left(-\frac{i}{2} \phi_{l}\right) & 0 \\
0 & \exp \left(-\frac{i}{2} \psi_{l}\right)
\end{array}\right) U_{l}
$$

into (5.1) and (6.8), we arrive at (6.6) and (6.7). Clearly, Equation (6.6) remains valid if $d_{l}^{\uparrow}=d_{l}^{\downarrow}$ and $W_{l}$ is an arbitrary unitary matrix. Therefore we may assume without loss of generality that $D$ and $J$ are given on $\mathcal{W}$ by Equations (6.6) and (6.7), respectively.

Under the assumption that $J$ satisfies (6.1), Lemma 6.4 provides necessary conditions for equivariant real spectral triples. Next, we aim at finding sufficient conditions for $(\mathcal{A}, \mathcal{H}, D, J)$ to yield an equivariant real spectral triple up to infinitesimals. The ideal $\mathcal{I}$ from Definition 2.2 is generated by operators $L_{q}^{\beta}$, where $\beta$ is a positive real constant.

Again, the basic idea of the proof is to replace the generators $\pi\left(x_{i}\right)$ by the simpler operators $z_{i}$. By the last lemma, the operator $D$ and $J$ act diagonally with respect to the basis formed by $\tilde{v}_{m, \pm}^{l}:=W_{l}^{*} v_{m, \pm}^{l}$, but the operators $z_{i}$ do not do so (in general). Their action on this basis is found to be

$$
z_{i} \tilde{v}_{m, \pm}^{l}=\alpha_{i}^{-}(l, m ; 0) W_{l} W_{l-1}^{*} \tilde{v}_{m+i, \pm}^{l-1}+\alpha_{i}^{0}(l, m ; 0) \tilde{v}_{m+i, \pm}^{l}+\alpha_{i}^{+}(l, m ; 0) W_{l} W_{l+1}^{*} \tilde{v}_{m+i, \pm}^{l+1} .
$$

In order to reduce the computations to diagonal operators, we require thus that

$$
\begin{equation*}
\left\|W_{l} W_{l+1}^{*}-1\right\|<C q^{\beta l} \tag{6.9}
\end{equation*}
$$

for some real constant $C$. Then (6.9) implies that, modulo the ideal $\mathcal{I}\left(L_{q}^{\beta}\right)$, the operators $z_{i}$ act on the basis vectors $\tilde{v}_{m, \pm}^{l}$ as a sum of diagonal shift operators. Next, with the operators $z_{i}$ acting on the basis vectors $\tilde{v}_{m, \pm}^{l}$ as diagonal shifts, we compute

$$
\begin{aligned}
\mid\left\langle\tilde{v}_{m+i-j,+}^{l+2},\left[\left[D, z_{i}\right], J z_{j} J^{-1}\right]\right. & \left.\tilde{v}_{m,+}^{l}\right\rangle \mid \\
& =\alpha_{i}^{+}(l+1, m-j ; 0) \alpha_{j}^{+}(l,-m ; 0)\left|\left(d_{l+2}^{\uparrow}-d_{l+1}^{\uparrow}\right)-\left(d_{l+1}^{\uparrow}-d_{l}^{\uparrow}\right)\right|
\end{aligned}
$$

where we used $\alpha_{i}^{+}(l+1, m-j ; 0) \alpha_{j}^{+}(l,-m ; 0)=\alpha_{j}^{+}(l+1,-m-i ; 0) \alpha_{i}^{+}(l, m ; 0)$.
Let $t \neq 1$. To ensure that $\left|\left\langle\tilde{v}_{m+i-j,+}^{l+2},\left[\left[D, z_{i}\right], J z_{j} J^{-1}\right] \tilde{v}_{m,+}^{l}\right\rangle\right|<C q^{\beta l}$ for some real constant $C$, we must impose the condition

$$
\begin{equation*}
\left|\left(d_{l+2}^{\uparrow}-d_{l+1}^{\uparrow}\right)-\left(d_{l+1}^{\uparrow}-d_{l}^{\uparrow}\right)\right|<C q^{\beta l}, \tag{6.10}
\end{equation*}
$$

since $\alpha_{i}^{+}(l+1, m-j ; 0) \alpha_{j}^{+}(l,-m ; 0)=O(1)$. A similar argument leads also to

$$
\begin{equation*}
\left|\left(d_{l+2}^{\downarrow}-d_{l+1}^{\downarrow}\right)-\left(d_{l+1}^{\downarrow}-d_{l}^{\downarrow}\right)\right|<C q^{\beta l} . \tag{6.11}
\end{equation*}
$$

¿From Equation (2.3), Lemma 6.4 and the foregoing, it is immediately clear that one can always add to $D$ a self-adjoint operator from $\mathcal{I}\left(L_{q}^{\beta}\right)$ having the same eigenvectors. A sufficient condition for Equations (6.10) and (6.11) to be satisfied is to assume that the eigenvalues $d_{l}^{\uparrow}$ and $d_{l}^{\downarrow}$ depend linearly on $l$. But this dependence is alike the one in (5.6) to get bounded commutators of $D$ with algebra elements.

On the other hand, for $t=1$, the argument leading to Equations (6.10) and (6.11) fails since in this case $\alpha_{i}^{+}(l, m ; 0)=O\left(q^{l}\right)$. However, a linear dependence on the eigenvalus of $D$ clearly satisfies the condition (5.8) for bounded commutators in this case, too. Thus, by Proposition 5.1, for all Podleś quantum spheres, we have equivariant spectral triples $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D\right)$ when the eigenvalues $d_{l}^{\uparrow}$ and $d_{l}^{\downarrow}$ of $D$ depend linearly on $l$.

The next proposition shows that this linear dependence, together with the requirement (6.9), suffices to obtain equivariant real spectral triples (up to infinitesimals) for all quantum spheres $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$.
Proposition 6.5. Suppose that

$$
\begin{equation*}
d_{l}^{\uparrow}=c_{1}^{\uparrow} l+c_{2}^{\uparrow}, \quad d_{l}^{\downarrow}=c_{1}^{\downarrow} l+c_{2}^{\downarrow}, \tag{6.12}
\end{equation*}
$$

where $c_{1}^{\uparrow}, c_{2}^{\uparrow}, c_{1}^{\downarrow}, c_{2}^{\downarrow}$ are real numbers such that $c_{1}^{\uparrow} \neq 0$ and $c_{1}^{\downarrow} \neq 0$. Let $D$ be the self-adjoint operator on $\mathcal{H}$ determined by (6.6), and let the antiunitary operator $J$ be given by (6.7). Suppose that $\beta \in(0,2]$ for $t \neq 1$ and $\beta \in(0,1]$ for $t=1$, and assume that (6.9) holds. Then $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J\right)$ defines an equivariant real spectral triple such that Equation (2.3) is satisfied with $\mathcal{I}:=\mathcal{I}\left(L_{q}^{\alpha}\right)$, where $\alpha \in(0, \beta)$.

Proof. Clearly, Equations (6.6) and (6.12) uniquely determine a self-adjoint operator (denoted by $D$ ) on $\mathcal{H}$ since the collection $\left\{W_{l}^{*} v_{m,-}^{l}\right.$, $\left.W_{l}^{*} v_{m,+}^{l}: l=\frac{1}{2}, \frac{3}{2}, \cdots, m=-l, \cdots, l\right\}$ is a complete set of orthonormal eigenvectors. By Lemma 6.4, it is evident that $J D=D J$ and that $J^{2}=-1$. Lemma 6.1 and Equation (6.7) imply that (6.1) also applies, so $J$ is equivariant. Thus it remains to verify Equation (2.3).

Observe that $\mathcal{I}\left(L_{q}^{\alpha_{1}}\right) \subset \mathcal{I}\left(L_{q}^{\alpha_{2}}\right)$ for $\alpha_{2} \geq \alpha_{1}>0$. From

$$
\begin{aligned}
\left(J z_{i} J^{-1}-J_{0} z_{i} J_{0}^{-1}\right) w_{m}^{l}=(-1)^{i}\left(\alpha_{i}^{-}(l\right. & ,-m ; 0)\left(W_{l-1}^{*} \bar{W}_{l-1} \bar{W}_{l}^{*} W_{l}-1\right) w_{m-i}^{l-1} \\
& \left.+\alpha_{i}^{+}(l,-m ; 0)\left(W_{l+1}^{*} \bar{W}_{l+1} \bar{W}_{l}^{*} W_{l}-1\right) w_{m-i}^{l+1}\right)
\end{aligned}
$$

and Equation (6.9), it follows that $J z_{i} J^{-1}-J_{0} z_{i} J_{0}^{-1} \in \mathcal{I}\left(L_{q}^{\beta}\right)$. As a consequence, and using Lemma 6.2, one finds that

$$
\begin{equation*}
\left[z_{i}, J z_{j} J^{-1}\right]=\left[z_{i}, J_{0} z_{j} J_{0}^{-1}\right]+\left[z_{i}, J z_{i} J^{-1}-J_{0} z_{j} J_{0}^{-1}\right] \in \mathcal{I}\left(L_{q}^{\beta}\right) \tag{6.13}
\end{equation*}
$$

Now the proof of the first equation of (2.3) is completely analogous to the proof of Lemma 6.3 with $J_{0}$ replaced by $J$.

By a repeated use of the Leibniz rule for the commutator and of the first relation of (2.3), we need to prove the second relation of (2.3) only for the generators $x_{-1}, x_{0}, x_{1}$. Note that the operator $D L_{q}^{\beta-\alpha}=L_{q}^{\beta-\alpha} D$ is bounded. Hence, by Lemma 4.4, it follows that $\left[D, \pi\left(x_{i}\right)-z_{i}\right] \in \mathcal{I}\left(L_{q}^{\alpha}\right)$. Now, writing

$$
\begin{aligned}
& {\left[\left[D, \pi\left(x_{i}\right)\right], J \pi\left(x_{j}\right) J^{-1}\right]} \\
& \quad=\left[\left[D, \pi\left(x_{i}\right)-z_{i}\right], J \pi\left(x_{j}\right) J^{-1}\right]+\left[\left[D, z_{i}\right], J\left(\pi\left(x_{j}\right)-z_{j}\right) J^{-1}\right]+\left[\left[D, z_{i}\right], J z_{j} J^{-1}\right]
\end{aligned}
$$

and using again Lemma 4.4, we see that it suffices to establish that

$$
\begin{equation*}
\left[\left[D, z_{i}\right], J z_{j} J^{-1}\right] \in \mathcal{I}\left(L_{q}^{\alpha}\right) \tag{6.14}
\end{equation*}
$$

Let $W$ denote the unitary operator on $\mathcal{H}$ given by $W w_{m}^{l}=W_{l} w_{m}^{l}$ for all $w_{m}^{l} \in \mathcal{W}_{m}^{l}$. Then $J=W^{*} J_{0} W$ and $D=W^{*} \widetilde{D} W$, where $\widetilde{D}$ is the unique self-adjoint operator on $\mathcal{H}$ such that

$$
\widetilde{D} \Gamma_{\mathcal{W}_{m}^{l}}=\widetilde{D}_{l}:=\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0  \tag{6.15}\\
0 & d_{l}^{\downarrow}
\end{array}\right) .
$$

In these terms, the requirement (6.14) is equivalent to

$$
\begin{equation*}
\left[\left[\widetilde{D}, W z_{i} W^{*}\right], J_{0} W z_{j} W^{*} J_{0}^{-1}\right] \in \mathcal{I}\left(L_{q}^{\alpha}\right) \tag{6.16}
\end{equation*}
$$

Evaluating $W z_{i} W^{*}-z_{i}$ on vectors $w_{m}^{l} \in \mathcal{W}_{m}^{l}$ gives

$$
\left(W z_{i} W^{*}-z_{i}\right) w_{m}^{l}=\alpha_{i}^{-}(l, m)_{0}\left(W_{l-1} W_{l}^{*}-1\right) w_{m+i}^{l-1}+\alpha_{i}^{+}(l, m)_{0}\left(W_{l+1} W_{l}^{*}-1\right) w_{m+i}^{l+1}
$$

¿From this and (6.9), we conclude that $W z_{i} W^{*}-z_{i} \in \mathcal{I}\left(L_{q}^{\beta}\right) \subset \mathcal{I}\left(L_{q}^{\alpha}\right)$. Thus, Equation (6.16) is, in turn, equivalent to

$$
\begin{equation*}
\left[\left[\widetilde{D}, z_{i}\right], J_{0} z_{j} J_{0}^{-1}\right] \in \mathcal{I}\left(L_{q}^{\alpha}\right) \tag{6.17}
\end{equation*}
$$

Note now that $\left[\left[\widetilde{D}, z_{i}\right], J_{0} z_{j} J_{0}^{-1}\right]$ can be written as a sum of five independent weighted shift operators with weights $S_{i, j}^{\nu}(l, m), \nu=-2, \cdots, 2$, i.e.,

$$
\begin{equation*}
\left[\left[\widetilde{D}, z_{i}\right], J_{0} z_{j} J_{0}^{-1}\right] w_{m}^{l}=\sum_{\nu=-2}^{2} S_{i, j}^{\nu}(l, m) w_{m+i-j}^{l+\nu}, \quad w_{m}^{l} \in \mathcal{W}_{m}^{l} \tag{6.18}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\left[\widetilde{D}, z_{i}\right] v_{m, \pm}^{l}=c_{1}^{ \pm}\left(\alpha_{i}^{+}(l, m ; 0) v_{m+i, \pm}^{l+1}-\alpha_{i}^{-}(l, m ; 0) v_{m+i, \pm}^{l-1}\right), \tag{6.19}
\end{equation*}
$$

where $c_{1}^{+}=c_{1}^{\uparrow}$ and $c_{1}^{-}=c_{1}^{\downarrow}$. Using (6.19) and (6.4), a lengthy but straightforward computations shows that $\left|\widetilde{S}_{i, j, \pm}^{\nu}(l, m)\right|<C q^{2 l}$ for some $C \in \mathbb{R}$. From this, we conclude that $\left[\left[\widetilde{D}, z_{i}\right], J_{0} z_{j} J_{0}^{-1}\right] \in \mathcal{I}\left(L_{q}^{2}\right)$ which implies (6.17), and the proof is complete.

Corollary 6.6. Up to adding elements from the ideal $\mathcal{I}\left(L_{q}^{\alpha}\right)$, the operators $D$ and $J$ from Proposition 6.5 are given by

$$
\begin{align*}
D \Gamma_{\mathcal{W}_{m}^{l}} & =W_{0}^{*}\left(\begin{array}{cc}
d_{l}^{\uparrow} & 0 \\
0 & d_{l}^{\downarrow}
\end{array}\right) W_{0},  \tag{6.20}\\
J\left\lceil_{\mathcal{L}_{m}^{l}}\right. & =W_{0}^{*} J_{0} \Gamma_{\mathcal{W}_{m}^{l}} W_{0}, \tag{6.21}
\end{align*}
$$

where $W_{0}$ is a unitary operator on $\mathbb{C}^{2}$.
Proof. Let $D_{1}$ and $J_{1}$ be given by Equations (6.6) and (6.7), and suppose that the unitary operators $W_{l}$ satisfy (6.9). Then $\left\{W_{l}\right\}_{l=\frac{1}{2}, \frac{3}{2}, \ldots}$ is a Cauchy sequence and $W_{0}:=\lim _{l \rightarrow \infty} W_{l}$ is a unitary operator. Let $D$ and $J$ denote the operators determined by (6.20) and (6.21). With $\widetilde{D}_{l}$ the diagonal matrix defined in (6.15), we have

$$
\left(D_{1}-D\right) w_{m}^{l}=\left(W_{l} \widetilde{D}_{l} W_{l}-W_{0} \widetilde{D}_{l} W_{0}\right) w_{m}^{l}
$$

for $w_{m}^{l} \in \mathcal{W}_{m}^{l}$. By (6.9), there exist $C \in \mathbb{R}$ such that $\left\|W_{l}-W_{0}\right\|<C q^{\beta l}$. Furthermore, by (6.12), $\lim _{l \rightarrow \infty} q^{(\beta-\alpha) l}\left|d_{l}^{\uparrow}\right|=\lim _{l \rightarrow \infty} q^{(\beta-\alpha) l}\left|d_{l}^{\downarrow}\right|=0$. Thus,

$$
\begin{aligned}
\left\|W_{l} \widetilde{D}_{l} W_{l}-W_{0} \widetilde{D}_{l} W_{0}\right\| & =\left\|\left(W_{l}-W_{0}\right) \widetilde{D}_{l} W_{l}+W_{0} \widetilde{D}_{l}\left(W_{l}-W_{0}\right)\right\| \\
& <2\left\|W_{l}-W_{0}\right\|\left\|D_{l}\right\|<C^{\prime} q^{\alpha l},
\end{aligned}
$$

for some $C^{\prime} \in \mathbb{R}$, and $D_{1}-D \in \mathcal{I}\left(L_{q}^{\alpha}\right)$. Similarly one shows that $J_{1}-J \in \mathcal{I}\left(L_{q}^{\alpha}\right)$.
Remark 6.7. For the standard sphere, corresponding to $t=1$, the conditions (5.8) for bounded commutators of the Dirac operator with algebra elements allow more than linear dependence for the eigenvalues of $D$. In [8], the eigenvalues of $D$ were taken to be $q$-analogues of the spectrum of the classical Dirac operator of the round metric of the sphere $S^{2}$; they behave like $\left|d_{l}\right| \sim q^{-l}$ for large $l$. For this family, one gets a spectral triple; this is also a particular case of our Proposition 5.1. Moreover, one has a stronger result on the real structure: it is not up to infinitesimals but the stronger relations (2.2) are satisfied.

## 7 Equivariant real even spectral triple

In this section, an additional character enters the stage, the even structure. As shown in the next proposition, the existence of a grading operator determines completely the structure of the geometry $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J, \gamma\right)$.

Proposition 7.1. Let $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J, \gamma\right)$ be an equivariant real even spectral triple with real structure $J$ satisfying condition (6.1). Then the operators $\gamma, D$, J act on the spinor bundle $\mathcal{W}$ by

$$
\begin{array}{ll}
\gamma v_{m, \pm}^{l}= \pm \epsilon v_{m, \pm}^{l}, & J v_{m, \pm}^{l}=\zeta_{l}(-1)^{m+1 / 2} v_{-m, \mp}^{l} \\
D v_{m,+}^{l}=d_{l} v_{m,-}^{l}, & D v_{m,-}^{l}=\bar{d}_{l} v_{m,+}^{l} \tag{7.1}
\end{array}
$$

where $d_{l} \in \mathbb{C}, \epsilon \in\{-1,1\}$, and $\zeta_{l} \in \mathbb{C}$ such that $\left|\zeta_{l}\right|=1$.
Proof. Clearly, $\gamma \neq 1$ as otherwise the first condition in Equation (2.1) is not satisfied. From $\gamma^{*}=\gamma$ and $\gamma^{2}=1$, it follows that $\gamma$ has eigenvalues $\pm 1$. Since $\gamma$ commutes with all elements from the crossed product algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$ and since the integrable representation of $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right) \rtimes \mathcal{U}_{q}(\mathrm{su}(2))$ on the spinor bundle $\mathcal{W}$ decomposes into two inequivalent irreducible ones on $\mathcal{M}_{-}$and $\mathcal{M}_{+}$, we conclude that $\gamma v_{m,+}^{l}=\epsilon v_{m,+}^{l}$ and $\gamma v_{m,-}^{l}=-\epsilon v_{m,-}^{l}$, where $\epsilon \in\{-1,1\}$.

Recall from Lemma 6.4 that $J \Gamma_{\mathcal{W}_{m}^{l}}=V_{l} J_{0} \Gamma_{\mathcal{W}_{m}^{l}}$ with a unitary operator $V_{l}$ on $\mathbb{C}^{2}$. In addition, the condition $J \gamma=-\gamma J$ implies that $J$ maps $\mathcal{M}_{ \pm}$into $\mathcal{M}_{\mp}$. Thus

$$
J v_{m, \pm}^{l}=\zeta_{l, \pm} J_{0} v_{m, \mp}^{l},
$$

with complex numbers $\zeta_{l,-}$ and $\zeta_{l,+}$ such that $\left|\zeta_{l,-}\right|=\left|\zeta_{l,+}\right|=1$. From $J^{2}=-1$, we obtain $\zeta_{l,-} \bar{\zeta}_{l,+}=1$, so $\zeta_{l,-}=\zeta_{l,+}=: \zeta_{l}$.

Similarly, the condition $D \gamma=-\gamma D$ implies that $D$ maps $\mathcal{M}_{ \pm}$into $\mathcal{M}_{\mp}$. Hence, by (5.1), $D$ has the form described in (7.1).

We combine Propositions 6.5 and 7.1 to present equivariant real even spectral triples.
Proposition 7.2. Let $\gamma$ and $D$ be self-adjoint operators and $J$ be an antiunitary operator on $\mathcal{H}$ given by

$$
\begin{equation*}
\gamma v_{m, \pm}^{l}= \pm v_{m, \pm}^{l}, \quad D v_{m, \pm}^{l}=\left(c_{1} l+c_{2}\right) v_{m, \mp}^{l}, \quad J v_{m, \pm}^{l}=(-1)^{m+1 / 2} v_{-m, \mp}^{l} \tag{7.2}
\end{equation*}
$$

where $c_{1}, c_{2} \in \mathbb{R}$ with $c_{1} \neq 0$. Then $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J, \gamma\right)$ is an equivariant real even spectral triple such that the conditions (2.3) are satisfied with $\mathcal{I}=\mathcal{I}\left(L_{q}^{\alpha}\right)$, where $\alpha \in(0,2)$ for $t \neq 1$ and $\alpha \in(0,1)$ for $t=1$.
Proof. For $l=\frac{1}{2}, \frac{3}{2}, \cdots$, set $d_{l}^{\uparrow}=c_{1} l+c_{2}$ and $d_{l}^{\downarrow}=-\left(c_{1} l+c_{2}\right)$. Define

$$
W_{0}:=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{7.3}\\
-\mathrm{i} & \mathrm{i}
\end{array}\right), \quad W_{l}:=W_{0}
$$

The restrictions of $D$ and $J$ to $\mathcal{W}_{m}^{l}$ are then given as in (6.6) and (6.7), respectively. With the choice (7.3), the inequality (6.9) holds trivially and we can suppose that $\beta=2$ for $t \neq 1$ and $\beta=1$ for $t=1$. By Proposition 6.5, $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J\right)$ yields an equivariant real spectral triple such that the conditions (2.3) are satisfied with $\mathcal{I}=\mathcal{I}\left(L_{q}^{\alpha}\right)$. It is obvious that $\gamma$ fulfills all the requirements of a grading operator.

Remark 7.3. Recall from Subsection 4.2 that $\mathcal{W}$ can be considered as a deformation of the classical spinor bundle. The classical spectral triple on the commutative 2-sphere with its round metric is real and even, and the corresponding Dirac operator has eigenvalues $\pm\left(l+\frac{1}{2}\right), l=\frac{1}{2}, \frac{3}{2}, \cdots$, each with multiplicity $2 l+1$. Therefore we can regard the equivariant real even spectral triple $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D, J, \gamma\right)$ from Theorem 7.2 with $c_{1}=1$ and $c_{2}=\frac{1}{2}$ as an isospectral deformation of the classical spin geometry.

Remark 7.4. By perturbing both $D$ and $J$ by infinitesimals belonging to the ideal $\mathcal{I}\left(L_{q}^{\alpha}\right)$, one produces more examples of equivariant real even spectral triples. However, those from Theorem 7.2 are distinguished by being obtained from the isospectral deformation via rescaling linearly the eigenvalues of $D$.

Finally, we prove the non-triviality of our noncommutative geometry.
Corollary 7.5. Let $F \in \mathcal{B}(\mathcal{H})$ be the sign of the Dirac operator; it is given by

$$
F v_{m, \pm}^{l}=v_{m, \mp}^{l} .
$$

The datum $\left(\mathcal{A}\left(S_{q t}^{2}\right), \mathcal{H}, F\right)$ is a $1^{+}$-summable non-trivial Fredholm module.
Proof. Since the chiral spin representations $\pi_{ \pm}$coincide modulo smoothing operators, the commutator $[F, x]$ is a smoothing operator for all $x \in \mathcal{A}\left(S_{q t}^{2}\right)$ and the Fredholm module is $1^{+}$-summable. Its non-triviality is proved by pairing it with the $K$-theory class of the projection

$$
p=\frac{1}{(2-t)\left(1+q^{2}\right)}\left(\begin{array}{cc}
1+q^{2}+x_{0}-t q^{2} & -\left(1+q^{2}\right)^{1 / 2} x_{1} \\
q\left(1+q^{2}\right)^{1 / 2} x_{-1} & 1+q^{2}-q^{2} x_{0}-t
\end{array}\right)
$$

describing line bundles over the spheres $S_{q t}^{2}[1]$. The pairing is [2],

$$
\begin{align*}
\langle[F],[p]\rangle & :=\frac{1}{2} \operatorname{Tr}_{\mathcal{H} \otimes \mathbb{C}^{2}}(\gamma F[F, p])=\frac{1-q^{2}}{2(2-t)\left(1+q^{2}\right)} \operatorname{Tr}_{\mathcal{H}}\left(\gamma F\left[F, x_{0}\right]\right) \\
& =q^{-2}\left(1-q^{2}\right)^{2} \sum_{l, m} \frac{[l-m+1][l+m]}{[2 l][2 l+2]} \tag{7.4}
\end{align*}
$$

For the last equality we have used the explicit formulæ (4.2b) and (4.3b) for the coefficients $\alpha_{0}^{0}(l, m ; \pm)$ in the representation of $x_{0}$. The last series in (7.4) was shown in [9, Section 5.3] to be a continuous function in $q$ for $q \in[0,1)$. Since it is integer valued in the interior of this interval (being the index of a Fredholm operator), it is constant by continuity and can be computed at $q=0$. The result is $\langle[F],[p]\rangle=1$.

## 8 Analytic properties

We describe now some further analytic properties of the spectral triple given in Proposition 7.2 (forgetting its real even structure) and specify, for simplicity, the constants $c_{1}=1$ and $c_{2}=1 / 2$. With this choice, $D$ is invertible. For other allowed values, the subsequent results remain valid with minor changes in the proofs and by working with $\left(1+D^{2}\right)^{-z / 2}$
instead of $|D|^{-z}$ for a not invertible $D$. We use the polar decomposition $D=F|D|$, with $F$ the sign of $D$.

Recall that the spin representation $\pi=\pi_{-} \oplus \pi_{+}$for each of the generators of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ has three terms appearing on the right hand side of (4.1). Accordingly, we shall write $\pi\left(x_{i}\right)=x_{i}=: x_{i}^{-}+x_{i}^{0}+x_{i}^{+}, i=-1,0,1$. The operators $x_{i}^{\nu}$ are weighted shifts, mapping each $W_{m}^{l}$ into $W_{m+i}^{l+\nu}, \nu=-1,0,1$, which are easily seen to be bounded.

Proposition 8.1. The spectral triple $\left(\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right), \mathcal{H}, D\right)$ is $2^{+}$-summable and regular.
Proof. The $2^{+}$-summability follows from the linear growth of the spectrum of $D$ (with the appropriate multiplicities). To show that the spectral triple is regular, it is enough to prove that the elements $x_{i}^{\nu}$ and $\left[D, x_{i}^{\nu}\right], \nu=0, \pm 1$, are in the smooth domain of the derivation $\delta(\cdot):=[|D|,(\cdot)]$. This is clear for $x_{i}^{\nu}$ since $\delta\left(x_{i}^{\nu}\right)=\nu x_{i}^{\nu}$. As for $\left[D, x_{i}^{\nu}\right]$, we use the fact that $\delta^{k}\left(\left[D, x_{i}^{\nu}\right]\right)=\left[D, \delta^{k}\left(x_{i}^{\nu}\right)\right]=\nu^{k}\left[D, x_{i}^{\nu}\right]$. The boundness of the latter follows from the formulæ in Proposition 4.1 giving, for instance,

$$
\left[D, x_{i}^{+}\right] v_{m, \pm}^{l}=\left(\left(l+\frac{1}{2}\right)\left(\alpha_{i}^{+}(l, m ; \pm)-\alpha_{i}^{+}(l, m ; \mp)\right)+\alpha_{i}^{+}(l, m ; \pm)\right) v_{m+i, \mp}^{l+1} .
$$

The last summand is clearly bounded while the boundedness of the other follows from the fact that $\alpha_{i}^{+}(l, m ; \pm)-\alpha_{i}^{+}(l, m ; \mp)$ is at least of order $q^{l}$ by Equations (4.2) and (4.3a). Similar arguments work for $\left[D, x_{i}^{-}\right]$.

To compute the dimension spectrum, we introduce another representation of the algebra $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$ which is obtained from simpler operators. Let $\hat{\mathcal{H}}$ be a Hilbert space with orthonormal basis $|l, m\rangle_{ \pm}$, where $l \in \frac{1}{2} \mathbb{Z}$ and $l+m \in \mathbb{N}_{0}$. Consider the bounded operators $\alpha, \beta \in \mathcal{B}(\hat{\mathcal{H}})$ defined by

$$
\alpha|l, m\rangle_{ \pm}=\sqrt{1-q^{2(l+m+1)}}\left|l+\frac{1}{2}, m+\frac{1}{2}\right\rangle_{ \pm}, \quad \beta|l, m\rangle_{ \pm}=q^{l+m}\left|l+\frac{1}{2}, m-\frac{1}{2}\right\rangle_{ \pm} .
$$

These operators satisfy the commutation relations of $\mathcal{A}\left(S U_{q}(2)\right)$, i.e.,

$$
\beta \alpha=q \alpha \beta, \quad \beta^{*} \alpha=q \alpha \beta^{*}, \quad\left[\beta, \beta^{*}\right]=0, \quad \alpha^{*} \alpha+q^{2} \beta^{*} \beta=1, \quad \alpha \alpha^{*}+\beta \beta^{*}=1 .
$$

The embedding of the Podleś spheres into $\mathcal{A}\left(S U_{q}(2)\right)$ (see e.g. [15]) leads to a $*$-representation $\varphi: \mathcal{A}\left(S_{q t}^{2}\right) \rightarrow \mathcal{B}(\hat{\mathcal{H}})$ given by

$$
\begin{aligned}
& \varphi\left(x_{1}\right)=\sqrt{1+q^{2}}\left\{\sqrt{1-t}\left(\alpha^{2}-q\left(\beta^{*}\right)^{2}\right)-t \beta^{*} \alpha\right\} \\
& \varphi\left(x_{0}\right)=\left(1+q^{2}\right)\left\{\sqrt{1-t}\left(\alpha \beta+\beta^{*} \alpha^{*}\right)-t \beta \beta^{*}\right\}+t
\end{aligned}
$$

Later on, we shall need the explicit expression

$$
\begin{align*}
\left(1+q^{2}\right)^{-1} \varphi\left(x_{0}-t\right)|l, m\rangle_{ \pm}= & \sqrt{1-t} q^{l+m-1} \sqrt{1-q^{2(l+m)}}|l-1, m\rangle_{ \pm}-t q^{2(l+m)}|l, m\rangle_{ \pm} \\
& +\sqrt{1-t} q^{l+m} \sqrt{1-q^{2(l+m+1)}}|l+1, m\rangle_{ \pm} \tag{8.1}
\end{align*}
$$

Our Hilbert space of spinors $\mathcal{H}$ with the basis (4.4) is identified with a subspace of $\hat{\mathcal{H}}$, that is, we consider the inclusion

$$
Q: \mathcal{H} \rightarrow \hat{\mathcal{H}}, \quad Q v_{m, \pm}^{l}=|l, m\rangle_{ \pm},
$$

for $l \in \mathbb{N}_{0}+\frac{1}{2}$ and $|m| \leq l$. Let $P: \hat{\mathcal{H}} \rightarrow \mathcal{H}$ be the adjoint map of $Q$, i.e.,

$$
P|l, m\rangle_{ \pm}=v_{m, \pm}^{l} \text { for } l \in \mathbb{N}_{0}+\frac{1}{2} \text { and }|m| \leq l, \quad P|l, m\rangle_{ \pm}=0 \text { otherwise. }
$$

Our Dirac operator $D$ on $\mathcal{H}$ is the "restriction" of the self-adjoint operator $D^{\prime}$ on $\hat{\mathcal{H}}$ determined by

$$
D^{\prime}|l, m\rangle_{ \pm}=\left(l+\frac{1}{2}\right)|l, m\rangle_{\mp},
$$

in the sense that $D P=P D^{\prime}, Q D=D^{\prime} Q$. The same holds for $\left|D^{\prime}\right|$ and for $F^{\prime}:=D^{\prime}\left|D^{\prime}\right|^{-1}$. The subspace $Q \mathcal{H}$ is not invariant for the representation $\varphi$. However, we can sandwich $\varphi$ between $Q$ and $P$ thus obtaining a $*$-linear map $\tilde{\varphi}: \mathcal{A}\left(S_{q s}^{2}\right) \rightarrow \mathcal{B}(\mathcal{H}), \tilde{\varphi}(a)=P \varphi(a) Q$ that has the following approximation property.

Lemma 8.2. The operator $a-\tilde{\varphi}(a)$ is a smoothing operator on $\mathcal{H}$ for all $a \in \mathcal{A}\left(S_{q t}^{2}\right)$.
Proof. Observe that if $T: \hat{\mathcal{H}} \rightarrow \mathcal{H}$ is a matrix of rapid decay (in our fixed bases), then so are $a T \varphi(b)$, where $a, b \in \mathcal{A}\left(S_{q t}^{2}\right)$, and $T Q: \mathcal{H} \mapsto \mathcal{H}$. Using arguments similar to the ones in the proof of Lemma 4.4, for the generators $x_{i}, i=-1,0,1$, one verifies by direct computations that $x_{i} P-P \varphi\left(x_{i}\right)$ yields a rapid decay matrix. Then the lemma follows from the identity

$$
a b P-P \varphi(a b)=a(b P-P \varphi(b))+(a P-P \varphi(a)) \varphi(b)
$$

by applying $P Q=\mathrm{id}_{\mathcal{H}}$ and by the above observations.
The next proposition is the main result of this section.
Proposition 8.3. The dimension spectrum is $\Sigma=\{1,2\}$.
Proof. Let $\Psi^{0}$ be the algebra generated by $\mathcal{A}\left(\mathrm{S}_{q t}^{2}\right)$, by $[D, a]$ for all $a \in \mathcal{A}\left(\mathrm{~S}_{q t}^{2}\right)$ and by iterated applications of the derivation $\delta$ (cf. Section 2). Let $\mathcal{C}$ be the $*$-algebra (of bounded operators on $\hat{\mathcal{H}}$ ) generated by $\alpha, \beta, \alpha^{*}, \beta^{*}$ and $F$. By Lemma $8.2, \mathcal{A}\left(S_{q s}^{2}\right) \subset P \mathcal{C} Q+\mathrm{OP}^{-\infty}$. Note that

$$
\begin{array}{lll}
{\left[F^{\prime}, \alpha\right]=0,} & {\left[D^{\prime}, \alpha\right]=\frac{1}{2} \alpha F,} & {\left[\left|D^{\prime}\right|, \alpha\right]=\frac{1}{2} \alpha,} \\
{\left[F^{\prime}, \beta\right]=0,} & {\left[D^{\prime}, \beta\right]=\frac{1}{2} \beta F^{\prime},} & {\left[\left|D^{\prime}\right|, \alpha\right]=\frac{1}{2} \beta .}
\end{array}
$$

Thus $P \mathcal{C} Q$ is invariant under application of $\delta$ and $[D,(\cdot)]$ and hence $\Psi^{0} \subset P C Q+\mathrm{OP}^{-\infty}$.
We shall compute the singularities of zeta functions associated to the monomials $S:=P \alpha^{n} \beta^{j}\left(\beta^{*}\right)^{k} Q F$ and $T:=P \alpha^{n} \beta^{j}\left(\beta^{*}\right)^{k} Q$, where $n \in \mathbb{Z}$ and $j, k \in \mathbb{N}_{0}$ and we employ the notation $\alpha^{n}:=\left(\alpha^{*}\right)^{|n|}$ for $n<0$. ¿From the commutation relations of $\alpha$ and $\beta$, it is clear that these monomials span $P \mathcal{C} Q$.

Firstly, note that the $\zeta$ function associated with a bounded off-diagonal operator is identically zero in the half-plane $\operatorname{Re} z>2$ and so is its holomorphic extension to the entire complex plane. This is the case for the monomials $S$ due to the presence of $F$. The other monomials $T$ shift the index $l$ by $(n+j-k) / 2$ and the index $m$ by $(n-j+k) / 2$ and therefore are also off-diagonal operators unless these shifts are zero, which happens when $n=0$ and $j=k$. Hence only monomials $T=P \beta^{k}\left(\beta^{*}\right)^{k} Q=P\left(\beta \beta^{*}\right)^{k} Q$ contribute to the dimension spectrum.

For $k=0, T=\mathrm{id}$, and the corresponding zeta function is

$$
\zeta_{\mathrm{id}}(z)=\sum_{l+\frac{1}{2} \in \mathbb{N}} \sum_{l+m=0}^{2 l} \sum_{r= \pm}\left(l+\frac{1}{2}\right)^{-z}=4 \zeta(z-1)
$$

where $\zeta(z)$ is the Riemann zeta function, meromorphic in $\mathbb{C}$ with a simple pole at 1 and with residue 1 . Since id $\in \Psi^{0}$, this shows that $2 \in \Sigma$.

When $k>0, T=P\left(\beta \beta^{*}\right)^{k} Q$. So $T v_{m, \pm}^{l}=q^{2 k(l+m)} v_{m, \pm}^{l}$ and the associated zeta function is

$$
\begin{aligned}
\zeta_{T}(z) & =\sum_{l+\frac{1}{2} \in \mathbb{N}} 2\left(l+\frac{1}{2}\right)^{-z} \sum_{l+m=0}^{2 l}\left(q^{2 k}\right)^{l+m}=\sum_{l+\frac{1}{2} \in \mathbb{N}} 2\left(l+\frac{1}{2}\right)^{-z} \frac{1-q^{2 k(2 l+1)}}{1-q^{2 k}} \\
& =\frac{2}{1-q^{2 k}} \zeta(z)+\text { holomorphic function. }
\end{aligned}
$$

Therefore $\Sigma$ may contain, besides 2 , at most the additional point 1 . We still have to check that $1 \in \Sigma$ since the algebra $P C Q$ is strictly larger than $\Psi^{0}$. For this, we take $a \in \mathcal{A}\left(S_{q t}^{2}\right)$, where $\left(1+q^{2}\right)^{2} a=\left(x_{0}-t\right)^{2}=\tilde{\varphi}\left(\left(x_{0}-t\right)^{2}\right)+$ smoothing terms. Then, using (8.1), we get (modulo holomorphic functions)

$$
\begin{aligned}
\zeta_{a}(z) & \sim 2 \sum_{l+\frac{1}{2} \in \mathbb{N}}\left(l+\frac{1}{2}\right)^{-z} \sum_{k=0}^{2 l}\left\{t^{2} q^{4 k}+(1-t)\left\{\left(1+q^{-2}\right) q^{2 k}-\left(q^{2}+q^{-2}\right) q^{4 k}\right\}\right\} \\
& \sim 2 \frac{1+(1-t)^{2}}{1-q^{4}} \zeta(z)
\end{aligned}
$$

and $\operatorname{Res}_{z=1} \zeta_{a}(z)=2 \frac{1+(1-t)^{2}}{1-q^{4}} \neq 0$ for all $t \in[0,1]$. This shows that $\Sigma=\{1,2\}$.
Let $\mathcal{A}\left(S^{1}\right)$ denote the polynomial $*$-algebra in one variable $\lambda$, with $\lambda \bar{\lambda}=1$. For $t \neq 1$, we have $*$-algebra morphisms $\sigma_{t}: \mathcal{A}\left(S_{q t}^{2}\right) \rightarrow \mathcal{A}\left(S^{1}\right)$ given by the 'classical points' (3.3),

$$
\sigma_{t}\left(x_{0}\right)=t, \quad \sigma_{t}\left(x_{1}\right)=\sqrt{\left(1+q^{2}\right)(1-t)} \lambda .
$$

For $t=1$, let $\sigma_{1}: \mathcal{A}\left(S_{q 1}^{2}\right) \rightarrow \mathbb{C}$ be the $*$-algebra morphism given by the 'classical point' (3.2),

$$
\sigma_{1}\left(x_{0}\right)=1, \quad \sigma_{1}\left(x_{1}\right)=0
$$

Proposition 8.4. The top residue of the zeta-type function $\zeta_{a}(z):=\operatorname{Tr}_{\mathcal{H}}\left(a|D|^{-z}\right)$, with $a \in \mathcal{A}\left(S_{q t}^{2}\right)$, is given by

$$
\begin{equation*}
\operatorname{Res}_{z=2} \zeta_{a}(z)=-\frac{2 \mathrm{i}}{\pi} \int_{S^{1}} \sigma_{t}(a) \frac{\mathrm{d} \lambda}{\lambda}, \quad 0 \leq t \leq 1 \tag{8.2}
\end{equation*}
$$

For $t=1, \sigma_{1}(a) \in \mathbb{C}$ and Equation (8.2) simplifies to $4 \sigma_{1}(a)$.
Proof. It is sufficient to prove (8.2) for the basis elements $\left(x_{0}-t\right)^{j} x_{1}^{k}, j \in \mathbb{N}_{0}$ and $k \in \mathbb{Z}$, and then extend it to $\mathcal{A}\left(S_{q t}^{2}\right)$ by linearity. We use again the notation $x_{1}^{k}:=\left(x_{1}^{*}\right)^{|k|}$ if $k<0$.

Since $\sigma_{t}\left(\left(x_{0}-t\right)^{j} x_{1}^{k}\right) \propto \delta_{j 0}(1-t)^{k / 2} \lambda^{k}$, the right hand side of Equation (8.2) is zero unless $j=k=0$. We next show that the left hand side of (8.2) also vanishes unless $j=$ $k=0$. When $j=k=0$, the relation $\zeta_{\mathrm{id}}(z)=4 \zeta(z-1)$ fixes the normalization constant.

Now $\left(x_{0}-t\right)^{j} x_{1}^{k}$ is off-diagonal if $k \neq 0$ since it shifts the index $m$ by $k$. It remains to prove that $\zeta_{\left(x_{0}-t\right)^{j}}(z)=\zeta_{\tilde{\varphi}\left(\left(x_{0}-t\right)^{j}\right)}(z)+$ holomorphic function has no singularity in $z=2$. For $j \neq 0, \tilde{\varphi}\left(\left(x_{0}-t\right)^{j}\right)$ satisfies the inequality

$$
\left|\left(v_{m, \pm}^{l}, \tilde{\varphi}\left(\left(x_{0}-t\right)^{j}\right) v_{m, \pm}^{l}\right)\right| \leq c_{j} q^{l+m}
$$

for some positive constants $c_{j}$ 's. ¿From this inequality, we deduce that $\zeta_{\tilde{\varphi}\left(\left(x_{0}-t\right)^{j}\right)}(z)$ is a convergent series for all $z$ with $\operatorname{Re} z>1$. In particular, it is finite for $z=2$.

## 9 Final remarks

A crucial ingredient of our analysis was the approximation of the generators $\pi\left(x_{i}\right)$ by the operators $z_{i}$ defined in (4.5). One readily verifies that Lemma 4.4 remains true if we replace the spinor representation $\pi:=\pi_{-\frac{1}{2}} \oplus \pi_{\frac{1}{2}}$ on $\mathcal{W}:=\mathcal{M}_{-\frac{1}{2}} \oplus \mathcal{M}_{\frac{1}{2}}$ by $\pi:=$ $\pi_{-N} \oplus \pi_{N}$ on $\mathcal{W}:=\mathcal{M}_{-N} \oplus \mathcal{M}_{N}$, where $N \in \frac{1}{2} \mathbb{N}$. A careful inspection of our proofs shows that all results continue to hold for this generalized spinor representation and one gets corresponding spectral triples. The pairing of the associated Fredholm module with the same projection as in Corollary 7.5 gives the value $2 N$. In the classical case $q=1$, the generalized examples correspond to the quasi-spectral triples studied in [19].
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