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Ice formation is ubiquitous in nature, with important consequences

in a variety of environments, including biological cells, soil, aircraft,

transportation infrastructure, and atmospheric clouds. However, its

intrinsic kinetics and microscopic mechanism are difficult to discern

with current experiments. Molecular simulations of ice nucleation

are also challenging, and direct rate calculations have only been

performed for coarse-grainedmodels of water. For molecular models,

only indirect estimates have been obtained, e.g., by assuming the

validity of classical nucleation theory. We use a path sampling

approach to perform, to our knowledge, the first direct rate calcu-

lation of homogeneous nucleation of ice in a molecular model of

water. We use TIP4P/Ice, the most accurate among existing molec-

ular models for studying ice polymorphs. By using a novel topolog-

ical approach to distinguish different polymorphs, we are able to

identify a freezing mechanism that involves a competition between

cubic and hexagonal ice in the early stages of nucleation. In this

competition, the cubic polymorph takes over because the addition

of new topological structural motifs consistent with cubic ice leads

to the formation of more compact crystallites. This is not true for

topological hexagonal motifs, which give rise to elongated crystal-

lites that are not able to grow. This leads to transition states that

are rich in cubic ice, and not the thermodynamically stable hexago-

nal polymorph. This mechanism provides a molecular explanation

for the earlier experimental and computational observations of the

preference for cubic ice in the literature.
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Ice nucleation affects the behavior of many systems (1–6). For
example, the formation of ice crystals inside the cytoplasm can

damage living cells (1). The amount of ice in a cloud determines
both its light-absorbing properties (5) and its precipitation pro-
pensity (6), and is therefore an important input parameter in
many meteorological models (7, 8). However, current experi-
ments are incapable of uncovering the kinetics and the molecular
mechanism of freezing due to their limited spatiotemporal reso-
lution. The ice that nucleates homogeneously in the atmosphere
and vapor chamber experiments is predominantly comprised of
the cubic-rich stacking-disordered polymorph, not the thermody-
namically stable hexagonal polymorph (9, 10). This observation
has been rationalized invoking the Ostwald step rule (11). How-
ever, the molecular origin of this preference is unknown, due to
the limited spatiotemporal resolution of existing experimental
techniques. Furthermore, experimental measurements of nucle-
ation rates are only practical over narrow ranges of temperatures
(12), with any extrapolation being prone to large uncertainties.
Computer simulations are attractive alternatives in this quest, as

they make it possible to obtain, at any given thermodynamic
condition, a statistically representative sample of nucleation events
that can then be used to estimate the rates and identify the
mechanism of nucleation. This, however, has only been achieved
(13–15) for coarse-grained representations of water, such as the
monoatomic water (mW) model (16). For the more realistic
molecular force fields, all of the existing studies have relied either
on launching a few-microseconds-long molecular dynamics (MD)

trajectories (17, 18), or on applying external fields (19), or biasing
potentials along prechosen reaction coordinates (20) to drive
nucleation, and the generation of statistically representative nu-
cleation trajectories that can allow direct and accurate rate pre-
dictions has so far been beyond reach.
In this work, we achieve this goal in a system of 4,096 water

molecules at 230 K and 1 bar by introducing a novel coarse-
graining modification to the path sampling method known as
forward-flux sampling (FFS) (21). In the FFS approach, the
nucleation process is sampled in stages defined by an order pa-
rameter, λ. In crystallization studies, λ is typically chosen as the
size of the largest crystalline nucleus in the system (13–15). In-
dividual molecules are labeled as solid- or liquid-like based on
the Steinhardt order parameters (22), and the neighboring solid-
like molecules are connected to form a cluster (for further de-
tails, refer to SI Text, Table S1, and Fig. S1). The cumulative
probability of growing a crystallite with λ molecules is then
computed from the success probabilities at individual stages
(e.g., Fig. 1). If a sufficiently large number of trajectories are
sampled at each stage, the nucleation mechanism can be accurately
determined by inspecting the ensemble of pseudotrajectories that
connect the liquid and crystalline basins. We use the term “pseu-
dotrajectory” as, during FFS, all velocities are randomized at any
given milestone.
In conventional FFS, the underlying MD trajectories are

monitored as frequently as possible, usually every single MD
step. In the TIP4P/Ice system, however, this approach is un-
successful, as the cumulative growth probability never converges
(plateaus) and instead plummets unphysically (Fig. S2A). Because
of the five-orders-of-magnitude separation between the struc-
tural relaxation time, τr (Fig. 2A), and the sampling time, τs, the
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high-frequency fluctuations in λðtÞ do not reflect physically rel-
evant structural transformations. We therefore filter such high-
frequency fluctuations by computing the order parameter along
MD trajectories less frequently. We choose τs = 1 ps, which is still
around three orders of magnitude smaller than the hydrogen bond
relaxation time (23) (Fig. 2C). By decreasing the separation be-
tween τs and τr, the FFS calculation converges and the cumulative
probability eventually plateaus (Fig. 1). The computed nucleation
rate is log10   R= 5.9299± 0.6538 – R in nucleation events per cubic
meter per second. This implies, statistically, one nucleation event
per 9× 1018 s in the 4,096-molecule system considered in this work,
which has an average volume of ∼125 nm3. Note the astronomical
separation of time scales between structural relaxation (τr = 0.6 ns)
and ice nucleation. This rate is placed in the context of earlier
experimental estimates (12, 24) below (see Comparison with Ex-
perimental Rate Measurements). We confirm the accuracy of the
coarse-grained FFS by observing that the computed crystallization
rates in the Lennard−Jones (LJ) system are insensitive to τs if
τs=τr < 10−1 (Figs. 3 and 2B).
For most materials, the probability of adding a certain number

of molecules to a crystallite of λ molecules increases with λ. This
leads to a consistent positive curvature in the cumulative prob-
ability curve, e.g., in the crystallization of the LJ system (Fig. 1,
Inset, and Fig. S3A). For water, however, the cumulative prob-
ability curve has a pronounced inflection at λ≈ 30, where the
probability of growing an average crystallite decreases signifi-
cantly with λ before rebounding again at larger λ. The inflection
is accompanied by nonmonotonicities in several other mechan-
ical observables. For instance, in the inflection region, the av-
erage density increases with λ (Fig. 4D), even though there is
an overall decrease in density upon crystallization. We observe

similar nonmonotonicities in the longest principal axes (Fig. 4A)
and the asphericity (Fig. 4B) of the largest crystallite, as well as
the number of five-, six- and seven-member rings in the system
(Fig. 4C). The nonmonotonicity in ring size distribution has also
been observed in the freezing of ST2, another molecular model
of water (25). In the LJ system, however, all of these quantities
evolve monotonically from their averages in the liquid to their
averages in the crystal (Fig. 4, Insets, and Fig. S3). In the coarse-
grained mW system, this inflection is present, but is very mild,
and the nonmonotonicities are much weaker (Fig. S4).
To understand the origin of this inflection, we examine all of

the configurations in the shaded purple regions of Figs. 1 and 4,
and identify those that survive the inflection region by giving rise
to a progeny at λ= 41. Visual inspection of these configurations
reveals an abundance of double-diamond cages (DDCs) in their
largest crystallites. DDCs (Fig. 5A) are the basic building blocks
of cubic ice (Ic), and are topologically identical to the carbon
backbone of the polycyclic alkane diamantane (26). The largest
crystallites of the vanishing configurations, however, are rich in
hexagonal cages (HCs) (Fig. 5B), the basic building blocks of
hexagonal ice (Ih). We then use a topological criterion to detect
DDCs and HCs (see SI Text). In this approach, all primitive
hexagonal rings in the nearest-neighbor network are identified,
and DDCs and HCs are detected based on the connectivity of
the neighboring hexagonal rings (see SI Text for further details).
We identify several isolated cages even in the supercooled liquid.
Due to their distorted geometries, however, such cages can only
be detected topologically, and not through conventional order
parameters such as q3 (13). Similar to the crystallites that are
clusters of neighboring molecules with local solid-like environ-
ments (see SI Text), the cages that share molecules can also be
clustered together to define interconnected DDC/HC networks.
With their constituent cages detected topologically, such net-
works can contain both solid- and liquid-like molecules. We
observe that almost all of the molecules of the largest crystallites
participate in DDC/HC networks. This is consistent with earlier
experimental and computational observations (10, 27) that the
ice that nucleates from supercooled water is a stacking-disor-
dered mixture of both Ic and Ih polymorphs.
Consistent with our visual observation, a stark difference exists

between the DDC makeup of the surviving and vanishing con-
figurations. In the surviving configurations, the water molecules
of the largest crystallite are more likely to participate in DDCs
than in HCs (Fig. 5 C and D), making the corresponding crys-
tallites more cubic than the average. Such cubic-rich configura-
tions are scarce at the beginning and only grow in number toward
the end of the inflection region. Conversely, the majority of
configurations, which are HC rich, become extinct toward the
end of the inflection region. This preference can be explained by
comparing the geometric features of the HC-rich and DDC-rich
crystallites. Although the DDC-rich crystallites are compara-
tively uniform in shape (Fig. 5H), the HC-rich crystallites are
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Fig. 1. Cumulative transition probability vs. size of the largest crystalline

nucleus in the TIP4P/Ice system at 230 K and 1 bar. The inflection region is

shown in shaded purple. Several representative crystallites are also depicted.

The cumulative probability curve for the LJ system simulated at kBT=e= 0.82

and pσ3=e= 5.68 is shown in the Inset with « and σ the LJ energy and size

parameters. No inflection region is observed in the LJ system.
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Fig. 2. Structural relaxation in the supercooled liquid. Self-intermediate scattering functions computed from MD simulations of (A) the TIP4P/Ice (blue) and

the mW (orange) systems at 230 K and 1 bar and (B) the LJ system at kBT=e= 0.82 and ρNσ
3
= 0.974. In each case, q* is in close correspondence with the first

peak of SðqÞ, the structure factor, in the corresponding system. The structural relaxation time, τr, is defined as the time at which Fsðq*, tÞ= 1=e. (C) The cðtÞ,

the hydrogen bond correlation function, computed in NpT simulations of a system of 216 TIP4P/Ice molecules at 230 K and 1 bar; τh is defined as cðτhÞ= 1=e.
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more aspherical (Fig. 5G), and therefore less likely to grow and
survive the inflection region. This higher asphericity arises from
the preferential addition of new HCs to the prismatic faces of the
existing HCs, as evident in the abrupt increase in the ratio of
prismatic to basal HC−HC connections in the inflection region
(Fig. S5F). This is qualitatively consistent with earlier observa-
tions showing that the growth of bulk Ih is faster along its pris-
matic plane (28). The preference for Ic in the early stages of

nucleation has been observed in previous studies of ice forma-
tion in different water models (27, 29, 30). To the best of our
knowledge however, the molecular origin of this preference had
not been identified before this work. Indeed, the nonmonotonicities
in the shape and asphericity of the largest crystallite almost
disappear when only the surviving configurations are consid-
ered (Fig. 5 E and F). A similar correlation exists between the
DDC makeup of a configuration and its density and ring size
distribution (Fig. S6).
Fig. 6 depicts the fate of the cubic-rich crystallites that sur-

vive the inflection region. Due to the thermodynamic stability
of Ih relative to Ic, one expects the surviving cubic-rich crys-
tallites to eventually transform into Ih. We observe no such
transformation during the nucleation process, and the crystal-
lites retain their high DDC content (Fig. 6A) even after they are
postcritical (Fig. 6G). (For a discussion of criticality, see SI Text
and Fig. S7B.) This suggests the need for caution in the in-
terpretation of earlier indirect calculations of nucleation rate
(17) in which the critical nuclei are assumed to be exclusively
hexagonal. We also observe no tendency for the hexagonal
polymorph to prefer the core of the crystallite. This is in con-
trast to the traditional picture of nucleation in which the more
thermodynamically stable phase concentrates at the core, with
a shell of the less stable phase shielding it from the liquid (31).
Instead, we observe a large number of exposed HCs at the surface
(Fig. 6 B−G), with attrition tendencies similar to the HCs in the
inflection region (e.g., the HC appendages in Fig. 6D and the large
prismatic-to-basal ratio in Fig. S5F). The propensity to grow more
cubic stacks even after the inflection region is consistent with the
proposed mechanism, as the addition of new HCs to a large
crystallite is more likely to lead to chain-like appendages at the
surface, henceforth making it less stable than an equal-sized
crystallite grown via the addition of DDCs. Indeed, the propensity
to form thicker cubic stacks has been observed in the growth and
consolidation of postcritical crystallites in the growth-limited
freezing of the mW system (27).
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Comparison with Experimental Rate Measurements

As mentioned above, experimental measurements of nucleation
rate are only practical over a narrow range of thermodynamic
conditions. This is because of the fundamental limitation of
existing experimental techniques, which are based on probing the
temporal evolution of the number of freezing events that are
detected in a small population of supercooled microdroplets
(32). Therefore, the nucleation rates that can be measured from
the existing experimental techniques can span a few orders of
magnitude only, confining the range of thermodynamic condi-
tions over which nucleation rates are measurable. For tempera-
tures that are outside this range, the nucleation rate is either so
small that none of the microdroplets would freeze during the
timescale of the experiment or so large that all droplets would
freeze immediately. For droplets as small as a few micrometers
in diameter, nucleation rates have been measured for tempera-
tures as low as 234 K, which corresponds to a supercooling of
39 K, 3 K smaller than the supercooling considered in this work.
(The melting temperature of the TIP4P/Ice model is 272.2 K (33)
vs. the experimental melting temperature of 273 K. Henceforth,
our temperature of 230 K corresponds to a supercooling of 42 K.)
Therefore, no direct comparison can be made between our com-
puted nucleation rate and any actual experimental measurement,
without extrapolating to lower temperatures. These extrapolations
are typically based on classical nucleation theory, and are prone to
large uncertainties, leading to large variations in the extrapolated
nucleation rates. In particular, such extrapolations fail to take into
account the transition to the transport-controlled nucleation at
low temperatures, which is responsible for the appearance of a
maximum in the nucleation rate with respect to temperature. For

real water, the temperature of maximum crystallization rate has
been estimated to be ∼225 K (34), which is very close to the
temperature considered in this work. Such extrapolations yield a
wide range of nucleation rates at a supercooling of 42 K, from
1018m−3

· s−1 in refs 12 and 35 to 1024m−3
· s−1 in ref. 36. Another

potential source of error, which can lead to a systematic over-
estimation of rates at lower temperatures, is the possibility of
surface-dominated nucleation in smaller droplets that are typically
used for rate measurements at lower temperatures (37).
Thanks to the superior temporal resolution of new experi-

mental techniques, direct measurements of nucleation rates at
larger supercoolings will be possible in the near future. One such
technique is the femtosecond X-ray laser pulsing that was re-
cently used by Sellberg et al. (24) to probe the structural trans-
formation of a population of evaporatively cooled microdroplets
of supercooled water. Although no nucleation rates are reported
in their work, it is possible to obtain an approximate estimate
using figure 2 of ref. 24, which depicts the temporal profiles of the
temperature and the ice fraction of evaporatively cooled 12-μm
droplets. The first frozen droplets are detected approximately
four milliseconds after they enter the chamber and when they
reach a temperature of 229 K. The average freezing time of 4 ms
can be used to obtain an upper bound of Jv ≈ 2.7631× 1017m−3

· s−1

for the homogeneous nucleation rate at the supercooling of
42 K. This is around 11 orders of magnitude larger than the
rate computed in this work. As we will discuss below, however,
this discrepancy is reasonable considering the sensitivity of the
nucleation rate to different thermodynamic features of the
system. According to the classical nucleation theory, the nu-
cleation rate is proportional to exp½−ΔGc=kBT� with ΔGc, the
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free-energy barrier associated with the formation of a critical
nucleus, given by

ΔGc =
16πγ3

3ρ2s jΔμj
2
. [1]

Here γ is the solid−liquid surface tension, ρs is the number den-
sity of the solid, and Δμ is the free-energy difference between the
crystalline and liquid phases. The exponential dependence of the
nucleation rate on ΔGc, and the sensitivity of ΔGc to γ and Δμ
implies that only a slight deviation of any of these quantities from
the experimental value can shift the nucleation rate by several
orders of magnitude. Both these quantities are difficult to mea-
sure at large supercoolings, mostly because of the difficulty of
stabilizing supercooled water at such low temperatures.

Free-Energy Difference. If ΔHf , the latent heat of fusion, is not a
strong function of temperature, Δμ can be approximated as
Δμ≈ΔHf ðTf −TÞ=Tf . This approach, which yields a value of
Δμ≈ 0.2215 kcal ·mol−1 at a supercooling of 42 K, is, however,

not very accurate for water due to its heat capacity anomaly. To
obtain a more accurate estimate, we take the heat capacity
measurements for Ih (38) and supercooled water (39) (Table 1),
and use thermodynamic integration to obtain a more accurate
estimate of Δμexp = 0.1855 kcal ·mol−1. Similarly, we use MD
simulations in the isothermal isobaric (NpT) ensemble to com-
pute enthalpies of Ih and supercooled water at 230 K≤T ≤ 272 K
and use those enthalpies to compute Δμ using thermodynamic
integration. We obtain a value of ΔμTIP4P=Ice = 0.147 kcal ·mol−1

for the TIP4P/Ice system, which is around 20% smaller than
Δμexp. This discrepancy alone can lead to an overestimation of
the nucleation barrier by as much as 60% if everything else is
identical. To be more quantitative, the classical nucleation the-
ory predicts a nucleation barrier of ΔGc = ð1=2ÞjΔμjNc ≈ 51  kBT
for the TIP4P/Ice system at T = 230 K. However, if we use Δμexp
instead of ΔμTIP4P=Ice, and ρs,exp = 0.922g · cm−3 (40) instead of

ρs,TIP4P=Ice = 0.908g · cm−3 (obtained from NpT MD simulation of
Ih at 230 K and 1 bar) in Eq. 1, we obtain a barrier of ∼31 kBT,
which corresponds to an increase in the nucleation rate by eight
to nine orders of magnitude. This is very close to the discrepancy
between our calculation and the experimental estimates of rate.

Surface Tension.At temperatures below Tf , the supercooled water
that is in contact with ice is not stable and will immediately freeze.
This makes experimental measurements of γ in the supercooled
regime extremely challenging. Therefore, γ is typically estimated
indirectly from the nucleation data assuming the validity of the
classical nucleation theory. Consequently, there is a large variation
in the reported estimates of γ for supercooled water that span
between 25 mJ ·m−2 and 35 mJ ·m−2 (41). Similarly, it is very
challenging to compute γ directly from molecular simulations at
T <Tf , and all of the existing estimates are obtained from nucle-
ation calculations (13, 17, 42). The existing direct calculations have
all been performed at coexistence conditions (43, 44). The com-
puted numbers cover even a wider range, from 20.4 mJ ·m−2 in ref.
17 to 35 mJ ·m−2 in ref. 42. This large variability underscores the
sensitivity of the computed value to the particulars of the water
model, and to the thermodynamic conditions at which the calcu-
lation has been made. In light of the mechanism that is proposed
for freezing in this work, the problem of determining γ is further
compounded by the stacking disorder nature of the critical nucleus.
Considering the cubic dependence of the nucleation barrier on
γ, even the slightest deviation from the experimental value can
shift the nucleation rate by several orders of magnitude. For
instance, a 7% deviation can change the nucleation barrier by as
much as 22%, which can shift the nucleation rate by several
orders of magnitude.
Overall, the existing classical models of water inevitably predict

certain thermodynamic properties of water to be at variance with
experiments by a significant margin, and a model that predicts all
thermodynamic properties accurately has yet to be developed (45).
Therefore, the agreement between the orders of magnitude of the
computational estimate of the nucleation rate in a classical model
of water, like TIP4P/Ice, and the corresponding experimental
value is difficult to achieve with the existing models due to strong
sensitivity of the nucleation rate to the particular thermodynamic
features of the water model used (e.g., the free energies of the
liquid and the solid, and the liquid−solid surface tension).

Earlier Computational Studies of Nucleation Rate. It is inherently
problematic to compare computational estimates of nucleation
rate obtained for different force fields using different method-
ologies. This is not only because of the large uncertainties as-
sociated with the methods used (e.g., the validity of classical
nucleation theory in the seeding technique) but also due to the
empirical and approximate nature of the force fields used, which,
as shown above, can shift the computed rates by several orders of

Table 1. Numerical correlations used for fitting the

experimental heat capacity measurements of refs. 38 and 39

Phase Correlation

Supercooled water (39) CpðTÞ=4× 1015T−5.824
+0.7131T − 202

Ih (38) CpðTÞ=0.032T +0.3252

Units are in calories per mole per Kelvin. For Ih, we use a linear fit,

whereas, for supercooled water, we use a combination of a power law

and a linear fit. The actual experimental data for supercooled water are

for T ≥ 236 K. We thus use the numerical fit provided above to extrapolate

Cp at 231 K ≤ T ≤ 236 K.
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Fig. 6. Nucleation beyond the inflection region. (A) Average cage participa-

tion of the molecules in the largest crystallite. The solid black line has a slope

of unity. The molecules that participate in a DDC (or HC) are included in the

corresponding count even if they also participate in a neighboring cage of the

other type. The overwhelmingmajority of molecules are at least part of a DDC,

whereas very few molecules are only a part of an HC. (B−G) Several repre-

sentative configurations obtained at different milestones after the inflection

region. B−E are precritical, F is critical, and G is postcritical. Molecules that are a

part of a DDC, an HC, or both are depicted in dark blue, dark red, and light

yellow, respectively. Here, we use the same size convention used in Fig. 5.
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magnitude. This difficulty becomes apparent upon observing the
spread of the reported computational estimates of the homo-
geneous ice nucleation rate in the literature. Li et al. (13, 14) and
Haji-Akbari et al. (15) used FFS to compute the nucleation rate
in the mW system over a wide range of temperatures. Their
computed rates are lower than the corresponding experimental
values, but are still a few orders of magnitude higher than the
rate computed in this work. This cannot only be attributed to
the inherently faster dynamics of the mW system but also to the
higher jΔμj of the mW model at deep supercoolings, as depicted
in figure 2a of ref. 46. Recently, Sanz and coworkers (17, 46)
used the seeding technique to compute the nucleation rates for
several water models. This interesting approach assumes the val-
idity of the classical nucleation theory and the precise crystallo-
graphic nature of the critical nucleus (e.g., Ih). The estimated
uncertainties associated with these—and other—assumptions are
very large (e.g., error bars in figure 7 of ref. 17). Nevertheless, a
comparison at the same reduced conditions suggests that the pre-
sent rates are lower than the those estimated by Sanz and co-
workers. In particular, the rates reported in refs. 17 and 46 are very
sensitive to the a priori definition of what constitutes a nucleus, as
the size of the critical nucleus is directly used for estimating the
nucleation barriers and the nucleation rates. Our approach, how-
ever, does not rely on determining the size of the critical nucleus as
a prerequisite for computing the nucleation rate.

Conclusions

In this work, we establish the feasibility of computing the rate of
homogeneous ice nucleation for realistic molecular models of
water. This is significant considering the difficulties associated
with measuring nucleation rates in experiments. However, the
computed rates for the TIP4P/Ice model are several orders of
magnitude smaller than the experimental estimates at compa-
rable conditions. This discrepancy is attributed to the smaller
thermodynamic driving force for the freezing of the TIP4P/Ice
system relative to experiment. Nevertheless, the ability to directly
compute rates for a molecular model makes it possible, in principle,
to parameterize molecular force fields with an eye toward accurate
prediction of nucleation rates. In addition, this paves the way for
studying the kinetics and mechanism of ice nucleation across a wide
range of environments, such as the atmospherically relevant films,
droplets, and aerosols. Finally, the coarse-grained FFS used in this
work can prove useful in studying disorder−order transitions in
other slowly relaxing systems, such as water/gas mixtures, ionic liq-
uids, and macromolecular and biomolecular systems. In addition to
being able to compute nucleation rates, we obtain valuable mech-
anistic information that is not attainable in experiments. In partic-
ular, we provide a molecular explanation for the initial formation of
cubic-rich ice in homogeneous nucleation of supercooled water.

Methods
Individual MD simulations are performed using large-scale atomic/molecular

massively-parallel simulator (LAMMPS) (47). The size of the largest crystalline

nucleus is chosen as the order parameter. The largest crystallites are de-

tected using the Steinhardt q6 order parameter (22) and the chain exclusion

algorithm of Reinhardt et al. (48). Technical specifications of the MD simu-

lations and the order parameter can be found in SI Text and Table S1. Rings

are detected using the King criteria (49), and DDCs and HCs are identified

using a novel topological approach, with the detection algorithms thor-

oughly mentioned in SI Text.

Rate calculations are performed applying a novel coarse-graining to the

forward-flux sampling algorithm (21). The FFS technique is based on sam-

pling the nucleation process in stages, by staging milestones between the

liquid and crystalline basins. (See SI Text for further explanation.) The es-

sence of FFS is thus to identify first passage events between the absorbing

milestones of each iteration. In principle, this should be done by monitoring

all of the time-continuous trajectories originating at any given milestone

and by determining the exact times at which they cross any of the two ab-

sorbing milestones. In reality, however, these time-continuous trajectories

are approximated by solving the discretized versions of the equations of

motion. As a result, the order parameter can only be computed as frequently

as every single MD step, and any crossings that might occur at intermediate

times will be inevitably ignored. Historically, this has been the approach

taken in all reported applications of the FFS algorithm, with some authors

using larger sampling times (up to a few MD steps) only for convenience

(50). In the context of crystallization, however, it is reasonable to argue that

fluctuations in the order parameter are only meaningful if they occur at time

scales that are not significantly smaller than the structural relaxation time,

τr, or the hydrogen bond relaxation time, τh. One can therefore coarse-grain

the FFS algorithm by using a larger sampling time and ignoring any high-

frequency oscillations in the order parameter that occur at intermediate

times. To test the validity of this argument, we carry out a series of FFS

calculations of the rate of homogeneous crystal nucleation in the LJ system,

with sampling times spanning over four orders of magnitude. We confirm

that the cumulative probabilities and nucleation rates are virtually in-

sensitive to the selection of τs unless τs=τr > 10−1 (Fig. 3). This approach,

however, leads to considerable errors when τr ≈ τs, as the system starts losing

some of its memory between successive samplings of the trajectory. No loss

of physically relevant information occurs when τs � τr, as the fluctuations of

the order parameter at times smaller than τs are not representative of

physically relevant structural transformations. However, these high-fre-

quency fluctuations can become an issue at extremely small sampling times,

as in the TIP4P/Ice system. Choosing a large sampling time is, thus, concep-

tually similar to applying a low-pass filter to the order parameter time series.

In the TIP4P/Ice system, we choose a sampling time of 1 ps, which is two to

three orders of magnitude smaller than both τr = 0.6 ns (Fig. 2A) and τh = 4.0 ns

(Fig. 2C). By doing this, we manage to turn an otherwise diverging un-

successful FFS calculation (Fig. S2A) into a converging successful calculation

presented in Fig. 1. Further technical details about the method, as well the

computational cost of the calculations, are included in SI Text.
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