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“Directional Feedback Delay Network”
J. Audio Eng. Soc., vol. 67, no. 10, pp. 752–762, (2019 October.).

DOI: https://doi.org/10.17743/jaes.2019.0026

Directional Feedback Delay Network

BENOIT ALARY
1

(Benoit.Alary@Aalto.fi)

, ARCHONTIS POLITIS
1, 2

, SEBASTIAN J. SCHLECHT
1, 3

, AND

VESA VÄLIMÄKI,
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Artificial reverberation algorithms are used to enhance dry audio signals. Delay-based
reverberators can produce a realistic effect at a reasonable computational cost. While the recent
popularity of spatial audio algorithms is mainly related to the reproduction of the perceived
direction of sound sources, there is also a need to spatialize the reverberant sound field.
Usually multichannel reverberation algorithms output a series of decorrelated signals yielding
an isotropic energy decay. This means that the reverberation time is uniform in all directions.
However, the acoustics of physical spaces can exhibit more complex direction-dependent
characteristics. This paper proposes a new method to control the directional distribution of
energy over time, within a delay-based reverberator, capable of producing a directional impulse
response with anisotropic energy decay. We present a method using multichannel delay lines
in conjunction with a direction-dependent transform in the spherical harmonic domain to
control the direction-dependent decay of the late reverberation. The new reverberator extends
the feedback delay network, retaining its time-frequency domain characteristics. The proposed
directional feedback delay network reverberator can produce non-uniform direction-dependent
decay time, suitable for anisotropic decay reproduction on a loudspeaker array or in binaural
playback through the use of ambisonics.

0 INTRODUCTION

Delay-based digital artificial reverberation algorithms

have been prominently used for over 50 years [1, 2]. They

were originally developed to use delay lines as an efficient

way to simulate the buildup of echoes in a concert hall.

Although more accurate reproduction methods have been

developed since, these techniques are still widely popular

due to their desirable aesthetic properties and computational

efficiency [2]. By recirculating signals through multiple de-

lay lines, the echo density can buildup [3] while gains and

filters placed within the recirculation paths can be used

to control the frequency-dependent decay property of the

reverberator [4, 5].

The Feedback Delay Network (FDN) is a popular method

that generalizes the coupling of multiple recirculating delay

lines to form a reverberation algorithm [4, 2]. Gerzon [6, 7]

first proposed a unitary matrix to control the recirculation in

a network of allpass filters, whereas Stautner and Puckette

*The International Audio Laboratories Erlangen are a joint

institution of the Friedrich-Alexander-Universität Erlangen-

Nürnberg (FAU) and Fraunhofer Institut für Integrierte Schal-

tungen IIS.

[8] generalized the use of delay networks to design multi-

channel reverberators. The formal design of a tunable FDN

was presented by Jot and Chaigne [4]. They studied the use

of absorptive filters in these systems to maximize the mode

density of the response while controlling the decay rate of

different frequencies and ensuring consistency within fre-

quency bands. The central lossless property of FDNs has

been extensively studied by Rocchesso and Smith [9] and

by Schlecht and Habets [10].

For multichannel sound reproduction Gerzon [6], as well

as Stautner and Puckette [8], presented a method that dis-

tributes the decorrelated output of different delay lines to

a set of spatially arranged loudspeakers. In [11], De Sena

et al. introduced a physically informed recirculating delay

system, using digital waveguide networks, capable of po-

sitioning the output at the location of the first-order early

reflections in a virtual shoebox. This design was further

expanded to include physically informed second-order re-

flections [12]. In [13] the recirculating matrix of an FDN

was used to alter the output positioning and is capable of

reproducing scenarios such as decoupled rooms.

In many applications of multichannel sound reproduc-

tion, the energy decay is assumed to be isotropic, empha-

sizing the directionality of the direct sound [14]. A sound
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field is isotropic when its mean energy distribution is uni-

form in all directions at a given time. In a reverberant sound

field, the energy decay is isotropic when the reverberation

time of the sound incident to a listener is the same in all

directions. Therefore, we make a distinction between an

isotropic sound field, considering the mean energy at all

directions, and an isotropic energy decay, considering the

mean reverberation time at all directions. The former is a

property of the signal, whereas the latter is a property of

a spatial impulse response (SIR). A truly isotropic energy

decay can only be produced in a carefully designed rever-

beration chamber, but normal listening environments often

exhibit at least slightly anisotropic reverberation properties.

This can be due to the shape, the absorption properties of

various materials, or the location of a listener in a space [15–

19]. While the perceptual threshold of anisotropic energy

decay remains to be established, recent studies demonstrate

that a spatially anisotropic sound field can be perceivable

[20].

One existing reproduction method for anisotropic en-

ergy decay is through the use of ambisonic impulse re-

sponses. Ambisonics is based on spherical representations

of a sound field, originally developed in the 1970s and has

recently regained popularity due to its practical use as a

spatial audio format for virtual reality [21]. Capturing a

SIR using an ambisonic microphone and convolving it with

a dry signal is a common ambisonic reverberation method

[22]. This method can inherently capture and reproduce the

spatial properties of the sound field, including anisotropic

late reverberation [23, 24]. Virtual acoustics, such as ray-

based methods [25], can also offer the means to reproduce

anisotropic energy decay, provided that the direction of ar-

rival of each individually computed reflection is encoded

into the output. Nonetheless, delay-based reverberation al-

gorithms remain popular by offering a flexible parametric

way to set the reverberation time of the system while re-

maining computationally efficient.

Recently, several designs for an ambisonic reverberator

have been proposed. In [26], the multichannel reverbera-

tion algorithm introduced in [8] was expanded by convert-

ing from a first-order ambisonic signal, the B-Format, to a

microphone array format, the A-Format, for delay process-

ing. This method was further developed in [27] to control

the energy weighting in different output directions inde-

pendently. By using directional gain controls on the output,

these approaches can produce an anisotropic sound field.

However, since the direction-dependent energy decay rate

will remain the same for all directions, the energy decay

will remain isotropic.

This paper proposes a novel method to control the en-

ergy decay of a reverberant sound field within a delay-

based artificial reverberation algorithm. Through the use

of multichannel delay lines, we can preserve and alter the

direction-dependent distribution of the delayed signals. By

making use of these multichannel delay lines, a direction-

dependent weighting function can iteratively modify the

recirculating signals to create direction-dependent rever-

beration times. By analyzing an existing space to calibrate

the reverberation times in the system, the proposed re-

verberator is capable of recreating a measured anisotropic

energy decay.

Sec. 1 of this paper gives background information on the

FDN, direction-dependent reverberation, and spherical har-

monic domain processing. Sec. 2 introduces the Directional

Feedback Delay Network (DFDN) method and its different

components. Sec. 3 details the directional weighting trans-

form used in the system, and Sec. 4 demonstrates a specific

case study. Sec. 5 concludes the paper.

1 BACKGROUND

1.1 Feedback Delay Network

An FDN consists of a set of delay lines interconnected

through a feedback matrix that defines the recirculating gain

of each connection [4, 8], as shown in Fig. 1. The matrix

is typically chosen to be orthogonal to create a lossless

prototype for the FDN before any attenuation is introduced

in the system. The FDN can be described by the difference

equations [4, 9]

y(n) =

N
∑

i=1

ci gi si (n) + d x(n), (1)

si (n + mi ) =

N
∑

j=1

Ai j g j s j (n) + bi x(n), (2)

where y(n) is the sum of the input x(n) and the recursive

summed output si(n) of the ith delay line of length mi,

weighted by the input and output coefficients bi and ci, re-

spectively. The direct-path gain coefficient is d, and gi is the

gain coefficient of a given delay line. Upon recirculation,

the state values si(n) are attenuated by the matrix Aij (see

Fig. 1).

To control the decay of the system, gain factors gi are

applied at the output of each delay line. A common param-

eter of a reverberator is the reverberation time T60, defined

as the amount of time required for the impulse-response

energy to decay by 60 dB [28]. To parametrize the attenua-

tion of an FDN, we use a target T60 to obtain a per-sample

attenuation value for a given sample rate fs through

gdB = −60
1

T60 fs

, (3)

which is converted from the logarithmic scale to the linear

scale using

glin = 10
gdB
20 (4)

in order to obtain the target attenuation at the output of each

delay line from

gi = (glin)mi . (5)

This process can be extended to multiple, frequency-

dependent, T60 values to parametrize absorptive filters

[4, 5].

1.2 Anisotropic Energy Decay

To describe the behavior of an anisotropic energy de-

cay within a reverberator, the reverberation time can be
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Fig. 1. Flow diagram of a conventional FDN.

specified as a direction-dependent parameter T60(φ, θ ) for

a given azimuth φ and elevation θ . Furthermore, consider-

ing a maximum reverberation time T max
60 = max{T60(φ, θ )}

along with a direction-dependent deviation �T60(φ, θ ) to

characterize the deviation at a given direction is beneficial.

These parameters should satisfy the following relationship:

T60(φ, θ ) = T max
60 − �T60(φ, θ ). (6)

1.3 Ambisonics

Ambisonics is a spatial audio format with a uniform

spatial resolution in all directions, suitable for encoding ar-

bitrary sound scenes and for spatial sound reproduction in

arbitrary setups [21, 29–31]. It is based on spatial basis func-

tions, the spherical harmonics (SHs), while the processing

of the ambisonic signals occurs in the spherical harmonic

domain (SHD). More specifically, when sound sources are

in the far-field, an arbitrary sound field can be described as

a continuous distribution of plane waves with amplitudes

s(n, φ, θ ), each incident from azimuth φ and elevation θ .

The ambisonic signal vector s(n) = [s1(n), ..., sQ(n)]T, up

to a spatial resolution determined by the ambisonic order

L, is given by the spherical harmonic transform (SHT) of

the amplitude density

s(n) = SHT[s(n, φ, θ )] (7)

=

∫ 2π

φ=0

∫ π/2

θ=−π/2

s(n, φ, θ ) y(φ, θ ) cos θ dθ dφ, (8)

where y(φ, θ ) contains all Q = (L + 1)2 spherical harmonics

up to order L. In practice, a discrete SHT (DSHT) can be

realized as

s(n) =
4π

K
YT

uni s(n), (9)

where Yuni = [y(φ1, θ1), ..., y(φK , θK )]T is a matrix of SHs

sampled at K ≥ (L + 1)2 points of a uniform spherical

point set, suitable for the SHT without sampling error up

to order L, such as a spherical t-design of degree t = 2L

[32]. Moreover, s(n) = [s(n, φ1, θ1), ..., s(n, φK , θK )]T is

the sampled amplitude distribution at the same points.

The inverse SHT is performed through the expansion

s̃(n, φ, θ ) = ISHT [s(n)] = yT(φ, θ )s(n), (10)

which also constitutes a plane-wave decomposition of the

sound scene. If the original distribution is spatially band-

limited to the order L of the transform, then s̃(n, φ, θ ) =

s(n, φ, θ ). Encoding a plane-wave source carrying a signal

t(n), incident from (φ0, θ0) in the SHD, is realized as

s(n) = t(n)y(φ0, θ0). (11)

We use orthonormalized real SHs, common in higher-

order Ambisonics (N3D ambisonic convention [31]), with

the ACN ordering of the ambisonic channels, according to

which

[y(φ, θ )]q = Yld (φ, θ ), with q = 1, 2, ..., (L + 1)2 (12)

[s(n)]q = sld (n), and q = l2 + l + d + 1, (13)

with l and d being the spherical harmonic order and degree,

respectively.

1.4 Spatial Transformations

Previous publications on Ambisonics covered fundamen-

tal spatial transformations that can be applied in the SHD,

such as rotation and mirroring of a sound scene [29–31].

Such operations do not modify the direction-dependent en-

ergy distribution itself, only its orientation in space.

More complex transformations, which can apply a pre-

defined directional weighting to the sound scene or warp

directionally certain regions towards other directions, have

also been demonstrated, initially for first-order Ambison-

ics [33, 29] and then extended to Ambisonics of any order

[34–36].

However, such transformations are neither energy pre-

serving nor order preserving, meaning that higher orders

are required to capture the effect of the transform than the
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Fig. 2. DFDN flow diagram. The thick lines represent multiple connections associated with a delay-line group containing Q delay lines.

order of the input signals. The directional reverberator de-

sign proposed here makes use of a directional weighting

function, which we detail below.

Considering that we want to modify the original sound

distribution s(n, φ, θ ) with a real directional weighting g(φ,

θ ), we obtain a modified signal distribution

s ′(n, φ, θ ) = s(n, φ, θ )g(φ, θ ). (14)

If the original ambisonic scene is of order L and the

weighting function is of order L′, then the resulting mod-

ified scene is of order L + L′. This property follows from

the fact that the basis functions, the SHs, constitute trigono-

metric polynomials, and the directional weighting function

relates to a polynomial multiplication in which the product

of two polynomials is a polynomial of degree equal to the

sum of the two degrees. This operation can be expressed

conveniently directly on the ambisonic signals through a

linear transformation matrix T. By expanding s(n, φ, θ )

and g(φ, θ ) using the inverse SHT, and taking the SHT of

their product, we end up with the relation

s′(n) = T s(n), (15)

where T is the (L + L′ + 1)2 × (L + 1)2 matrix operator

transforming the initial distribution to the modified one.

Details on the construction of T with respect to the direc-

tional weighting function g(φ, θ ) are presented in Sec. 4.

2 DIRECTIONAL FEEDBACK DELAY NETWORK

The DFDN is an extension to a conventional FDN capa-

ble of producing direction-dependent reverberation times.

Individual delay lines are expanded into a set of multi-

channel signals by encoding a mono input signal in the

SH domain, as in Eq. (11). A directional energy weighting

function is included in the recirculating path to modify the

direction-dependent energy decay T60(φ, θ ), which can be

tuned to resemble the anisotropic energy decay behavior of

an existing space. Fig. 2 shows the structure of the DFDN

reverberator. The signal x(n) is the discrete-time input signal

encoded into an ambisonic signal through Q channels using

the input gain vector bi, which may be used to give the input

signal an incident direction. Delay lines within a delay-line

group have the same delay length mi. The delay-line groups

are attenuated by a common gain factor gi, which should

account for the smallest attenuation required by the system.

The individual gi in Eq. (5) is obtained using T max
60 instead

of T60 in Eq. (3) along with the respective delay length mi,

starting with

gdB = −60
1

T max
60 fs

. (16)

Each matrix Ti is the directional weighting matrix trans-

form, that takes a set of ambisonic signals as the input

and outputs signals in the same format. A is the orthogo-

nal recirculation matrix that defines the recirculation gain

between the delay lines.

2.1 Input

The directional weighting function is designed to control

the direction-dependent decay of the late reverberation. For

this reason, processing and positioning direct sound and the

early reflections independently by sending them through

a distinct parallel signal path is preferable. Nonetheless,

the desired initial energy distribution should be used to

encode the input signal into Ambisonics. Different methods

can be used based on the desired perceptual effect. In our

experiments, we chose to encode the mono signals into

an omnidirectional incident sound field to highlight the

directional attributes of the late reverberation. Therefore,

for an omnidirectional source, the input gain of the direct

sound of the ith SH delay line is

bi = [1, 0, 0, . . . 0], (17)
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Fig. 3. Creation of the new block matrix through the Kronecker
product.

where bi is a Q × 1 vector. The gain d can be set via the

physically motivated incident direction of the direct sound

using Eq. (11).

2.2 Multichannel Delay Lines

The difference equation of the ith delay line of a regular

FDN (see Eqs. (1) and (2)) is

si (n) = s̃i (n − mi ), (18)

where s̃i (n) is the input of the ith delay line. The output of

each delay line si(n) in a regular FDN corresponds to the

output of a delay-line group si (n) in the DFDN containing

Q sub-delay lines, one for each SH channel, all sharing the

same delay length mi. Thus, si (n) is a Q × 1 vector with

the same ordering as in Eq. (12). The difference equation

of the SH delay line is then

si (n) = s̃i (n − mi ). (19)

2.3 Multichannel Recirculating Matrix

To build the lossless prototype, the recirculating matrix

of an FDN, which defines the recirculation gain from every

delay line, is constrained to be orthogonal. In the DFDN,

the recirculation of a given channel is limited to its cor-

responding channel within each delay-line group, which

allows to preserve cohesion within the ambisonic channels.

This means that the gains in the recirculation matrix should

be set to zero for all the other channels. For this purpose,

the new recirculating matrix A is created using the Kro-

necker product (⊗) between an existing FDN matrix A and

the identity matrix I of size corresponding to the number of

channels Q, expressed as

A = A ⊗ IQ, (20)

which can be expanded into a 12 x 12 matrix for a four-

channel first-order ambisonic configuration with three de-

lay lines (Fig. 3). The Kronecker product retains orthogo-

nality when the two matrices involved in the operation are

orthogonal themselves [37, 38].

2.4 Recursive Spatial Transform

As stated previously, the attenuation of an FDN is de-

signed to make use of the recursive nature of the algorithm

by using gain values or absorptive filters calculated from

the length of each delay line. For the DFDN, we propose a

spatial transform, represented by Ti in Fig. 2, that can re-

cursively alter the energy in different directions to alter the

reverberation times. The transform operates on ambisonic

signals, and therefore, a delay-line group containing a set

of ambisonic channels is used as the input. The transform

is a matrix which is multiplied by the ambisonic signal of

each delay-line group. While the transform aims to alter

the direction-dependent decay, it must not introduce more

energy into the system to ensure stability. Full details on

the proposed transform are given in the next section. The

complete transform matrix for the delay network can be

constructed with a block diagonal matrix T :

T =

⎡

⎣

T1 0 0

0 T2 0

0 0 T3

⎤

⎦ . (21)

Since acoustic phenomena are frequency-dependent,

having a system behaving with frequency-dependent char-

acteristics may be desirable as well. Frequency and

direction-dependent features can be obtained by first split-

ting the output of each recirculating delay-line group us-

ing a filter bank and then connecting each filter output

to a different directional weighting transform to obtain

the frequency-dependent characteristics. The signals are

then mixed back together before entering the recirculating

matrix.

2.5 Output

Finally, each delay-line group is attenuated by vector ci ,

which allows direction-dependent gain control of the final

output, and each delay-line group is mixed together with the

direct sound to produce the final output y. Since the output

signal is already in the SHD, it can be decoded spatially to

a loudspeaker array or binaurally to headphones using the

appropriate decoding matrix [31]. The complete formula of

the DFDN is given by modifying Eq. (2) as follows:

y(n) =

N
∑

i=1

gi ci ⊙ si (n) + d x(n), (22)

where ⊙ denotes element-wise multiplication (Hadamard

product) and

si (n + mi ) =

N
∑

j=1

Ai j g j T j s j (n) + bi x(n). (23)

3 DIRECTIONAL WEIGHTING TRANSFORM

The directional weighting matrix (DWM) transform is a

matrix operator that modifies the direction-dependent en-

ergy distribution of an ambisonic signal. By adding this op-

erator in the recirculation path of the reverberator, we can

control how the energy of the late reverberation is grad-

ually distributed spatially. To construct the transform, we

first specify directional decay times, which are converted

into a directional weighting function. The transform itself

takes the form of a matrix multiplied by the multichannel

signals of each ambisonic delay-line group as expressed

in Eq. (15). However, the full DWM transform generates
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new higher-order signals that require more output chan-

nels than input channels. Therefore, the transform matrix

is truncated to retain the original SH order. The following

section explains the DWM construction.

3.1 Determining Directional Gain

To define the DWM operator, a direction-dependent gi(φ,

θ ) must be calculated to yield a �T60(φ, θ ) for each delay

line. Since a global attenuation gi based on T max
60 is already

part of the system, it needs to subtracted. The per-sample

direction-dependent gain factor gi(φ, θ ) is obtained by mod-

ifying Eq. (3) to (5) as follows:

gdB(φ, θ ) =
−60

fs

(

1

T60(φ, θ )
−

1

T max
60

)

,

=
−60

fs

(

�T60(φ, θ )

T60(φ, θ )T max
60

)

, (24)

glin(φ, θ ) = 10
gdB(φ,θ )

20 . (25)

This is used to obtain the necessary direction-dependent

per-sample attenuation for each delay-line group using

gi (φ, θ ) = (glin(φ, θ ))mi . (26)

In practice, T60(φ, θ ) is sampled uniformly in many di-

rections, using a uniform set of points on a sphere, such as

spherical t-designs of high degrees (t ≥ 20) [32].

3.2 Determining the Recursive Transform

The DWM is not applied in a single stage as is common

in the reproduction of ambisonic signals [35, 36]. Instead,

it is included in the DFDN’s recursion. For this purpose,

gi(φ, θ ) is used to construct a matrix operator that applies

the desired gain in the SH domain. The SH coefficients of

gi(φ, θ ) are computed from Eq. (9) and the sampled values

of gi as

gi =
4π

K
YT

unigi . (27)

The coefficient vector gi is an exact representation of the

directional weighting in the SHD, instead of in the spatial

domain.

Since the effective order L′ of the directional weighting

is unknown, we find the maximum SH order in gi that

contains 95% of the total energy of the coefficients. The

coefficient vector gi is then truncated up to the order L′.

3.3 Building the Matrix Operator

Based on the final directional weighting expressed in the

SHD gi and its estimated order L′, we construct the DWM

Tfull, which is illustrated in Fig. 4, realizing the recursive

spatial shaping.

Starting from the output of the ith delay line s(n, φ, θ ),

the directional weighting g(φ, θ ), and their SHD represen-

tations si (n) and gi of orders L and L′, respectively, we pro-

ceed as follows. The desired direction-dependent weighted

signal s′(n, φ, θ ) is given by

s ′(n, φ, θ ) = s(n, φ, θ )gi (φ, θ ). (28)

Fig. 4. The full transformation matrix of size L by L + L′. The
values below the thick horizontal line are truncated in the final
transform Ti .

The DWM expresses the above equation directly in the

SHD, having as its input the ambisonic signals s(n) and

returning the modified ambisonic signals s′(n) of order

L + L′.

We use the following notation for compactness: a point

on the unit sphere is u ≡ (φ, θ ), and the spherical integra-

tion is denoted as
∫

du. The vector yL (u) denotes the SH

vector of all SHs up to order L in direction u, and Yq (u)

means the qth SH in the series. Furthermore, we omit the

sample index n in the following expressions.

The directionally weighted ambisonic signals s′ express

the SHT of the weighted sound scene

s′ = SHT{s ′(u)} =

∫

gi (u)s(u)yL+L ′(u)du, (29)

where the qth channel of s′ is

s ′
q =

∫

gi (u)s(u)Yq (u)du. (30)

Taking the inverse SHT, given in Eq. (10), of the product

function and rearranging the terms, we obtain

s ′
q = SHT{ISHT{gi }ISHT{s}}

=

∫

(

gT
i yL ′ (u)

) (

sTyL (u)
)

Yq (u)du

= gT
i

(∫

yL ′ (u)yT
L (u)Yq (u)du

)

s

= gT
i Gqs, (31)
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where Gq is a (L + 1)2 × (L′ + 1)2 matrix of Gaunt coeffi-

cients G
q

i j for real spherical harmonics [39], given by

[Gq ]i j = G
q

i j =

∫

Yi (u)Y j (u)Yq (u) du. (32)

Such coefficients can be computed analytically from

Gaunt coefficients for complex SHs, for which closed-form

solutions exist. Tabulated Gaunt coefficients for both com-

plex and real SHs and orders up to L + L′ = 30 are found

in the accompanying code of [40].

The linear operation of Eq. (31) can be computed for all

ambisonic signals s′ in one step:

s′ = Tfull(gi )s. (33)

Tfull is a (L + L′ + 1)2 × (L + 1)2 matrix with its qth row

given by

[Tfull(gi )]q = gT
i Gq . (34)

An alternative formulation to construct the matrix

Tfull(gi ), given in [41], is to implement a discrete SHT

form of Eq. (31) using a uniform spherical t-design with

t ≥ 2(L + L′) and then to evaluate the weighting function

for that set of points:

Tfull(gi ) =
4π

K
YT

L+L ′diag [YL ′gi ] YL , (35)

where YL+L ′ is the matrix of SHs up to order L + L′ com-

puted in the K directions of the t-design and the diag[ · ]

operator constructs a diagonal matrix from a vector.

3.4 Ambisonic Order Preservation

One issue when integrating the directional modification

into the recursion is that increasing the order of the output

ambisonic channels by as much as the order L′ of the direc-

tional weighting becomes impractical. A practical solution

is to use an approximation of the full transformation matrix

Tfull(gi ) that is square, hence preserving the order and the

number of channels. We select a truncated Ti that retains

only the first (L + 1)2 rows of Tfull(gi ) (see Fig. 4):

Ti = Tfull(gi )[1, 2, ...(L + 1)2; 1, 2, ...(L + 1)2]. (36)

Due to the truncation, the direction-dependent decay

times do not match exactly the target ones. However, since

the application considered here is late directional reverber-

ation design, exact matching is not necessary.

We demonstrate the effect of the truncated recursive

transform matrix in the results section through compar-

isons with a simulated room. A demonstration of the effect

is given in Fig. 5, where an example transform is applied

recursively to an omnidirectional signal and the resulting

signal is visualized at different time steps.

4 RESULTS

A case study is presented here to evaluate the direction-

dependent energy decay characteristics of the DFDN re-

verberator and to compare it with a simulated acoustic

space. For this purpose, we implemented an image-source

algorithm [42] to serve as an ideal representation of the

Fig. 5. Direction-dependent energy (Eq. (28), expressed on a lin-
ear scale of the Cartesian coordinate system, at different recursive
steps (a) before applying the transform, (b) after half of the target
iterations (50/100), and (c) after the target number of iterations
(100).

Fig. 6. Layout of the simulated room.

direction-dependent energy distribution over time. We then

designed a DWM for the DFDN that approximates a sim-

ilar distribution to the one obtained with the image-source

method. We studied a shoebox type of room having a dis-

tinctively long shape for this purpose. This special case is

equivalent to a long corridor that clearly exhibits anisotropic

energy decay.

4.1 Image-Source Reference

Using the image-source method, we set the dimensions

of a rectangular room to be 22 m × 2.8 m × 3.2 m, as

illustrated in Fig. 6, and place both the source and listener

close to the center of the room. All generated reflections

were encoded as a broadband impulse using their simulated

directions of arrival to encode them into an SIR. This SIR

was then analyzed and used to inform the design of the

DFDN.
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Fig. 7. Directional energy distribution, in dB, for consecutive time segments using (a) the image-source method, (b) the conventional FDN
with single-channel delay lines and a weighted directional output, and (c) the DFDN designed to resemble the SIR of the image-source
method.

4.2 Design Consideration

The DFDN has been designed as an extension of a four-

delay-line FDN using third-order Ambisonics, which re-

quires 16 channels to achieve a good level of directionality.

Therefore, the reverberator has 4 groups of 16 delay lines,

making a total of 64 delay lines. A gain factor was applied

for broadband attenuation, but no frequency-dependent fil-

ters, for simplicity.

The gi(φ, θ ) used for the DWM design are calculated

from T60(φ, θ ) values, which are obtained by extracting

directional impulse responses (DIR) through beamforming

from the output of the image source. The beamforming

analysis is performed in the SHD using a plane-wave de-

composition method based on Eq. (11). The grid used to

select the beamforming sampling locations is a spherical

t-design suitable for the SHT up to order 20 without error.

Each Ti is obtained from the per-sample transform calcu-

lated in Eq. (26) and the individual randomly selected delay

length mi.

4.3 Directional Analysis

To analyze the energy distribution of the generated DIR,

we again sample the ambisonic signals in different direc-

tions and time windows through a beamforming analysis.

The horizontal plane at 0◦ elevation is sampled at 1◦ in-

tervals which yields a 2-dimensional, direction-dependent

energy distribution corresponding to a view from above the

plane. In Fig. 7(a), we visualize the time and direction-

dependent energy distribution of the room simulated us-

ing the image-source method. In the initial time window

(the outermost curve in Fig. 7(a)) shows that the energy

distribution behaves nearly isotropically. However, an ap-

proximately 6-dB difference is already present between the

right-left and the front-back axis. Shortly into the simula-

tion, the directionality of the reflections converges towards

the long end of the corridor (front, back) with an ampli-

tude deviation in the order of 20 dB of the last segment.

Therefore, the energy decay is anisotropic in this case.

Fig. 7(b) shows the results obtained with a conventional

FDN using single-channel delay lines, designed for refer-

ences purposes. A directional gain is applied to the output

before being encoded it into Ambisonics, similarly to the

method presented in [26]. The desired output is obtained

after computing the impulse response by sending a sin-

gle impulse through the system. We observe from the seg-

mented output that the energy decay time remains constant

in all direction since the gain factor is only applied to the

final output of the reverberator. Although the sound field

is anisotropic, for this example, the energy decay itself is

considered isotropic, since the oval shape of the curve is

preserved at all time instances.

In Fig. 7(c), an impulse is sent through the DFDN to

generate a DIR. We see that the first segments begin in an

isotropic energy distribution that then converges towards a

direction-dependent energy distribution. Here, the DFDN

demonstrates an anisotropic energy decay, similar to the

one observed in Fig. 7(a).

4.4 Computational Cost Considerations

When comparing the computational costs to a conven-

tional FDN, the DFDN’s costs increases by factor equiv-

alent to the number of channels in the delay-line groups.

In our test case, third-order Ambisonics delay-line groups

were used to ensure a detailed directional analysis. How-

ever, since third-order Ambisonics requires 16 channels,

this increases the number of delay lines by a factor of 16

when compared to an equivalent conventional FDN. Since

FDNs are often designed in the vicinity of 32 or even 64

delay lines to ensure a sufficiently high modal and echo

density, a factor of 16 is relatively significant. IIR filtering

in the recirculating signal path for frequency-dependent de-

cay is another a common design feature that increases the

computational costs of each delay line. Therefore, selecting

the appropriate Ambisonics order for practical use is impor-

tant to limit the computational cost and will vary depending

on the desired spatial accuracy of the direction-dependent
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reverberator. However, since the perceptual attributes of

anisotropic energy decay have yet to be fully established,

the optimal Ambisonics order should be chosen based on

the intended application and an empirical evaluation.

5 CONCLUSION

This paper presented a novel method to extend the FDN

reverberator design to render anisotropic energy decay char-

acteristics. By expanding delay lines into delay-line groups,

or multichannel delay lines, containing individual am-

bisonic channels, we maintain the direction-dependent en-

ergy distribution within the recirculating system. Through a

matrix transform, which modifies the direction-dependent

energy distribution in the SH domain, we alter this dis-

tribution and approximate the direction-dependent energy

decay of an existing DIR. Since all of the properties of the

original FDN are preserved, the proposed DFDN is built by

extending an existing FDN configuration with the multi-

channel elements of the DFDN. Further research is needed

to fully establish the appropriate spatial definition required

to achieve a good compromise between the perception of

direction-dependent decay and computational costs.

6 ACKNOWLEDGMENT

This work has been funded in part by the Academy

of Finland (ICHO project, Aalto University project No.

13296390) and has been related to the activities of

the Nordic Sound and Music Computing Network—

NordicSMC (NordForsk project no. 86892).

7 REFERENCES

[1] M. R. Schroeder and B. F. Logan, “‘Colorless’ Ar-

tificial Reverberations,” J. Audio Eng. Soc., vol. 9, no. 3,

pp. 192–197 (1961 Jul.).
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Vesa Välimäki is Professor of Audio Signal Processing
at Aalto University, Espoo, Finland. He is the Vice Dean for
Research in the Aalto University School of Electrical Engi-
neering. He received his M.Sc. in Technology and Doctor
of Science in Technology degrees in electrical engineering
from the Helsinki University of Technology (TKK) in 1992
and 1995, respectively. His doctoral dissertation dealt with
fractional delay filters and physical modeling of musical in-
struments. In 1996, he was a Postdoctoral Research Fellow
at the University of Westminster, London, UK. In 2001–
2002, he was Professor of Signal Processing at the Pori
School of Technology and Economics, Tampere Univer-
sity of Technology, Pori, Finland. In 2006–2007, he was the
head of the TKK Laboratory of Acoustics and Audio Sig-
nal Processing. During the academic year 2008–2009, he
was a visiting scholar at the Center for Computer Research
in Music and Acoustics (CCRMA), Stanford University,
Stanford, CA, USA. His research interests include digital
filter design, loudspeaker and headphone signal process-
ing, audio effects processing, and sound synthesis. Prof.
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