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Abstract

Long-standing debates about relationships between labor supply behavior and health status
among persons nearing retirement age have centered largely on disagreements about the reliability
of self-reported health indicators. In light of reporting errors in work capacity, this paper considers
the problem of predicting how employment rates vary with disability status when “true” disability is
unobserved. Rather than imposing the strong assumptions required to obtain point identi…cation,
we take a step back to evaluate what can be inferred under a variety of assumptions that are
weaker but arguably more credible than those imposed in the existing literature. Although these
assumptions do not identify the conditional employment rates except in special cases, nonparametric
bounds for these parameters can be obtained. Using data from the Health and Retirement Study, we
estimate a set of bounds that formalize the identifying power of a number of di¤erent assumptions
that appear to have broad consensus in the literature. Our results suggest that models estimated
under the assumption of fully accurate reporting lead to biased inferences. In particular, it appears
that nonworkers tend to overreport disabilities.

1 Introduction

This paper considers the problem of predicting how employment rates of older persons vary with

their disability status when “true” disability is unobserved. Health status is widely recognized as

an important predictor of labor supply behavior, especially among persons nearing retirement age.

During the past twenty years, however, researchers have come to recognize that inferences about the

e¤ects of health and government policies on labor market outcomes can be highly sensitive to the

type of health measure used in the analyses. Anderson and Burkhauser (1984), for example, found

that their estimated wage elasticity of work participation varied …ve-fold depending on whether

¤We gratefully acknowledge …nancial support from the 2001-2002 Sandell Grant Program and from the W.E.
Upjohn Institute for Employment Research.
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work capacity was measured using a self-reported measure of disability or an indicator of subse-

quent mortality. Ongoing debates regarding the in‡uence of Social Security Disability Insurance

(SSDI) policy on declining labor force participation rates have also emphasized issues regarding

the reliability of self-reported disability information [e.g., Haveman and Wolfe (1984) vs. Parsons

(1984); Bound (1991b) vs. Parsons (1991)].

Many researchers have controlled for work capacity based on responses to questions of the

general type: “Do you have a health condition that limits the kind or amount of work you can

perform?” Some researchers favor the use of self-reported measures in labor supply studies because

they provide direct information about work ability. In contrast, speci…c health conditions or func-

tional limitations do not necessarily imply work disability. Other researchers, however, emphasize

that self-reports of work capacity are especially prone to reporting bias. Little has been resolved

about the appropriate measurement of work capacity since Anderson and Burkhauser (1984) char-

acterized this problem as “the major unsettled issue in the empirical literature on the labor supply

of older workers.”

The debate has grown stronger over time, with some maintaining that self-reported measures

of disability status can be treated as perfectly reliable (e.g., Benitez-Silva et al., 1997; 1999) and

others arguing that self reported measures are completely unreliable (e.g., Meyers, 1982; Bowe,

1993). Still others suggest that self-reports can be considered reliable for certain subpopulations

but not others (e.g., McGarry, 2002). Recent Institute of Medicine workshop reports (Wunderlich,

1999; Mathiowetz and Wunderlich, 2000) highlight the lack of information on reporting errors and

call for more research on the degree and nature of these errors.

In the absence of this informatin, studies that have modeled and assessed the reliability of

self-reported work limitations have not been able to resolve these issues. Stern (1989), Dwyer and

Mitchell (1999), and Benitez-Silva et al. (1999), for example, …nd little evidence that labor market

outcomes a¤ect reporting behavior. In contrast, Kerkhofs and Lindeboom (1995, 2002), O’Donnell

(1998), and Kreider (1999, 2000) estimate large reporting errors that are systematically related to
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labor force status.1 Under a set of weak nonparametric assumptions, Kreider and Pepper (2001)

also …nd evidence that self-reports are invalid. Bound (1991a) highlights the econometric issues

surrounding reporting errors in the framework of a parametric simultaneous equations model.

Given the uncertainty about reporting behavior, we do not focus on providing point estimates of

the true conditional employment rates. Instead, following our recent work in Kreider and Pepper

(2001) which provides bounds on the true disability rate, we take a step back to evaluate what

can be inferred under a variety of nonparametric assumptions that are weaker but arguably more

credible than those imposed in the existing literature. We examine conditional employment rates

among respondents nearing retirement age in the Health and Retirement Study (HRS) who report

on the existence of impairments that limit the kind or amount of work that can be performed. After

describing these data in the next section, Section 3 formalizes the identi…cation problem created

by misreporting. Without assumptions about the prevalence of inaccurate reports relative to social

norms or other criteria speci…c to the research question,2 the sampling scheme is uninformative:

the true conditional employment rates could lie anywhere between 0 and 100 percent.

In Section 4, we evaluate what can be inferred when it is assumed that members of certain

observed subgroups (e.g., workers) – or at least some lower bound fraction of members of these

groups – provide valid self-reports. In Section 5, we apply and extend results from Manski and

Pepper (2000) and Kreider and Pepper (2001) to consider the additional identifying power of

arguably innocuous monotonicity assumptions that link disability to certain observed covariates.

In particular, we assume that the disabled are less likely to work, that the disability rate does not

decrease in age, and/or that employment rates conditional on disability do not increase with age.

Under these nonparametric models, we …nd evidence that the assumption of valid self-reporting is

not supported by our data. We draw conclusions in Section 6.

1Earlier studies that found evidence of systematic reporting errors include Gordon and Blinder (1980), Myers
(1982), Chirikos and Nestel (1984), Bazzoli (1985), and Anderson and Burkhauser (1985).

2The SSA requires that bene…ciaries are unable “to engage in any substantial gainful activity by reason of any
medically determinable physical or mental impairment which can be expected to result in death or can be expected to
last for a continuous period of not less than one year.” Substantial gainful activity is currently de…ned as employment
resulting in earnings in excess of $700/month.
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2 Data

Our analysis uses data from the Health and Retirement Study (HRS), a nationally representative

panel survey with 7608 households whose heads were nearing retirement age (aged 51-61) in 1992-93.

We use self-reported health and labor force participation information from all 12,652 respondents.

We also observe each respondent’s age, years of schooling, occupation, race, gender, and whether the

respondent received government assistance for a disability.3 As part of our identi…cation strategy,

some of our analysis also incorporates reported health and employment information from the second

wave, which was conducted two years after the …rst wave.

Table 1A displays descriptive statistics on self-reported health status indicators. In the HRS,

21.5 percent of the sample responded in the a¢rmative to the question, “Do you have any impair-

ment or health problem that limits the kind or amount of paid work you can do?” Respondents were

also asked about current job status: “Are you working now, temporarily laid o¤, unemployed and

looking for work, disabled and unable to work, retired, a homemaker, or what?” About 9 percent

indicated that they were disabled and unable to work. We classify respondents as work-limited by

their own self-assessments (denotedX = 1) if they answered yes to either of the disability questions.

Using this standard, 21.8% of the respondents in the sample claimed to be disabled.

Our primary focus is on the conditional employment rate. Table 1B breaks down labor force

participation rates by di¤erent conditioning variables, including self-assessed work limitation. The

employment rate among those reporting to be disabled is 0.295 compared with 0.765 for those

reporting to be nondisabled. The di¤erence in reported employment rates by reported disability

status is thus -0.470.

3 Statement of the Identi…cation Problem

Predicting how the employment rate varies by disability status requires assumptions about re-

porting errors. The data do not reveal the fraction of respondents who give invalid responses to

3We imputed age for one member of the sample.
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disability status questions. It might be that all positive reports of disability are inaccurate, in

which case everyone is nondisabled. Alternatively, it might be that all negative reports are inaccu-

rate, in which case the entire population may be disabled. In this section, we formalize the basic

identi…cation problem that arises in corrupt data and then consider the sensitivity of inferences to

prior information on the degree of possible inaccurate reporting.

To evaluate the implications of invalid response, we introduce notation that distinguishes be-

tween self-reports and accurate reports. Let L be an employment indicator, with L = 1 if the

respondent is employed and 0 otherwise. Let X be a self-reported disability measure, where X = 1

if the respondent reports being limited in the ability to work and 0 otherwise. Let W = 1 indicate

that the individual is truly limited in the ability to work relative to social norms (or other speci…ed

criterion), with W = 0 otherwise. Finally, let Z indicate whether a respondent provides accurate

information, with Z = 1 if W = X and Z = 0 otherwise. The data reveal the employment rate

given the reported disability status, P (L = 1jX).4 We are interested, however, in learning (a) the

employment probability given the true disability status,

P (L = 1jW ); (1)

and (b) how the employment rate varies by disability status:

¯ = P (L = 1jW = 1)¡ P (L = 1jW = 0): (2)

While the data reveal how the employment rate varies by reported disability status, the condi-

tional employment probabilities (and therefore ¯) are not identi…ed by the sampling process. To

see this identi…cation problem, consider evaluating the employment probability for the disabled,

P (L = 1jW = 1). Using Bayes Theorem, we decompose this conditional probability into the

4Observed characteristics of individual respondents (e.g., age, race, gender, education, etc.) are left implicit to
simplify the exposition.
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respective joint and marginal distributions:

P (L = 1jW = 1) =
P (L = 1;W = 1)

P (W = 1)
(3)

=
P (L = 1;X = 1) + P (L = 1; X = 0; Z = 0)¡ P (L = 1;X = 1; Z = 0)

P (X = 1) + P (X = 0; Z = 0)¡ P (X = 1; Z = 0)
:

The data identify the fraction who self-report disability, P (X = 1), and the joint probability of being

employed and claiming to be disabled, P (L = 1;X = 1); but they do not reveal the distribution

of accurate reporters. Some unknown fraction of respondents, P (X = 1; Z = 0), inaccurately

report being disabled (i.e., false positives) while others, P (X = 0; Z = 0), inaccurately report

being nondisabled (i.e., false negatives). In the absence of restrictions on misreporting, the data

are uninformative; we only know that the conditional employment rate lies between 0 and 1.

Assumptions about the nature and degree of reporting errors might be informative on the

conditional employment rates. In the most limited informational setting, we assume only a lower

bound on the fraction of respondents that accurately report disability status. We then investigate

what can be learned by assuming that members of certain observed subgroups provide accurate

reports. Finally, we consider the identifying power of monotonicity assumptions that link the

employment rate to other covariates.

3.1 Upper Bound Error Probability

At one extreme, the sampling process is perfectly informative if it is known that all respondents

provide accurate self-reports of disability status. At the other, if there is no prior information on the

extent of misreporting, the data are uninformative. By varying the degree of possible misreporting,

we can examine middle ground positions and explore the sensitivity of the identi…cation result. In

particular, suppose

P (Z = 1) ¸ v (4)

where v is an assumed lower bound on the accurate reporting rate.
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The lower bound restriction in Equation (4) implies restrictions on the unknown joint distribu-

tions in Equation (3). With the degree of misreporting being no greater than some known fraction,

1¡ v, we can provide the following “degree bounds”:

Proposition 1. Let P (Z = 1) ¸ v: Then:

P (L = 1; X = 1)¡ ±
P (X = 1)¡ 2± + (1¡ v) · P (L = 1jW = 1) · P (L = 1; X = 1) + °

P (X = 1) + 2° ¡ (1¡ v) (5)

where

± =

½
minf(1¡ v); P (L = 1;X = 1)g if P (L = 1; X = 1)¡ P (L = 0; X = 1)¡ (1¡ v) · 0
maxf0; (1¡ v)¡ P (L = 0; X = 0)g otherwise

and

° =

½
minf(1¡ v); P (L = 1; X = 0)g if P (L = 1;X = 1)¡ P (L = 0; X = 1) + (1¡ v) · 0
maxf0; (1¡ v)¡ P (L = 0; X = 1)g otherwise.

The proof is provided in the Appendix. Note that when the lower bound fraction of accurate

reporters is relatively small, the bounds on the conditional employment rates are uninformative. In

particular, when (1¡ v) ¸ P (L = 1;X = 1), the lower bound is zero as expected. Similarly, when

(1 ¡ v) ¸ P (L = 0; X = 1); the upper bound is one. Analogous bounds for P (L = 1jW = 0) are

obtained by replacing X = 1 with X = 0 and vice versa in the Proposition.

3.2 Results

By varying the value of v, we can e¤ectively consider the wide range of views characterizing the

debate on inaccurate reporting. Those willing to assume that all reports are accurate can set

v = 1 (e.g., Benitez-Silva et al., 1997), in which case the sampling process identi…es the conditional

employment rates. Those believing that all reports are potentially inaccurate (e.g., Myers, 1982;

Bowe, 1993) can set v = 0, in which case the sampling process is uninformative. Middle ground

positions can be evaluated by setting v between 0 and 1. Abstracting from concerns over sampling
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variability, we consider what can be learned under these middle ground restrictions on the minimum

accurate reporting rate.5

Given any conjectured value of the lower bound accurate reporting rate, v; Figures 1 and 2

display the Proposition 1 degree bounds on the conditional employment rate for the disabled and

nondisabled, respectively. The obvious striking feature of these …gures is that the bounds are

uninformative across a large range of values for v. When v = 0, the employment rate can of

course lie anywhere between 0 and 1. The data remain uninformative about the employment rate

for the disabled, P (L = 1jW = 1), unless it can be assumed that the accurate reporting rate

exceeds 1 ¡ P (L = 0;X = 1) = 0:84; the lower bound is zero unless the accurate reporting rate

exceeds 1 ¡ P (L = 1; X = 1) = 0:94. The bounds on the employment rate for the nondisabled

begin to narrow when v = 0:41, while the upper bound remains at one until the accurate reporting

rate exceeds 0:82. As the known accurate reporting rate increases beyond these thresholds, the

Proposition 1 degree bounds displayed in Figures 1 and 2 reduce to the self-reported conditional

employment rates of 0:295 and 0:765, respectively. In the absence of additional assumptions, the

data cannot reject the possibility of fully accurate reporting.

We are also interested in learning how the employment probability varies with health status, ¯.

An upper (lower) bound on ¯ can be found by subtracting the Proposition 1 lower (upper) bound

on P (L = 1jW = 0) from the Proposition 1 upper (lower) bound on P (L = 1jW = 1). Figure

3 displays these naive bounds on ¯. Although these bounds on the di¤erence between the two

conditional probabilities are intuitive and simple to compute, they are not sharp: the constraint

on the fraction of misreporting places further restrictions on ¯. In the appendix, Proposition 1A,

we formalize sharp bounds on ¯, depicted as dotted lines in the …gure.

The sharp bounds are identical to the naive bounds on ¯ over much of the range of v in this

5 In this section, we focus exclusively on the identi…cation problem that arises because of misreporting. In the
remaining sections, we also consider statistical variability via con…dence intervals. With over 12,000 observations,
however, the uncertainty created by the identi…cation problem is much more extensive than uncertainty associated
with sampling variability.
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application; where they slightly di¤er, the qualitative conclusions remain.In particular, under weak

assumptions on the degree of accurate reporting, the employment rates given self-reported disability

measures provide only modest information on the true employment rates of interest. The data are

uninformative unless it is known that the accurate reporting rate exceeds 0:41 and the lower bound

remains at ¡1 unless v exceeds 0:81. Without further assumptions, the sign of ¯ is identi…ed as

negative (i.e., the data reveal that the disabled are less likely to work than the nondisabled) only

if at least 88 percent of the respondents are known to provide accurate reports.

4 Veri…cation of Observed Subgroups

So far, we have explored how inferences on the employment rate vary with prior information on

the degree of misreporting. In practice, we …nd that these conservative restrictions on the extent

of reporting errors are e¤ectively uninformative except in the extreme cases in which virtually

all respondents are known to provide accurate reports. We now consider several middle ground

restrictions on both the degree and nature of misreporting. These models are motivated by theories

of misreporting suggested in the existing literature that attempts to address inaccurate reporting

using parametric latent variable models. Here, however, we avoid imposing the strong and generally

unveri…able parametric assumptions that have been a primary source of controversy in the literature

and instead focus on more primitive assumptions that appear to have some consensus.

4.1 Full Veri…cation

Short of assuming that all respondents provide accurate self-reports of limitation, one might be

willing to assume that certain types of respondents provide accurate reports, remaining agnostic

about the reports from respondents in other subgroups. The existing literature provides a number of

plausible restrictions (Bound and Burkhauser 1999). Concerns about misreporting focus primarily

on …nancial and social incentives for certain types of respondents to exaggerate the e¤ect of a health

condition on lost work capacity. First, eligibility into some government assistance programs (e.g.,
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SSDI) is contingent on being su¢ciently work impaired. Given the di¢culty in quantifying work

capacity, even respondents intending to provide honest reports may systematically underreport

work capacity given the associated …nancial advantages.6 Second, it has long been asserted in the

literature that many people, especially men, may feel social pressure to participate in the labor

force until normal retirement age unless their ability to work is impaired (e.g., Bound, 1991a).

Other factors constant, respondents who …nd themselves involuntarily out of work (or prefer not to

work) may feel more compelled than employed workers to claim that a functional limitation (e.g.,

di¢culty climbing stairs) interferes with the ability to work.

Thus, some respondents have clear incentives to misreport limitation while other observed sub-

groups seem to have few economic or psychological incentives to misreport limitation. Employed

respondents, for example, are generally ineligible for government assistance and face neither strong

social nor …nancial pressures to misreport.7 Likewise, there appear to be few incentives to falsely

claim to be nondisabled. Some might …nd it reasonable to assume that recent Disability Insurance

bene…ciaries, who faced stringent disability screening and are o¢cially deemed incapable of substan-

tial work, can be considered a veri…ed work-limited subgroup (although not necessarily incapable

of any work). Others might be willing to assume that respondents older than 65 o¤er valid reports

since they are no longer expected to work and are no longer eligible for Disability Insurance.

Formally, let Y indicate whether a respondent’s self-report of disability is veri…ed to be accurate,

where Y = 1 if the report is veri…ed and Y = 0 otherwise. For simplicity, assume that the lower

bound accurate reporting rate v equals the fraction of cases in veri…ed groups, P (Y = 1).8 We

consider the possibility that four di¤erent observed subgroups are veri…ed: (a) the 10 percent of

the respondents who are disability bene…ciaries, (b) the 27 percent who claimed no disability in the

6In addition to monthly cash bene…ts, Supplemental Security Income (SSI) bene…ciaries are immediately eligible
for Medicaid bene…ts, and SSDI bene…ciaries become eligible for Medicare bene…ts after a two-year waiting period.

7Kreider (1999) and McGarry (2002) explicitly assume that workers provide valid reports. Stern (1989) also
explicitly assumes that misreporting is related to work outcomes. Each analysis, however, additionally imposes
strong parametric assumptions and draws di¤erent conclusions.

8This veri…cation assumption can be generalized by allowing for the possibility that the lower bound probability
on accurate reporting exceeds the veri…cation probability.
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second wave of the survey despite being out of the labor force, (c) the 66 percent of the respondents

who were gainfully employed, and (d) the 78 percent who claimed no work limitation in the current

wave. Ninety-four percent of the respondents satis…ed at least one of these criteria. Although we

initially assume that all members of veri…ed subgroups provide accurate responses, we relax this

assumption below to allow for the possibility of some misreporting even within the veri…ed groups.

As before, we can decompose the conditional distribution using Bayes Theorem:

P (L = 1jW = 1) =
P (L = 1;W = 1)

P (W = 1)
(6)

=
P (L = 1;W = 1; Y = 1) + P (L = 1;W = 1; Y = 0)

P (W = 1; Y = 1) + P (W = 1; Y = 0)
:

The following proposition improves upon the bounds in Proposition 1:9

Proposition 2. If Y = 1) Z = 1 (veri…cation), then

P (L = 1;X = 1; Y = 1)

P (X = 1; Y = 1) + P (L = 0; Y = 0)
· P (L = 1jW = 1) · P (L = 1;X = 1; Y = 1) + P (L = 1; Y = 0)

P (X = 1; Y = 1) + P (L = 1; Y = 0)
:

(7)

In the special case where workers (and perhaps others) are veri…ed, the joint probability of being

a disabled worker, P (L = 1;W = 1) equals the revealed probability, P (L = 1;X = 1), and the only

unknown parameter in Equation (6) is the disability rate among the unveri…ed, P (W = 1; Y = 0).

In this case, the Proposition 2 bounds simplify to:

Proposition 2, Corollary: Let workers be veri…ed. Then

P (L = 1; X = 1)

P (Y = 1;X = 1) + P (Y = 0)
· P (L = 1jW = 1) · P (L = 1;X = 1)

P (Y = 1;X = 1)
: (8)

Notice that if only workers are veri…ed so that Y = L, then the upper bound equals one; in the

extreme case that nonworkers are not disabled, all of the disabled must be working. Again, the

corresponding bounds for P (L = 1jW = 0) are found by replacing X = 1 with X = 0 and vice

versa.
9An alternative derivation of this result is given in the Horowitz and Manski (1998) bound for regressor censoring.

Their result applies more generally to continuous outcomes.
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4.2 Results

To evaluate how the bounds vary with the fraction veri…ed, we begin by returning to Figures 1-3.

The dotted lines represent the bounds for the true disability rate as a function of the veri…cation

probability v = P (Y = 1). For these …gures only, we assume that the joint distribution of employ-

ment and self-reported disability indicators, fL;Xg, is independent of the veri…cation indicator, Y .

These …gures clearly show the additional identifying power of the veri…cation assumption. Con-

sider, for instance, the bounds on the employment rate for the disabled. With only the Equation (4)

lower bound assumption on the accurate reporting rate, the data are uninformative unless v > 0:84,

and even then are not informative on the lower bound unless v > 0:94. In contrast, veri…cation in

this setting is always informative for v > 0; with the greatest relative impact on the bounds for

mid-range values of v (since both sets of bounds converge to the self-reported employment rates

P (L = 1jX) as v approaches 1). The veri…cation bounds identify the sign of ¯ for any v > 0:73, as

opposed to v > 0:88 in the case where only restrictions on the degree of misreporting are imposed.

We now move from the abstract veri…cation model depicted in Figures 1-3 to the particular re-

sults found under the four veri…cation models described above. Estimated employment rate bounds

for P (L = 1jW = 1) and bootstrapped 90 percent con…dence intervals (based on 1000 pseudosam-

ples) are presented in Table 2.10 The second column of bounds displays the results for Proposition

2, which can be compared with the degree bounds of Proposition 1 in the preceding column. The

widths of the bounds depend upon both the nature and size of the veri…ed subpopulations. The

data remain uninformative if only those claiming to be nondisabled (v = 0:782) are veri…ed. After

all, under this assumption no veri…ed cases report being disabled: P (X = 1; Y = 1) = 0. If workers

alone are veri…ed (v = 0:662), the data are informative on the lower bound but not on the upper

bound. If the relatively small subgroup of SSDI bene…ciaries are veri…ed, the estimated bounds

are informative on both sides. If all four groups in the table are veri…ed, the Proposition 2 bounds

10We report the bias-corrected and accelerated bootstrap method (see Efron and Tibshirani, 1993) The con…dence
intervals are determined by the 5th percentile lower bound and the 95th percentile upper bound.
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narrow to [0:295; 0:413]; compared with [0:014; 0:452] under Proposition 1

Table 3 provides corresponding results for ¯; the di¤erence in the employment rate between

the disabled and nondisabled. The bounds for ¯ associated with Proposition 2 are informative

(and sharp) in all cases. If those claiming to be nondisabled are veri…ed, for example, then ¯ is

estimated to lie within [¡0:783; 0:361]: In this case, while the data reduce the uncertainly about

how the employment rate varies with health status, the sign of the relationship remains uncertain.

In contrast, the sign is identi…ed as negative if workers and bene…ciaries are veri…ed and when all

four groups are veri…ed, the employment rate di¤erence between the disabled and nondisabled is

estimated to lie within [¡0:470;¡0:296].

Although there remains uncertainty about the true conditional employment rates, the veri…ca-

tion bounds can be substantially more informative than the Proposition 1 degree bounds evaluated

in the previous section. When all four subgroups are veri…ed, for example, the width of the bound

on P(L=1jW=1) reduces from 44 points to 12 points. Similarly, the width of the bounds on ¯

reduces from 56 points to 17 points. Still, there remains much uncertainly unless one has strong

prior information on the degree and nature of misreporting. We cannot reject the possibility that

all reports are accurate, nor can we generally reject the possibility that the employment rate is

higher for the disabled.

4.3 Partial Veri…cation

Thus far, we have assumed that all respondents in a veri…ed subgroup provide valid reports. An

important middle ground informational setting, especially useful for sensitivity analysis, arises

if there is only partial information about an observed subgroup. There may be subgroups for

which one is only willing to assume that at least some fraction of the members accurately report.

Suppose, for example, that diagnostic tests used to evaluate health status and determine eligibility

for assistance programs are only e¤ective up to some known error rate (see, e.g., Parsons, 1996).

Then, SSDI recipients would be partially veri…ed. Likewise, those with few social or …nancial
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incentives to misreport (e.g., workers) may nevertheless …nd it di¢cult to accurately assess the

degree to which they are disabled.

Formally, assume that at least some fraction vy of the self-reports are known to be accurate such

that P (Z = 1jY = 1) ¸ vy.11 In this case, the disability rate for the partially veri…ed subgroup is

not identi…ed. Instead, applying the Proposition 1 bounds in Equation (5), we …nd:

Proposition 3. Let P (Z = 1jY = 1) ¸ vy: Then:

P (L = 1;X = 1; Y = 1)¡ ±
P (X = 1; Y = 1) + P (L = 0; Y = 0)¡ 2± + (1¡ vy)P (Y = 1)

· P (L = 1jW = 1) ·

P (L = 1;X = 1; Y = 1) + P (L = 1; Y = 0) + °

P (X = 1; Y = 1) + P (L = 1; Y = 0) + 2° ¡ (1¡ vy)P (Y = 1)
where

± =

8<: min f(1¡ vy)P (Y = 1); P (L = 1;X = 1)g if ® · 0
maxf0; (1¡ vy)P (Y = 1)¡ P (L = 0;X = 0; Y = 1)g otherwise;

° =

½
min f(1¡ vy)P (Y = 1); P (L = 1;X = 0)g if ®0 · 0
maxf0; (1¡ vy)P (Y = 1)¡ P (L = 0;X = 1; Y = 1)g otherwise;

® = P (L = 1;X = 1; Y = 1)¡ P (L = 0;X = 1; Y = 1)¡ P (L = 0; Y = 0)¡ (1¡ vy)P (Y = 1);

and

®0 = P (L = 1;X = 1; Y = 1)¡ P (L = 0;X = 1; Y = 1) + P (L = 1; Y = 0) + (1¡ vy)P (Y = 1):

Intuitively, the bounds widen if respondents in veri…ed subgroups may misreport. For all vy < 1,

the Proposition 3 lower (upper) bound is always less (greater) than the analogous Proposition 2

bound. Still, for a su¢ciently large lower bound accurate reporting rate vy, partial veri…cation

11There are many other hybrid versions of the partial veri…cation model that one might consider. For instance,
one might consider an alternative model where certain subgroups are fully veri…ed, others are partially veri…ed, and
still others are not veri…ed at all.
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improves upon the Proposition 1 bounds in Equation (5). Consider, for example, the Proposition

1 bound where v = 0:10; the fraction of disability bene…ciaries. If we assume partial veri…cation

of bene…ciaries, then the upper bound (which is uninformative in Proposition 1) is improved if it

can be assumed that even 27 percent of bene…ciaries provide valid responses; improving upon the

lower bound for this case requires that at least 96 percent provide valid responses.

5 Monotone Instrumental Variable Assumption

Restrictions on the relationship between disability and other observed characteristics can also be

informative. In this section, we explore the identifying power of the monotone instrumental variable

(MIV) assumption as discused by Manski and Pepper (2000) and Kreider and Pepper (2001). This

MIV assumption formalizes the notion that the employment rate may be known to vary monoton-

ically with certain covariates. We …rst consider the restriction that the employment rate of the

disabled is less than the employment rate of the nondisabled. We then consider an assumption that

the conditional employment rate is nonincreasing with the age of respondents and an assumption

that the disability rate is nondecreasing with age.

5.1 Employment and Disability

Disabilities, by de…nition, limit one’s capacity to work, ceteris paribus. Here, we formally examine

the implications of the arguably innocuous assumption that the disabled are less likely to work

than the nondisabled. In particular, assume that

P (L = 1jW = 1) · P (L = 1jW = 0): (9)

Thus, under Equation (9), the employment probability is higher for the nondisabled than the

disabled.

With corrupt data, the conditional probabilities in Equation (9) are not identi…ed. The restric-

tion is informative, however, if these probabilities are bounds, say, from a veri…cation assumption
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described in the previous section. To see this, note that Equation (9) implies P (L = 1jW = 1)

is no larger than the known upper bound on P (L = 1jW = 0): Likewise, P (L = 1jW = 0) is no

smaller than the known lower bound on P (L = 1jW = 1). Thus, we have:

Proposition 4. Let P (L = 1jW = 1) · P (L = 1jW = 0) and let LB(w) and UB(w) be the known

lower and upper bounds, respectively, given the available information on P (L = 1jW = w). Then,

it follows that

LB(1) · P (L = 1jW = 1) · minfUB(1); UB(0)g; (10)

maxfLB(1); LB(0)g · P (L = 1jW = 0) · UB(0); and

LB(1)¡ UB(0) · ¯ · minf0;min [UB(1); UB(0)]¡max [LB(1); LB(0)]g:

By assumption, the upper bound on the change in the employment rate by disability status, ¯, can

be no greater than zero even though the upper bound on P (L = 1jW = 1) may exceed the lower

bound on P (L = 1jW = 0).

The monotonicity bounds on the employment rates can be tightened further in the special case

where workers are veri…ed. To see this, recall the conditional probability of interest in Equation

(3): P (L = 1jW = 1) = P (L=1;W=1)
P (W=1) : When workers are veri…ed, the fraction of disabled workers

is revealed so that only the denominator is not identi…ed by the sampling process. While the

corollary to Proposition 2 formalizes what is known about the employment rate when workers are

veri…ed, the restriction that the disabled are less likely to work provides additional information on

the disability rate. In particular, Equation (9) implies that the unobserved probability that workers

are disabled can be no greater than the probability that nonworkers are disabled: P (W = 1jL =

1) · P (W = 1jL = 0). Thus, it follows from the law of iterated expectations that

maxfP (X = 1jL = 1); P (X = 1; Y = 1)g · P (W = 1) (11)
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(Kreider and Pepper, 2001, Proposition 3A), which leads us to:

Proposition 4, Corollary: Let workers be veri…ed and Equation (9) hold. Then

P (L = 1;X = 1)

P (Y = 1; X = 1) + P (Y = 0)
(12)

· P (L = 1jW = 1) ·

min

½
P (L = 1);

P (L = 1; X = 1)

P (Y = 1;X = 1)
;
P (L = 1;X = 0)

P (Y = 1; X = 0)

¾
and

max

½
P (L = 1);

P (L = 1;X = 0)

P (Y = 0) + P (Y = 1;X = 0)
;

P (L = 1;X = 1)

P (Y = 0) + P (Y = 1;X = 1)

¾
· P (L = 1jW = 0) ·
P (L = 1; X = 0)

P (Y = 1;X = 0)
:

These bounds, which only apply in the special case where workers are veri…ed, improve on the

Proposition 4 upper bound for P (L = 1jW = 1) and lower bound for P (L = 1jW = 0). For

example, consider the upper bound estimate on the employment probability among the disabled.

Proposition 4 gives an upper bound of one. This corollary, however, reveals that the sharp bound is

no larger than the employment rate, P (L = 1). Note that although the bounds on the conditional

employment probabilities are tighter, the bounds on ¯ may be una¤ected.

5.2 Results

The relevant columns of Tables 2 and 3 display the estimated bounds under the employment

monotonicity assumption. Note in Table 2 that the upper bound on P (L = 1jW = 1) is improved

compared with veri…cation alone (in the preceding column) under wave 2 veri…cation or when those

claiming not to be disabled are veri…ed. By assumption, the upper bounds for ¯ are improved in

Table 2 for all cases in which the upper bound is positive under veri…cation alone.
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5.3 Employment and Age

It also seems reasonable to assume that, conditional on true disability status, the employment rate

declines weakly with age. For example, the fraction of employed 60 year-olds with disabilities may

be assumed to be no greater than the fraction of employed 59 year-olds with disabilities, etc.

Consider the true employment rate at some speci…ed value age, age0. Formally, the MIV

restriction implies the inequality restriction:

age1 · age0 · age2 =) P (L = 1jW;age2) · P (L = 1jW;age0) · P (L = 1jW;age1) (13)

for all age1 · age0and all age0 · age2:

With corrupt data, the conditional probabilities in Equation (13) are not identi…ed. However, we

can bound these probabilities using the methods described above. Let LB(age) and UB(age) be the

known lower and upper bounds, respectively, given the available information on P (L = 1jW;age).

Then, we have

sup
age2¸age0

LB(age2) · P (L = 1jW;age0) · inf
age1·age0

UB(age1) (14)

(Manski and Pepper, Proposition 1, 2000). There are no other restrictions implied by the MIV

assumption.

The MIV bound on the conditional employment rate, P (L = 1jW = 1), is easily obtained using

the law of total probability. Assuming the MIV age is …nite set, the following bounds apply:

Proposition 5. If the employment rate is weakly decreasing with the monotone instrumental

variable age, then:

X
age0²U

P (age = age0)f sup
age2¸age0

LB(age2)g (15)

· P (L = 1jW ) ·X
age0²U

P (age = age0)f inf
age1·age0

UB(age1)g:
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Thus, to …nd the MIV bounds on the disability rate, one takes the appropriate weighted average

of the upper and lower bounds across the di¤erent values of the instrument.

In the special case where workers (and perhaps others) are veri…ed, the only unknown parameter

in the conditional employment rate is the true incidence of disability. Thus, rather than imposing

an MIV assumption on the conditional employment rate, one might instead consider an analogous

restriction on the disability rate. In particular, as in Kreider and Pepper (2001), assume that

the true disability rate weakly increases with age (as opposed to the conditional employment rate

weakly decreasing with age). In this setting, the MIV bounds in Equations (14) and (15) apply,

with the parameter of interest being the disability rate, P (W = 1), rather than the conditional

employment rate, P (L = 1jW ).

Formally, let LBw(age) and UBw(age) be the known lower and upper bounds, respectively,

given the available information on P (W = 1jage). Then, the MIV bounds in Equation (15) imply

the following corollary:

Proposition 5, Corollary.

P (L = 1;X = 1)P
age0²U

P (age = age0)finfage2¸age0 UBw(age2)g
(16)

· P (L = 1jW = 1) ·
P (L = 1; X = 1)P

age0²U
P (age = age0)fsupage1·age0 LBw(age1)g

:

5.4 Results

The last two columns in Tables 2 and 3 display the estimated bounds for P (L = 1jW = 1) and

¯; respectively, under the assumption that age is a monotone instrumental variables.12 We divide

the sample into 25 age groups containing 500 respondents per group (except that the oldest group

12While consistency of these bound estimates is easy to establish, the …nite sample properties are not well under-
stood (Manski and Pepper, 2000). Applications of the monotonicity bounds require taking infs and sups of collections
of nonparametric regression estimates. We do not attempt to resolve these statistical questions in the present paper.
With over 12,000 observations in this application, however, we are not especially concerned about small sample biases.
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is somewhat larger). For each grouping, we estimate the bounds on the disability rate and then

separately apply the MIV restrictions in Equation (14) and (16). The MIV assumption alone has

no identifying power in corrupt data; in the absence of additional assumptions, the conditional

employment rate for each age grouping is unknown. Thus, we combine the MIV assumption with

the the veri…cation and employment monotonicity assumptions in Propositions 2 and 4.13

The age monotonicity assumptions noticably narrows the uncertainty regarding the conditional

employment rates. When workers alone are veri…ed, for example, the bounds on P (L = 1jW = 1)

narrow by 4 points (8 percent) when age is an MIV in employment compared with 11 points (22

percent) when age is an MIV in disability. Similarly, the bounds for ¯ narrow by 6 points (7 percent)

when age is an MIV in employment, and by 45 points (54 percent) when age is an MIV in disability.

In this application, the assumption that disability is weakly increasing in age (last column) generally

has substantially more identifying power than the assumption that the conditional employment is

weakly decreasing in age (previous column).

As more groups are veri…ed, the bounds under the MIV assumption nearly collapse to a point.

When all four subgroups are assumed to provide valid reports, the MIV in employment narrows the

bounds for P (L = 1jW = 1) in Table 2 to the six-point range [0:333; 0:391], 50 percent narrower

than the bounds without the MIV assumption. In Table 3, ¯ is constrained to lie within the 7

point range [¡0:404; ¡0:333]; nearly a 60 percent reduction compared with the case in which MIV

is not imposed. In the last column of Table 3, the MIV assumption in disability e¤ectively reduces

the bounds for ¯ to a point, with the estimated lower bound just exceeding the estimated upper

bound. The fact that the estimated lower bound exceeds the upper bound might be evidence that

the maintained MIV or veri…cation assumptions are invalid, or it may re‡ect sampling variability

in the estimated parameters. Since the upper bound exceeds the lower bound in the 90 percent

con…dence interval [¡0:353; ¡0:335], however, it seems reasonable to proceed as if the maintained
13To save space, we present only the results obtained when both the veri…cation and employment monotonicity

assumptions are imposed. Results for di¤erent combinations of assumptions are available upon request.
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assumptions are valid. That is, ¯ appears to be nearly identi…ed.

A striking result emerges when all four groups are assumed to provide accurate reports. In this

case,the estimated MIV bounds in Table 2 do not contain the point estimate under the assumption

that all respondents provide accurate reports, P (L = 1jX = 1) = 0:295, (nor do their 90 percent

con…dence intervals overlap). Since the unveri…ed group consists of nonworkers who claim to be

disabled, the results support suggestions in the literature that members of this group systematically

over-report disability. Similarly, the MIV bounds on ¯ in Table 3 exceed the point estimate P (L =

1jX = 1) ¡ P (L = 1jX = 0) = ¡0:470 based on self-reported disability classi…cations. Thus, if

disability weakly increases with age, or if employment weakly decreases with age conditional on

disability, these results suggest that conventional models which presume valid self-reports are likely

to be misspeci…ed.

6 Conclusion

Concerns over the validity of disability status measures have been central in the many debates

about the labor market behavior of older persons, including the e¤ects of Social Security retire-

ment and disability policy. Very little is known, however, about measurement error properties of

self reports of disability status (Mathiowetz and Wunderlich, 2000). Given this uncertainty, the

usual approach has been to identify parameters of interest by imposing strong but unveri…able

assumptions on the degree and nature of misreporting. Most studies explicitly or implicitly assume

fully accurate reporting, while others have modeled the nature of misreporting in the context of

conventional parametric latent variable models. These solutions, however, have done little to resolve

the controversy. To the contrary, the wide range of inferences drawn under di¤erent assumptions

has only highlighted the degree to which results are sensitive to the identifying assumptions.

We have taken a step back to evaluate what can be learned under weaker but more credible

restrictions. The methodological innovations allow us to focus on primitive assumptions that are

likely to achieve broader consensus than the models found in the existing literature. By imposing
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layers of arguably tenable assumptions, we can nearly identify the variation in employment rates by

disability status among respondents nearing retirement age. In some cases, the estimated bounds

do not include the self-reported employment rates, thus casting doubt on the validity of treating

self-reports as accurate. In particular, we …nd evidence that nonworkers tend to overreport work

limitations.

Despite this strong conclusion, much of our report highlights the uncertainty create by misre-

porting errors. Under modest restrictions, we obtain modest results. In many cases, the bounds

provide very limited information, or none at all. The uncertainty associated with misreporting

errors is only substantially reduced when we impose strong assumptions on the degree of misre-

porting. Certainly, e¤orts to learn more about the nature and extent of the misreporting process

seem worthwhile.
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7 Appendix

7.1 Proof of Propositions 1 and 3

Proof of Proposition 1. (degree bounds) P (Z = 1) ¸ v :

Decompose the conditional probability in Equation (3) as follows:

P (L = 1jW = 1) = P (L=1;X=1)+P (L=1;X=0;Z=0)¡P (L=1;X=1;Z=0)
P (X=1)+P (L=1;X=0;Z=0)+P (L=0;X=0;Z=0)¡P (L=1;X=1;Z=0)¡P (L=0;X=1;Z=0) :

Let b = P (L = 1; X = 1; Z = 0) where 0 · b · min[(1¡ v); P (L = 1;X = 1)]; and let a = P (L =

1; X = 0; Z = 0) where 0 · a · min[(1 ¡ v); P (L = 1;X = 0)]: Then, for conjectured values of a

and b, it follows that

P (L = 1;X = 1)¡ b
P (X = 1)¡ b+minf(1¡ v)¡ b; P (L = 0; X = 0)g (17)

· P (L = 1jW = 1) · (18)

P (L = 1;X = 1) + a

P (X = 1) + a¡minf(1¡ v)¡ a; P (L = 0;X = 1)g :

Since a and b are unknown parameters, the bounds in Equation (17) are not identi…ed. Instead,

bounds are identi…ed by …nding the values of fa; bg which maximize the upper bound and minimize

the lower bound. First notice that these extremum are only realized if (1¡v)¡b · P (L = 0; X = 0)

and (1¡ v)¡ a · P (L = 0;X = 1), in which case Equation (17) simpli…es to

P (L = 1; X = 1)¡ b
P (X = 1)¡ 2b+ (1¡ v) · P (L = 1jW = 1) · P (L = 1; X = 1) + a

P (X = 1) + 2a¡ (1¡ v) : (19)

Di¤erentiating this bound with respect to a and b reveals that the lower bound is minimized when

b = ± and the upper bound is maximized with a = °: Proposition 1 follows. ¤

Proof of Proposition 3. (partial veri…cation) P (Z = 1jY = 1) ¸ vy :

Proposition 3 follows Proposition 1, except now there is one subgroup, Y = 0, for which there

is no prior information. Using Bayes’ Theorem, P (L = 1jW = 1) = P (L=1;W=1)
P (W=1) : Decompose the
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numerator as

P (L = 1;W = 1) = P (L = 1; X = 1; Y = 1) + P (L = 1;W = 1; Y = 0)

+ P (L = 1; X = 0; Y = 1; Z = 0)¡ P (L = 1;X = 1; Y = 1; Z = 0)

and decompose the denominator as

P (W = 1) = P (X = 1; Y = 1) + P (L = 1;W = 1; Y = 0) + P (L = 0;W = 1; Y = 0)

+ P (L = 1; X = 0; Y = 1; Z = 0) + P (L = 0;X = 0; Y = 1; Z = 0)

¡ P (L = 1; X = 1; Y = 1; Z = 0)¡ P (L = 0;X = 1; Y = 1; Z = 0):

Let b = P (L = 1; X = 1; Y = 1; Z = 0) where 0 · b · min[(1¡ vy)P (y = 1); P (L = 1; X = 1; Y =

1)]; and let a = P (L = 1;X = 0; Y = 1; Z = 0) where 0 · a · min[(1 ¡ vy)P (Y = 1); P (L =

1; X = 0; Y = 1)]. Then, for conjectured values of a and b, it follows that

P (L = 1;X = 1; Y = 1)¡ b
P (X = 1; Y = 1) + P (L = 0; Y = 0)¡ b+minf(1¡ vy)P (Y = 1)¡ b; P (L = 0;X = 0; Y = 1)g

(20)

· P (L = 1jW = 1) ·
P (L = 1;X = 1; Y = 1) + P (L = 1; Y = 0) + a

P (X = 1) + P (L = 1; Y = 0) + a¡minf(1¡ vy)P (Y = 1)¡ a; P (L = 0; X = 1; Y = 1)g :

Since a and b are unknown parameters, the bounds in Equation (20) are not identi…ed. Bounds

are identi…ed by …nding the values of fa; bg which maximize the upper bound and minimize the

lower bound. First notice that these extremum are only realized if (1¡ vy)P (Y = 1)¡ b · P (L =

0; X = 0; Y = 1) and (1¡ vy)P (Y = 1)¡a · P (L = 0;X = 1; Y = 1), in which case Equation (17)

simpli…es to

P (L = 1;X = 1; Y = 1)¡ b
P (X = 1; Y = 1) + P (L = 0; Y = 0)¡ 2b+ (1¡ vy)P (Y = 1) (21)

· P (L = 1jW = 1) ·
P (L = 1;X = 1; Y = 1) + P (L = 1; Y = 0) + a

P (X = 1) + P (L = 1; Y = 0) + 2a¡ (1¡ vy)P (Y = 1) :
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Di¤erentiating this bound with respect to a and b reveals that the lower bound is minimized when

b = ± and the upper bound is maximized with a = °: Proposition 3 follows. ¤

7.2 Sharp Bounds for ¯

In Proposition 1, we present bounds on ¯ found by di¤erencing respective bounds on the two condi-

tional employment probabilities. In particular, the upper (lower) bound on ¯ is found subtracting

the lower (upper) bound on P (L = 1jW = 0) from the upper (lower) bound on P (L = 1jW = 1).

As shown next, the bounds formed under the degree assumptions considered in Section 3 can

be improved upon in some cases. In contrast, these naive bounds on ¯ are sharp under the full

veri…cation assumption explored in Section 4.

7.2.1 Degree Assumption (Section 3)

Suppose one has prior information on the maximum degree of inaccurate, P (Z = 1) ¸ v: Using the

same logic as in Proposition 1, we can also bound P (L = 1jW = 0):

P (L = 1; X = 0)¡ a
P (X = 0)¡ 2a+ (1¡ v) · P (L = 1jW = 0) · P (L = 1; X = 0) + b

P (X = 1) + 2b¡ (1¡ v) : (22)

Combining Equations (17) and (22), we have:

Proposition 1A. Let P (Z = 1) ¸ v: Then

inf
b2(0;min[(1¡v);P (L=1;X=1)])

·
P (L = 1; X = 1)¡ b

P (X = 1)¡ 2b+ (1¡ v) ¡
P (L = 1; X = 0) + b

P (X = 0) + 2b¡ (1¡ v)
¸

· ¯ · (23)

sup
a2(0;min[(1¡v);P (L=1;X=0)])

·
P (L = 1; X = 1) + a

P (X = 1) + 2a¡ (1¡ v) ¡
P (L = 1; X = 0)¡ a

P (X = 0)¡ 2a+ (1¡ v)
¸
:

Over part of the range for v, these bounds di¤er from the naive bounds obtained from Proposi-

tion 1. Consider, for example, the lower bound in Proposition 1A. If the value of the unknown pa-

rameter b that minimizes the …rst expression (i.e., the lower bound on P (L = 1jW = 1) di¤ers from
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the value of b that maximizes the second expression (i.e., the upper bound on P (L = 1jW = 0)),

the two bounds on ¯ will di¤er and the Proposition 1A bounds will be tighter. The two bounds will

be identical when the lower bound on P (L = 1jW = 1) and the upper bound on P (L = 1jW = 0)

are realized at same value of the unknown parameter b.

7.2.2 Veri…cation Assumption (Section 4)

Under full veri…cation of subgroups, the unknown parameters that minimize P (L = 1jW = 1) also

maximize P (L = 1jW = 0) so that the naive bonds on ¯ are sharp. To see this, write ¯ as

¯ =
P (L = 1;W = 1)

P (W = 1)
¡ P (L = 1)¡ P (L = 1;W = 1)

1¡ P (W = 1)

=
P (L = 1;W = 1; Y = 1) + P (L = 1;W = 1; Y = 0)

P (W = 1; Y = 1) + P (W = 1; Y = 0)

¡P (L = 1)¡ P (L = 1;W = 1; Y = 1) + P (L = 1;W = 1; Y = 0)

1¡ P (W = 1; Y = 1)¡ P (W = 1; Y = 0)
:

Sharp bounds on ¯ follow:

Proposition 2A:

P (L = 1;W = 1; Y = 1)

P (W = 1; Y = 1) + P (L = 0; Y = 0)
¡ P (L = 1)¡ P (L = 1;W = 1; Y = 1)

1¡ P (W = 1; Y = 1)¡ P (L = 0; Y = 0)

· ¯ · (24)

P (L = 1;W = 1; Y = 1) + P (L = 1; Y = 0)

P (W = 1; Y = 1) + P (L = 1; Y = 0)
¡ P (L = 1)¡ P (L = 1;W = 1; Y = 1)¡ P (L = 1; Y = 0)

1¡ P (W = 1; Y = 1)¡ P (L = 1; Y = 0) :

Notice that these are the naive bounds described above. Consider, for example, the lower bound

on ¯. The …rst term in this bound equals the lower bound on P (L = 1jW = 1) while the second

term equals the upper bound on P (L = 1jW = 0).
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Table 1

Descriptive Statistics

A. Means and Standard Deviations

                                              All (N=12,652)       Men (N=5867)        Women (N=6785)

                                                    standard             standard             standard
                                             mean   deviation     mean   deviation     mean   deviation
Work-limited (self-reported)                 0.215    0.411       0.226    0.418       0.205    0.404
Disability precludes work (self-reported)    0.094    0.291       0.109    0.311       0.080    0.272
    ‘Yes’ to either of the above (X=1)       0.218    0.413       0.230    0.421       0.208    0.406  
Labor force participant (L=1)                0.66     0.473       0.715    0.451       0.617    0.486
Current receipt of disability income†              0.100    0.300       0.111    0.314       0.091    0.288
Age                                         55.6      5.66       57.4      5.38       54.1      5.45
Years of schooling                          12.0      3.27       12.0      3.53       12.0      3.03
High school graduate                         0.708    0.455       0.699    0.459       0.716    0.451
College graduate                             0.175    0.380       0.209    0.406       0.145    0.353
White collar occupation                      0.249    0.432       0.281    0.450       0.220    0.415
Nonwhite race                                0.280    0.449       0.261    0.439       0.296    0.457



Table 1, cont.

B. Conditional Employment Probabilities  
by Self-reported Disability Status

                               
                                     All         Disabled (self-report)    Nondisabled
                                  (N=12,652)           (N=2764)             (N=9888)
All Respondents                     0.662                0.295                0.765

Gender
    Men                             0.715                0.327                0.831
    Women                           0.617                0.265                0.709

Age
    <50                             0.753                0.478                0.805
     50-55                          0.737                0.341                0.828 
     56-60                          0.662                0.286                0.779  
     60-65                          0.548                0.234                0.659 
     65+                            0.292                0.110                0.376  
 
Race
    White                           0.687                0.350                0.771
    Nonwhite                        0.598                0.191                0.749  

Schooling
    Nongraduate                     0.534                0.201                0.696
    High School Graduate            0.687                0.347                0.769 
    College Graduate                0.801                0.480                0.841

Occupation
    Blue Collar                     0.620                0.269                0.738 
    White Collar                    0.790                0.457                0.835



Table 2

Bounds for P(L=1|W=1)a

and 90% Confidence Intervals

                                                                     Proposition 4                     Proposition 5
                                  Proposition 1     Proposition 2    and Corollary    Proposition 5      Corollary 

                                                                                       Age MIV in       Age MIV in
                                                                                       Employmentb      Disabilityb 
                                                                                           +                +
                                                                      Employment       Employment       Employment 
                                                                     Monotonicity     Monotonicity     Monotonicity
                                                                          +                +                +
Verified Group            v       Degree Bounds     Verification     Verification     Verification     Verification

 beneficiaries          0.100     [0.000, 1.000]   [0.013, 0.897]   [0.013, 0.897]   [0.027, 0.886]  
                                  [0.000  1.000]   [0.010  0.902]   [0.010  0.902]   [0.018  0.895]  

 wave 2 verification    0.267     [0.000, 1.000]   [0.044, 0.954]   [0.044, 0.838]   [0.077, 0.818]  
                                  [0.000  1.000]   [0.038  0.958]   [0.038  0.843]   [0.055  0.828]  

 workers                0.662     [0.000, 1.000]   [0.160, 1.000]   [0.160, 0.662]   [0.187, 0.648]   [0.169, 0.561]
                                  [0.000  1.000]   [0.151  1.000]   [0.151  0.670]   [0.177  0.662]   [0.154  0.573]

 claim no disability    0.782     [0.000, 1.000]   [0.000, 1.000]   [0.000, 0.783]   [0.000, 0.756]  
                                  [0.000  1.000]   [0.000  1.000]   [0.000  0.790]   [0.000  0.771]  
 workers+
   beneficiaries        0.745     [0.000, 1.000]   [0.164, 0.465]   [0.164, 0.465]   [0.189, 0.445]   [0.173, 0.438]
                                  [0.000  1.000]   [0.154  0.485]   [0.154  0.485]   [0.179  0.468]   [0.157  0.453]

   wave 2 verification  0.816     [0.000, 1.000]   [0.234, 0.703]   [0.234, 0.662]   [0.264, 0.635]   [0.247, 0.561]
                                  [0.000  1.000]   [0.221  0.725]   [0.221  0.670]   [0.255  0.648]   [0.223  0.572]

   claim no disability  0.846     [0.000, 1.000]   [0.295, 1.000]   [0.295, 0.662]   [0.333, 0.648]   [0.308, 0.561]
                                  [0.000  0.999]   [0.280  1.000]   [0.280  0.670]   [0.315  0.662]   [0.289  0.573]

 all of the above       0.938     [0.014, 0.452]   [0.295, 0.413]   [0.295, 0.413]   [0.333, 0.391]   [0.308, 0.390]
                                  [0.000  0.462]   [0.280  0.431]   [0.280  0.431]   [0.315  0.415]   [0.289  0.417]

 N=12,652

 aSelf-reported value:  P(L=1|X=1) = 0.295
 b500 observations per age group



Table 3

Bounds for $ = P(L=1|W=1)-P(L=1|W=0)a

and 90% Confidence Intervals

                                                                      Proposition 4                       Proposition 5
                                  Proposition 1     Proposition 2     and Corollary     Proposition 5       Corollary 

                                                                                         Age MIV in        Age MIV in
                                                                                         Employmentb       Disabilityb 
                                                                                             +                 +
                                                                       Employment        Employment        Employment 
                                                                      Monotonicity      Monotonicity      Monotonicity
                                                                            +                +                 +
Verified Group            v       Degree Bounds      Verification     Verification      Verification      Verification

 beneficiaries          0.100    [-1.000, 1.000]   [-0.975, 0.847]   [-0.975, 0.000]   [-0.953, 0.000]
                                 [-1.000  1.000]   [-0.978  0.856]   [-0.978  0.000]   [-0.960  0.000] 

 wave 2 verification    0.267    [-1.000, 1.000]   [-0.793, 0.703]   [-0.793, 0.000]   [-0.740, 0.000]
                                 [-1.000  1.000]   [-0.803  0.714]   [-0.803  0.000]   [-0.761  0.000]

 workers                0.662    [-1.000, 0.449]   [-0.840, 0.361]   [-0.840, 0.000]   [-0.813,-0.029]   [-0.475,-0.088]
                                 [-1.000  0.460]   [-0.849  0.368]   [-0.849  0.000]   [-0.823 -0.018]   [-0.491 -0.073]

 claim no disability    0.782    [-1.000, 0.388]   [-0.783, 0.361]   [-0.783, 0.000]   [-0.756, 0.000]
                                 [-1.000  0.395]   [-0.790  0.368]   [-0.790  0.000]   [-0.776  0.000]
 workers+
   beneficiaries        0.745    [-1.000, 0.405]   [-0.823,-0.229]   [-0.823,-0.229]   [-0.788,-0.266]   [-0.471,-0.284]
                                 [-1.000  0.414]   [-0.833 -0.207]   [-0.833 -0.207]   [-0.796 -0.248]   [-0.487 -0.276]

   wave 2 verification  0.816    [-1.000, 0.373]   [-0.591, 0.045]   [-0.591, 0.000]   [-0.539,-0.042]   [-0.397,-0.115]
                                 [-1.000  0.380]   [-0.607  0.069]   [-0.607  0.000]   [-0.549 -0.032]   [-0.414 -0.100]

   claim no disability  0.846    [-0.953, 0.361]   [-0.470, 0.361]   [-0.470, 0.000]   [-0.404,-0.029]   [-0.335,-0.088]
                                 [-0.966  0.369]   [-0.487  0.368]   [-0.487  0.000]   [-0.414 -0.018]   [-0.353 -0.073]

 all of the above       0.938    [-0.817,-0.257]   [-0.470,-0.296]   [-0.470,-0.296]   [-0.404,-0.333]   [-0.335,-0.359]
                                 [-0.839 -0.244]   [-0.487 -0.276]   [-0.487 -0.276]   [-0.414 -0.312]   [-0.353 -0.335]

 N=12,652
    
 aSelf-reported value: P(L=1|X=1)-P(L=1|X=0) = -0.470
 b500 observations per age group



Figure 1
Bounds for P(L=1|W=1)

under Propositions 1 and 2
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Figure 2
Bounds for P(L=1|W=0)

under Propositions 1 and 2
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Figure 3
Bounds on Beta: P(L=1|W=1)-P(L=1|W=0)

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

V

Verification UB

Verification LB

Sharp Degree UB

Sharp Degree LB

Naive Degree UB

Naive Degree LB



RECENT WORKING PAPERS FROM THE

CENTER FOR RETIREMENT RESEARCH AT BOSTON COLLEGE

Social Security and the Private Pension System: The Significance of Integrated
Plans
Pamela Perun, July 2002

Pension Reform in the Presence of Financial Market Risk
Barry Bosworth and Gary Burtless, July 2002

Why Some Workers Remain in the Labor Force Beyond the Typical Age of
Retirement
John B. Williamson and Tay K. McNamara, November 2001

Planning for Retirement:  The Accuracy of Expected Retirement Dates and the Role
of Health Shocks
Debra S. Dwyer, September 2001

Retirement Wealth and Its Adequacy:  Assessing the Impact of Changes in the Age
of Eligibility for Full Social Security Benefits
Catherine P. Montalto, September 2001

The Supplemental Security Income Program and Incentives to Take up Social
Security Early Retirement:  Empirical Evidence from the SIPP and Social Security
Administrative Data
Elizabeth T. Powers and David Neumark, September 2001

Explaining Why So Many Households Do Not Save
Annamaria Lusardi, September 2001

Elderly Labor Supply:  Work or Play?
Steven Haider and David Loughran, September 2001

The Trend in Lifetime Earnings Inequality and Its Impact on the Distribution of
Retirement Income
Barry Bosworth, Gary Burtless, and Claudia Sahm, August 2001

Annuity Markets and Retirement Security
James M. Poterba, June 2001

All working papers are available on the Center for Retirement Research website
(http://www.bc.edu/crr) and can be requested by e-mail (crr@bc.edu) or phone (617-552-1762).


