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Abstract—The significance of BitTorrent motivated various
studies focused on modeling and evaluating the protocol charac-
teristics and its current implementations in the Internet. So far,
however, no work has investigated Optimistic Disconnect (OD),
an ad hoc connection management mechanism widely employed
in BitTorrent agents. OD allows a peer to search for “better”
neighbors in the swarm by disconnecting peers from the current
neighborhood and connecting to others. This paper presents an
extensive experimental evaluation to study and quantify potential
benefits of OD, such as average download time and topology
robustness. We evaluate different scenarios and the impact of
factors such as average peer reachability and arrival pattern.
We found that OD generally improves the overall performance
of the swarm (in up to 30% in the evaluated scenarios), while
improving the robustness of its topology.

I. INTRODUCTION

BitTorrent has been one of the most, if not the most,

popular P2P application, as indicated by a recent report [1]. It

groups users (peers) interested in the same content in swarms,

which are unstructured network overlays. Each peer establish

connections and directly interacts with a subset of the swarm,

which becomes the peer neighborhood.

Unstructured networks are characterized by the lack of

determinism in the connections established between peers [2].

That is, each peer autonomously decides which peers it will es-

tablish connections with. Such method creates self-organizing

networks that do not require complex management operations,

even in the presence of a large population of transient peers.

However, the resulting topology of such networks is arbitrary.

It is a known fact that the overall performance of P2P ap-

plications is directly influenced by the topology of the overlay

network formed among peers [3]. Hence, unstructured P2P

applications try to organize peers in topologies that maximize

desirable properties, such as robustness and performance. In

BitTorrent each peer selects its possible neighbors from a

random list of peers which is received from a tracker or other

source of peer addresses. This way, the swarm topology is

expected to follow a random graph model [4], which is robust

to handle highly transient networks [5].

However, previous work on BitTorrent swarm topologies

diverge on their properties. On the one hand, studies conclude

that BitTorrent connectivity graph is not random [6], [7],

neither small world [7]. On the other, studies claim that the

resulting swarm topology is, indeed, a random graph because

they are formed by a combination of churn and random

connections [8].

This work was supported by CNPq through grant 485587/2011-4.

In practice, BitTorrent user agents implement extensions

that may influence the performance and topology obtained

with the default protocol. Optimistic Disconnect (OD) [9],

a mechanism implemented in widely used BitTorrent user

agents, extends the default BitTorrent connection management,

using a “disconnect to connect” strategy. More precisely, it

allows a peer to disconnect some of the least useful neighbors

in order to try to connect with “better” ones. Although this

process may significantly change the swarm behavior and its

topology, no previous work has investigated these aspects.

Further, OD is an ad hoc mechanism: the reasoning behind

OD is unknown and, to the best of our knowledge, there has

been no scientific study to provide evidence about its benefits

and how they are achieved.

This paper presents the first detailed investigation about

the impact of OD in fundamental questions regarding swarm

performance and topology characteristics. To accomplish this,

we executed an extensive set of experiments in PlanetLab

using different degrees of peer reachability and arrival times.

The main contribution of this paper lies on identifying how the

use of OD impacts on the performance of BitTorrent swarms

and their topological characteristics. Our results show that OD

increases the swarm overall performance in up to 30% and also

helps organizing peers in more robust topologies.

The remaining of the paper is organized as follows. Sec-

tion II discusses related work on BitTorrent, focusing on pa-

pers which study topological properties. Section III presents an

overview of BitTorrent connection management mechanisms

and how OD modifies the default behavior of BitTorrent.

The scenarios, parameters and metrics employed in our ex-

periments are presented in Section IV. The summary of our

results and most important insights are discussed in Section V.

Finally, Section VI presents final considerations and directions

for future work.

II. RELATED WORK

BitTorrent topologies have been studied in light of various

aspects and methodologies. An evaluation of the performance

of peers considering different neighborhood size and per-

centage of outgoing connections is presented in [10]. The

simulation results show that these two parameters impact

the resulting swarm topology, directly affecting peers perfor-

mance. This work was extended by [6], which included a

study of the main properties of the swarm topology. It shows

that BitTorrent networks typically have small diameter and

that this improves content dissemination. It also observes that

topologies are not random because peer arrival distribution

influences connections. Finally, authors conclude that swarm
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topologies are robust and resilient to churn but may become

very vulnerable if less than half of the peers in the swarm are

unreachable (due to NAT, for instance).

On the wild swarm measurements are presented in [7],

which attempts to define the topological structure and proper-

ties of real swarms. Its results indicate that the topology graph

is neither random nor small world. They also conclude that

network properties, such as clustering coefficient and diameter,

are constant throughout the swarm lifetime, despite the high

transience of connections among peers.

Live experiments are used in [8] to study BitTorrent net-

work topologies. The results of the experiments, contradicting

previous work, demonstrate that the peer connection graph is

in fact random.

Some studies attempt to model the topology of BitTorrent

swarms. Authors in [11] use complex networks models to

describe a BitTorrent swarm. They conclude that BitTorrent

networks become less clustered as the number of peers or the

proportion of seeders increase. Similarly, a complex network

model is used in [12] to analyze degree distribution, clustering

coefficient and average path length of the swarm.

Previous studies seldom consider the impact that mecha-

nisms implemented in user agents may cause on the swarm

topology and efficiency. These mechanisms include widely

used ones, such as OD. To the best of our knowledge, the

only work that mentions OD is [9], but it only sketches how

the mechanism works and its possible impacts. Our work is the

first detailed study about the effect of OD in BitTorrent, con-

sidering performance and characteristics of swarm topologies

under different scenarios.

III. CONNECTION MANAGEMENT

In this section we first review the default connection

management operation in BitTorrent. Then we discuss two

classes of work that modify the default behavior: the first

one focuses on improving the selection of new neighbors;

the second changes how the neighborhood is managed after

connections are established. Finally, we detail and discuss

Optimistic Disconnect.

A. Default Mechanism

To join a swarm, a peer first retrieves a metadata file (.tor-

rent) which describes the desired content. This file includes,

among other information, the IP address and port number of

the tracker, which is a central entity that keeps the IP addresses

of all currently active peers in the swarm. The peer contacts the

tracker, which will respond by sending a random list of peers

participating in the swarm, typically with up to 200 addresses.

After this interaction with the tracker, the peer is registered in

the swarm and attempts to initiate new connections to other

peers. It tries to establish new connections until a maximum

neighborhood size is reached (80 by default).

A peer confirms that it continues in the swarm by regularly

contacting the tracker. Otherwise, it will be eventually removed

from the active peer list (the time between last contact and re-

moval may vary from around 30 minutes to many hours [13]).

The peer may also contact the tracker when its neighborhood

size drops below a threshold, normally 20 connections. In both

situations the tracker will send a new random peer list as

response, allowing the requester to establish new connections

if necessary.

The mechanism responsible for building the neighborhood

in BitTorrent is very simple. It will accept new incoming

connections as well as attempt to establish new ones whenever

possible (i.e. neighborhood has not reached its maximum size).

From the list obtained from the tracker, the peer will choose a

random address to attempt a connection under two restrictions:

(i) only one connection is allowed to exist between two peers

and (ii) two seeders (i.e. peers that have a complete copy of the

content and thus only upload data) should not be connected.

Once a connection between two peers is established, it is

terminated only if one of them leaves the swarm or if both

become seeders.

B. Connection Management Extensions

There are two types of proposed extensions to the default

connection management, depending on when they act. The first

type affects the selection of peers to connect to, while the sec-

ond changes the neighborhood management after connections

have been established.

Extensions related to connection establishment use a set

of metrics to define the best peers to connect. One common

approach is to explore locality in order to connect peers

according to ISP proximity. Some proposals suggest that

ISPs should cooperate with peers by providing information

services that allows a better neighborhood selection. BGP

routing information is employed by authors of [14] to de-

velop such service. Other proposals suggest that peers should

autonomously probe network services to select peers that

seem to be closer due to lower connection latency. Authors

of [15] present a modification to user agents that probes to

CDN to locate closer neighbors. In [16] authors suggest that

network coordinates can be employed to estimate the locality

of peers, but ultimately conclude that results are no better

than employing simple network RTT data to guide selection.

Finally, some proposals, as the one presented in [17], suggest

that trackers should be modified to guide peers in the selection

of neighbors in order to optimize locality.

Neighborhood management, on its turn, is a set of mecha-

nisms that improve the quality of established connections. Two

mechanisms were proposed and present similarities despite

their different goals. Authors in [18] propose a countermeasure

against eclipse attacks. The algorithm periodically evaluates

the neighborhood searching for inactive peers to disconnect

and establishing connections to new ones. Preemption Strat-

egy [19] was developed to build more robust topologies. In

the latter mechanism, peers randomly select a neighbor that

has its connection terminated in order to allow new incoming

connections from other peers.

C. Optimistic Disconnect

Optimistic Disconnect (OD) is a mechanism implemented

in Vuze1 that modifies the default BitTorrent neighborhood

management without the addition of complex operations. The

algorithm has linear complexity in function of the neigh-

borhood size, which is typically small (at most 80 peers).

1Available in www.vuze.com
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OD focuses on improving the usefulness of neighbors to

which a peer is connected. It periodically evaluates and ranks

all neighbors according to their contribution potential and

disconnects the least useful one. The opening of a slot in the

neighborhood allows the peer to establish a potentially more

useful connection.
In practice, OD only executes after a peer reaches its

maximum neighborhood size. This condition exists to avoid

unnecessarily disconnecting neighbors. In addition, a predeter-

mined minimum time must pass before a connection becomes

eligible for disconnection. This condition helps avoiding churn

and allows a neighbor to demonstrate its utility. We base

the following discussion on the OD implementation of Vuze

(4.6.0.5 of March 20112). Algorithm 1 details the steps taken

by OD in order to rank a peer neighborhood and select one

neighbor for disconnection. The algorithm is executed every

30 seconds.

Algorithm 1 Optimistic Disconnect pseudo algorithm

1: for all vi ∈ V do

2: ti ← li
3: if not seeding then

4: if not interested then ti ← ti ∗ 2
5: ti ← ti + si
6: if snubbing and ri < si then ti ← ti ∗ 1.5
7: if

si

ri
>= 10 then ti ← ti ∗ 1.5

8: if di > 0 then ti ← ti ∗ (1 + di

ri
)

9: end if

10: if not incoming then ti ← ti ∗ 2
11: end for

12: V ← V \ {vi | max(ti)}

Every neighbor vi ∈ V (where V is the set of neighbors of a

peer) is ranked according to a metric ti that measures the lack

of utility of the neighbor to the peer. That is, the higher the

the value of ti, the less useful the neighbor is to the peer and

higher the chance that it will be selected for disconnection.

The value of ti is based on the elapsed time since the last

data exchange with the neighbor (li, line 2), and is possibly

further incremented according to other factors.
If the peer executing OD is a seeder it only considers the

time elapsed since the last block request from the neighbor,

because seeders do not need contribution. Otherwise (i.e.

peer is a leecher), the mechanism employs the following

extra criteria in order to more precisely classify the utility

of neighbors (lines 3-8):

• interesting: if the neighbor does not have any piece that

could be of interest then the value of ti is doubled (line 4);

• snubbing: a neighbor is snubbing when it announces

interesting pieces, but does not send them (notice that the

remote peer is not obliged to send pieces). In this case,

the time si that the neighbor has been snubbing is added

to the metric (line 5), which can be further increased in

50% if the given neighbor contributed with less data than

was sent to it (line 6);

• sharing ratio: if the ratio between data sent to the

neighbor si and data received from the neighbor ri is

2A newer version of the client was released since our experimental analysis
begun. However, the evaluated mechanisms suffered no modifications between
the latest version and the one we used.

lower than 10% (i.e. a potential free-rider), the metric is

increased in 50% (line 7);

• corrupted data: if any data received from the neighbor

has been discarded (either corrupted or duplicated), the

metric is added by the ratio between the total data

discarded di and the total received ri (line 8).

In the last step, the peer verifies if the connection is

incoming, that is, if it was initiated by the neighbor. If it was

initiated by the peer itself, then the value of ti is doubled (line

10). The peer then selects the neighbor with the least utility

(that is, the highest value in ti) and disconnects it (line 12).

The focus of our evaluation efforts is on the impact of the

above algorithm in swarm performance and topological char-

acteristics. The methodology employed in our experimental

evaluation is presented in the next section.

IV. METHODOLOGY

To guide our experiments, we define a series of fundamental

questions to be answered. The first two are related to the

swarm performance, while the other two address topological

properties:

Q1: Do peers experience shorter download times when OD is

employed?

Q2: Does OD increase the utilization of resources available

in the swarm?

Q3: Can OD improve the robustness of swarm topologies?

Q4: Does OD lead to improved topologies with respect to

content dissemination?

In the remaining of this section, we (i) describe the exper-

imental environment employed in our evaluation; (ii) present

the main scenarios evaluated; and (iii) define the metrics

analyzed during the experiments.

A. Environment

We performed multiple experiments with private swarms

using Planetlab as testbed. Planetlab enforces a strict control

over the available resources (such as memory, processor time

and network bandwidth) in each of its nodes. This limited

use of resources reflected in some aspects of our experiments.

We chose as user agent Vuze version 4.6.0.5 (released in

March 2011), because of three factors: popularity, availability

of source code, and implementation of OD. On the downside,

Vuze is a feature-rich agent and its memory requirements rep-

resented a restriction for PlanetLab nodes. Thus, to maximize

the initial number of usable nodes and reduce the chance of

having them killed during runs, we reduced the two parameters

that were most influential for memory consumption. These

were the size of the file being shared, set to 16 MB, and the

maximum number of connected nodes, set to 25.

Download and upload rates of peers were adjusted to 160

Kbps and 40 Kbps, respectively, so that the best download

time would be in the order of dozens of minutes, as observed

in public swarms. The initial seeder had its upload capacity

set to 320 Kbps.

Even so, not all nodes could be used. First, operating system

misconfigurations and lack of storage space affected some

machines in the early stages of the experiments. Second, some

nodes had unstable network conditions and were available
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only for limited periods of time. To guarantee the validity of

the results, we selected “more stable” nodes with permanent

network connectivity. There were approximately 400 usable

nodes, which were divided in two swarms of 200 nodes

each. This swarm size is similar to the one employed in the

experiments of recent work [20] regarding BitTorrent.

Another environmental factor that impacts performance in

BitTorrent is average peer reachability, that is, the ratio of

peers that can accept incoming connections from neighbors.

Peers that are connected to the Internet through a NAT or

firewall often are not directly reachable by other peers, thus

limiting the effective connectivity of the swarm. Studies about

typical peer reachability in the Internet diverge on their results.

Authors of [21] claim that an average of 55% of peers are

reachable in BitTorrent swarms. Authors of [13], however,

measured an average peer reachability of 8%. We also per-

formed an experiment to define a reachability level to be used

in our experiments. We captured a total of 860,954 torrents;

from tracker announcements we found 768,981 distinct peers,

from which 48% were successfully contacted by our crawler.

Based on our measurement (whose results are in line with

[21]), we adopted a default value of 50%, and include in the

paper a set of experiments to evaluate the impact of different

reachability levels. The obtained results are discussed in detail

later in the paper.

Finally, swarm performance can be also be affected by the

arrival process of peers. Authors of [22] present an extensive

study regarding flash crowds on BitTorrent swarms. Among

the results, authors show that (i) most of major flash crowds in

BitTorrent occur soon after the swarm creation and (ii) the per-

formance of peers is reduced during the phenomenon. Hence,

we investigate the influence of peer arrival in our results. We

employ peer arrival processes with different intensities of flash

crowd (based on traces collected from real swarms) to assess

the behavior of OD under these circumstances.

Next we present the set of scenarios employed in the eval-

uation of OD, which were defined according to our objectives

and the experimental environment available.

B. Scenarios

Our baseline scenario has the goal of measuring the influ-

ence of OD in swarms according to the questions presented at

the beginning of the section. Average peer reachability is set to

50%. The peer arrival process is modeled after traces of real

swarms taken from a P2P trace repository3. The maximum

arrival time of peers in the trace used for this scenario is

12 min. After finishing their download, leechers remain in the

swarm until their sharing ratio reaches 1. The initial seeder,

on its turn, is always present in the swarm.

The second scenario aims at better quantifying the impact of

peer reachability in swarms with and without OD. We employ

the same parameters from the baseline scenario, but vary the

peer reachability between 10% and 100%.

The third and final scenario evaluates the impact of different

arrival processes with and without OD. We select different

traces from the aforementioned repository, containing maxi-

mum arrival times ranging from 2 to 42 min. We then employ

3Available in p2pta.ewi.tudelft.nl

these arrival patterns while keeping the remaining parameters

as in the baseline scenario.

C. Metrics

To answer the research questions posed earlier, we employ

the following metrics.

• Download time: time spent by a peer since it enters the

swarm until completion of content download. It provides

a good measure related to the user perception about the

quality of a file sharing system;

• Upload utilization: indicates the percentage of upload

bandwidth used. The value is normalized by the total

bandwidth available. The higher the usage of upload

capacity, the better the use of resources available by peers

and the dissemination of content through the swarm;

• Initial seeder closeness: indicates the average distance of

the initial seeder to all other peers in the topology graph,

showing how central the peer is in the graph. It can be

seen as a measure of how long it will take for information

to spread from the initial seeder to other peers in the

network [23];

• Initial seeder eccentricity: the largest distance of the

initial seeder to any other peer in the swarm. Higher

values mean more hops to spread the content and less

upload utilization of farther peers;

• Copies of the Rarest Piece: indicates how many peers

have to leave the swarm to cause its death.

V. RESULTS

In this section we present the results obtained from the

extensive set of experiments conducted in PlanetLab between

October, 2011 and April, 2012. All values represent the central

tendency obtained from multiple redundant runs of each ex-

periment. Nonetheless, graphical displays of swarm topologies

inherently correspond to a single execution; in this case, we

had to manually inspect graphs and select a representative

one for that scenario. We also analyzed the variance of the

obtained central tendencies considering a confidence degree

of 90%. Thus, we include errorbars in our figures to illustrate

the variance when significant values were observed.

Finally, we note that despite our selection of “more stable”

nodes, failures were still possible, and indeed some swarms

had less than their full numbers complete their downloads. For

the sake of the analysis, we consider a swarm to be successful

when 90% of the peers (i.e. 180) complete their downloads.

Therefore, without impacting the validity of results, some

cases may display results for less than 200 peers.

A. Baseline Scenario

We begin our analysis with the results related to our baseline

scenario. Figure 1 presents the download time experienced

by peers, showing the corresponding values in non-decreasing

order.

The average download time of the swarm without OD is

110.53 min. As Figure 1 shows, a small number of peers

(around 20) may have shorter download times without OD.

When OD is employed, however, the majority of the swarm

achieves better download performance and the swarm average

download time is reduced to 77.51 min. The comparison of
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Figure 1. Swarm performance

average download times reveals a performance gain of nearly

30% when OD is employed. Thus, answering Q1, OD im-

proves download times for the majority of peers participating

in the swarm. We also observe that the variance in download

times is smaller among peers that finish first, up to the 96th

peer. This occurs due to the churn from the peers that finish

earlier and leave the swarm. We also observe that the OD

reduces the variance observed in download times of peers

which finish later.

The observed gains in download times in theory occur

because OD terminates connections that are not beneficial to

a peer, allowing new neighbors to connect. This process could

lead to a better use of the available upload resources by peers,

which would help explain the better overall performance when

using OD. To verify this hypothesis, we analyze the usage of

swarm upload capacity. This is shown in Figure 2, in which

the horizontal axis presents the swarm lifetime in minutes.
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Figure 2. Average upload utilization throughout swarm lifetime

Without OD, the peak usage of upload capacity is 70%.

This peak lasts for around 20 min or 8% of the swarm

lifetime (approximately 4h). The upload usage is below 60%

of available resources during almost 75% of the time. It is

clear in Figure 2 that OD increases the upload usage peak,

that is, from 70% to 91%. This peak lasts for almost 40 min,

or nearly 25% of the swarm lifetime (164 min). We also

observe that without OD there is a high variance in the upload

utilization. We found that this is related to peer reachability,

which induces high variation in individual upload capacity.

Results with OD show much smaller variation, because the

mechanism allows all peers to saturate their upload capacity,

increasing the content dissemination.

To better quantify this gain, we calculate the average upload

utilization throughout the entire swarm lifetime. The resulting

ratio provides the average usage of swarm resources. Without

OD, the average utilization is 42%. In contrast, this value is

increased to 63% of the total upload capacity with OD, or

50% gain. These observations let us answer Q2: the use of OD

leads to better resource usage, thus increasing swarm overall

performance.
To answer Q3 and Q4 we need to look at how OD influences

the topological characteristics of the swarm. This can help

explain the performance gains obtained with OD. Our first step

is the analysis of various snapshots taken throughout swarm

lifetime. These snapshots were used to plot the connection

matrices in Figure 3. We present snapshots of three different

moments: (i) at 5 min, when the swarm is beginning and

only 25% of peers have joined; (ii) at 10 min, when around

75% of peers have arrived; and (iii) at 20 min, when all

peers have joined, none has left yet, and the topology is in a

stable situation. Each point represents a connection established

between two peers. Both axis show peers according to their

order of arrival in the swarm.
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Figure 3. Swarm connectivity matrices

Snapshots of the swarm without OD (left column of Fig-

ure 3) show that peers tend to establish connections according

to their arrival time. In the analyzed scenario, peers are

connected to 19 neighbors on average. When OD is used

(corresponding right column), we observe a very different

pattern, unrelated to the arrival order. OD also increases the

average neighborhood of the swarm to around 24 peers (out of

25, the limit). The difference in the average neighborhood can

be observed by comparing Figures 3(a) and 3(b): when OD

is employed the connection matrix presents a higher number

of points. To evidence even further the effects of OD on the

connection pattern among peers, we contrast the corresponding
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topologies in Figure 4.

(a) Without OD

(b) With OD

Seeder
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Figure 4. Topology representation

As shown in Figure 4, without OD two clusters are formed

in the topology, with few connections among them. This

separation into two clusters negatively affects download times:

pieces will be disseminated in the right cluster only after

they are obtained by peers with connections established with

the left cluster (the one with the initial seeder). This occurs

because the first group of peers to arrive in the swarm form

a well connected cluster around the first seeder, leaving few

connection opportunities for peers arriving later. These few

connections also reduce the robustness of the topology: in a

situation of churn, the connections among clusters may be

severed, resulting in a partitioned swarm. The contrast to the

case with OD is obvious: clustering is eliminated, leading to

a higher number of connections. Consequently, OD increases

the robustness of the swarm.
Note that the topologies in Figure 4 were captured in

smaller swarms (50 peers), to allow graphical representation.

To make sure that the above findings hold for larger swarms,

we compare the two cases using connection matrices. Figures

5(a) and 5(b) present the connection matrices for swarms with

50 peers; by comparing them with Figures 3(a) and 3(b), one

finds a similar pattern.
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Figure 5. Connectivity matrix in a swarm with 50 peers

The results regarding topology robustness are summarized

next, allowing us to answer Q3. We observed that, without

OD, peers tend to establish connections according to their

order of arrival. This may lead to lower average swarm

neighborhoods, as well as the formation of clusters. OD, in

contrast, prevents this situation and consequently contributes

to swarm robustness.
Recall from Section II that there is no consensus about

which graph model may be used to represent BitTorrent

swarms. During our experiments, we attempted to characterize

the observed swarm topologies as a known graph model.

Authors of [7] suggest that such comparison may be done with

values of the clustering coefficient and the characteristic path

length, which is the average length of the shortest path between

each pair of vertices in the graph. By comparing the values

obtained from real graphs and theoretically generated ones,

we can verify whether the real graphs follow a certain model.

Topologies with OD present a characteristic path length ratio

of 1.099, which is close to value expected from random and

small world graphs (i.e., 1). However, the clustering coefficient

ratio of the topologies is around 0.33. This value indicates

that the graph is neither random (clustering coefficient ratio

should be close to 1), nor small world (in this case it should be

much greater than 1). Thus, OD does not generate a graph that

matches the properties of a random one or a small world. The

behavior described above was observed in all topologies of

swarms that employed OD in our experimental scenarios. Also,

the above result is in line with previous work that explores

swarm topology characterization [6], [7].
Two other topological aspects are influenced by OD: the

eccentricity and the closeness of the initial seeder, respec-

tively shown in Figures 6(a) and 6(b). Both figures represent

the swarm lifetime in their horizontal axis. The metrics are

associated with the number of hops between the initial seeder

and the remaining of the swarm, so the lower the better.
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Figure 6. Swarm distance to the initial seeder

Figures 6(a) and 6(b) show that the impact of OD in the

topology is much stronger in the beginning of the swarm. We

observe that OD generates, in the first 30 min, a gain of up

to 37% in the swarm eccentricity and of up to 50% in the
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swarm closeness. That is, OD reduces the distance of the

initial seeder to the remaining peers, consequently favoring

the dissemination of pieces in the swarm. Afterwards, there

is little or no gain provided by OD, since the values, in both

metrics, are similar for the cases with and without OD. This

is because peers leave the swarm and its topology can be

reorganized. Further, these observations are confirmed by the

diameter of the network: the employment of OD reduces the

topology diameter from 7 to 4 hops. Variance shows that, with

OD, all peers tend to keep the same closeness and eccentricity

throughout the swarm lifetime. In contrast, without OD the

variance is a noticeably higher in the first half hour of the

swarm, which has not yet converged to a stable topology.
The above results reflect a change in the way content

pieces are disseminated in the swarm. This aspect may be

evaluated with the analysis of the number of copies of the

rarest piece, presented in Figure 7(a). The result needs to be

viewed together with the number of peers in the swarm, shown

in Figure 7(b). The horizontal axis of both Figures present the

swarm lifetime in minutes.
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Figure 7. Robustness level (based on rarest piece)

Results in Figure 7(a) show that without OD in the first

hour only a maximum of 15 peers (out of 200) hold a copy

of the rarest piece, which leaves the swarm more vulnerable

to attacks and churn. Later, the rarest piece peaks at ap-

proximately 40 pieces and then decreases. Towards the end

of the swarm, rarest piece dissemination gets stable in 15

copies. The variance of available copies does not show a

relevant difference when OD is used. We notice though that the

variance is higher after 60 minutes in both cases. This is caused

by the churn generated by peers that finished downloading the

content.
When OD is employed, the dissemination of the rarest piece

presents a peak of 110 pieces between 40 and 63 minutes.

Comparing peaks of dissemination, we observe that when OD

is used there are 2.75 times more copies of the rarest piece.

After the observed peak the number of copies of the rarest

piece slowly falls from 30 to 1 while the final peers finish

downloading the content. We note that this reduction happens

at the final moments of the swarm (which ends at 160 minutes)

when most peers already left it. The higher dissemination peak

generated by OD allows peers to download the content faster,

thus reducing the swarm lifetime in 90 minutes.

The previous results show that OD creates a topology in

which peers are closer to the first seeder. This favors the

dissemination of content in the swarm, specially when no

peer has left it yet, as observed in the analysis of the rarest

piece. Thus, answering Q4, the use of OD generates a topology

that contributes to the more efficient dissemination of content

among peers.

B. Average Peer Reachability

The previous analysis of swarm download times, in Fig-

ure 1, showed that some peers were faster than others. We

analyzed the potential causes and found out that in general

the faster peers corresponded to those directly reachable.

Measurements indicate that, when OD is not present, peers

not directly reachable complete their download in 152.45 min

on average, while the peers that can be directly contacted finish

in 76.73 min. With OD, these values are reduced to 112.64

and 60.45 min, respectively. Hence, we observe a gain of

almost 50% in download performance when peers are directly

reachable. These results motivated us to evaluate in more detail

how reachability influences swarms with and without OD.

Our analysis begins with the average gain obtained with

the use of OD, presented in Figure 8. Different values of peer

reachability were evaluated, as shown in the horizontal axis.
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Figure 8. Peers average performance

First, notice in Figure 8 that OD can provide a consistent

advantage, with gains between 9% and 36%, depending on

the level of reachability. Second, that the advantage provided

by OD in comparison with the non-OD swarm seems to

vary unexpectedly. The explanation is as follows. Initially,

increasing reachability provides higher gains in comparison

with the case without OD, starting at 9% and peaking at 36%

when reachability is 0.6. The gain provided by OD is directly

proportional to the reachability level because, at low levels, it

may not be possible to connect to another peer (the “disconnect

to connect” fails). At reachability 0.6, the highest gain is

achieved, because the neighbor disconnected by OD can most

often be successfully replaced with another connection.

However, part of this advantage is lost for swarms with

higher reachability, from 0.7 and above. In this situation, the

swarm does not need to rely that much on OD to establish

efficient connections. Thus, when reachability goes from 0.6 to
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0.7, the performance with OD improves slightly (from 57 min

to 56 min), but the advantage provided by OD is reduced to

around 18%. Finally, when reachability goes from 0.7 to 1.0,

the gain provided by OD grows from 14% to 21%. This occurs

because of a tendency to the formation of clusters when OD

is not used and reachability levels are high. This phenomenon

will discussed later in this section. Hence, addressing Q1 in

terms of reachability, we find that OD is consistently beneficial

to swarm download times, with a gain of at least 9% and

potentially much higher.
Results in Section V-A indicate that the positive effect of

OD in download times is related to a better use of the swarm

upload capacity. To verify if this insight also holds when peer

reachability is varied, we measured the gain obtained with OD

in the average use of upload capacity for different degrees of

reachability. Below, we discuss the results.
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Figure 9. Influence of peer reachability in upload utilization

First notice in Figure 9 that OD enables an overall gain in

upload resource utilization, with at least 9% for all levels of

reachability. Notice, also, that such gain varies considerably,

between 10% and 60%, which means that the reachability

level of peers strongly influences the advantage of OD. Third,

there are two turning points in the curve: 0.3 and 0.7, which

correspond to highest and lowest relative gains, respectively.

The explanation for this follows.
With a very low level of reachability, the possibility of con-

nection to a seeder different from the initial one is very small,

thus limiting the gain of OD to around 20%. The advantage

in resource usage increases as the level of reachability goes

from 0.1 to 0.7. Notice that the gain is highest (60%) when

reachability is 0.3, because this level is insufficient for non-OD

swarms to establish an efficient topology, but high enough for

OD to randomize the topology (allowing peers to the search

for better neighbors). Between 0.3 and 0.7, the performance

of the non-OD swarm increases substantially and the positive

impact of OD is progressively reduced. From 0.7 onwards, the

gain by OD in upload utilization increases from 9% to 15%.

This happens because the performance with non-OD decreases

due to a tendency to the formation of clusters among peers

when the peer reachability is high. This phenomenon will be

discussed later in this section. Summarizing our results with

respect to Q2 and the effect of reachability, we found that OD

increases the usage of the resources available in the swarm

independently of the number of reachable peers.
We also analyzed the topological properties of swarms

with different degrees of reachability. Figure 10 shows the

connection matrix of swarms considering two extreme values,

10% and 100% of reachability. Matrices on the left and right

correspond, respectively, to swarms without OD and with OD.

Peers are ordered according to their order of arrival in the

swarm. Matrices were generated based on snapshots taken in

moments in which all peers had already entered the swarm

and established their neighborhood.
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Figure 10. Connectivity matrix for different reachability factors

We observe that, without OD, peers tend to establish con-

nections according to their arrival order (consistent to the

previous results). The matrix in Figure 10(a) is much sparser

due to the lower number of connections associated with the

low degree of reachability.

Figure 10(c) also presents an interesting phenomenon: the

first 50 peers to arrive in the swarm form two highly connected

clusters that share few connections with the remaining peers.

The first cluster is the one with most neighbors connected

to the first seeder, and thus these will be the first peers to

complete the download. Peers that arrive later will struggle to

obtain pieces distributed within the initial cluster. This explains

the lower performance under full reachability as observed in

Figures 8 and 9.

Matrices that represent swarms with OD show that the

mechanism reduces the chance of forming such clusters. This

leads to a more efficient dissemination of the content among all

peers, reducing download times in general. We also notice the

effect of a lower degree of reachability in Figure 10(b): even

with the benefits of OD, the matrix results much sparser, with

less connections among peers and consequently a decrease of

swarm robustness. Thus, in regard to Q3, the use of OD favors

the topological formation of the swarm under different peer

reachability scenarios, increasing the performance of peers and

the robustness of the swarm.

To complement our insights regarding topological charac-

teristics, we show in Figure 11 how different scenarios of

peer reachability affect the closeness of the initial seeder. We

evaluate different moments of the swarms in situations with

and without OD and present the observed average values.

We first consider the case without OD. Figure 11 shows that

for up to 30% of reachable peers, the initial seeder closeness
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Figure 11. Average initial seeder closeness

is approximately 4 hops. From 40% onwards, the value drops

almost 1 hop and remains a little less than 3 hops on average.

Notice that OD affects the variance of the closeness: its values

are stabler when the mechanism is employed.
In comparison, the impact of reachability in the closeness is

consistently reduced with OD. For all reachability values, the

closeness is below 3, and from 50% onwards, below 2 hops

on average, as a consequence of a better topology organization

caused by OD. Using OD enables a substantial gain, in most

cases superior to 0.5 hops, therefore answering Q4 in terms

of reachability.

C. Arrival time

As mentioned by authors in [22], the occurrence of flash

crowds in BitTorrent swarms may degrade the performance of

peers due to an acute peak in resource demand. In this section,

we assess the influence of OD considering different patterns

of peer arrival. We focus our analysis in situations of flash

crowd that occur at the beginning of the swarm, since these

are the most common [22].
In our evaluation, we vary the arrival pattern by switching

the traces used to model peer arrival. We identify traces by

the time that the last peer arrives in the swarm. The chosen

traces have maximum arrival times ranging from 2 to 42 min,

which correspond to a flash crowd and a sparse arrival of peers,

respectively. We first evaluate the relative gain provided by OD

in download time and usage of swarm resources, assuming

different patterns of peer arrival.
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Figure 12. Peers average performance

According to Figure 12(a), OD can provide substantial

performance gains in scenarios with arrival times up to 12 min.

More specifically, when the maximum arrival time is 2 min-

utes, which correspond to a flash crowd, we observe a gain of

at least 40% in download time. With maximum arrival times

of 22 min or longer, the swarm is capable of handling the

resource demand regardless of OD. Thus, in a situation of

sparse peer arrival the performance gain of OD is small. Thus,

answering Q1 regarding the arrival process of peers is, OD can

substantially benefit a swarm in a flash crowd situation, but

will have small impact otherwise.

Figure 12(b) shows that the use of OD improves the average

upload utilization in all evaluated scenarios (all values are

positive). It also can be noted that higher performance gains, of

nearly 60%, occur when maximum arrival time is 2 min, which

correspond to situations of flash crowd (consistently with

previous analysis). As the arrival of peers becomes sparser the

performance gain with OD falls. At very sparse peer arrivals

a gain of 1% is observed. Thus, the answer to Q2 with respect

to peer arrival process is that OD improves the utilization of

resources available in the swarm, specially under flash crowd

situations.

Next, we measure the impact of different arrival processes

in the topological characteristics of swarms, with and without

OD. Our first step is the analysis of the swarms connection

matrices, as shown in Figure 13. Matrices in the left and right

correspond respectively to swarms without OD and with OD

at 45 minutes, moment in which all peers already arrived in

the swarm. Matrices show peers according to the order they

arrive in the swarm.
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Figure 13. Connectivity matrix for different arrival intervals

Consistent with previous results, Figure 13 shows that in

a swarm that does not employ OD, peers tend to establish

connections according to their order of arrival in the swarm.

We observe in Figure 13(a) that in a swarm with flash crowd

peers that arrive early tend to form highly connected clusters,

leaving few connections to peers that arrive later. However,

without flash crowd, as in Figure 13(c), the connections among

peers tend to become more evenly distributed, even if they are

influenced by the arrival order. This is one of the reasons why

peers present better performance when a flash crowd is not

present.

In contrast, Figures 13(b) and 13(d) show that OD elim-

inates the clusters, with or without flash crowds. The two

matrices display nearly identical behaviors, confirming that
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the arrival of peers does not impact on swarm performance

when OD is active. These findings allow us to answer Q3 in

regard to different arrival processes: in both situations, with

and without flash crowd, OD generates topologies without the

clustering that may harm swarm robustness.

Closeness of the first seeder is another topological charac-

teristic that may be affected by different arrival processes. We

measured this value at different moments of a swarm lifetime,

and present results in Figure 14.
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Figure 14. Average initial seeder closeness

Figure 14 indicates that, without OD, closeness of the initial

seeder is approximately 3 hops except when maximum arrival

time is 2 min (closeness is almost 4 hops). The closeness

seems to be reasonably unaffected by arrival times when

OD is active, with values that remain around 2 hops. Note

that closeness is low with OD even in situations of intense

flash crowd, when OD provides almost 50% of gain. Thus,

answering Q4 in respect to arrival processes, we found that

OD reduces the closeness of the swarm both with and without

flash crowds, benefitting the dissemination of content.

VI. FINAL REMARKS

Optimistic Disconnect is a mechanism available in BitTor-

rent clients that extends the default connection management.

OD disconnects neighbors with low contribution in order to

allow new, more interesting connections. This work presents

the first experimental study to evaluate the impact of OD in

BitTorrent swarms in regard to fundamental questions related

to the overall performance and topological characteristics.

Results obtained from a comprehensive set of experiments

in PlanetLab show that OD is beneficial to the swarm per-

formance, contributing to lower the average download times

experienced by peers and increasing the usage of swarm

upload capacity. These benefits stem from the better swarm

topological characteristics observed when OD is employed.

Peers have larger neighborhoods and the topology has higher

closeness to the initial seeder, contributing to faster content

dissemination. OD also contributes to the generation of more

robust topologies. Finally, the analysis of peer arrival processes

shows that OD is reduces the negative effects of a flash crowd,

keeping the swarm performance and topology stable.

In order to extend the insights of our current study, we

hope to develop a sensitivity analysis of the various parameters

employed by the OD algorithm. The choices taken by devel-

opers of user agents are not well documented, and many of

the algorithm parameters may directly impact in the resulting

swarm. We also plan to develop an analytical model of the

influences caused by OD in BitTorrent swarms in order to

obtain insights beyond the limits of the available experimental

environment. We also hope to employ the insights gained from

our study in the modeling and implementation of connection

management mechanisms for P2P networks.
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SUMMARY REVIEW

The paper provides an experimental analysis of the impact

of optimistic disconnection (OD) the overall performance of

the swarm.

Strengths: The problem is important; the paper is sound

and well-written.

Weaknesses: The reviews identified a few weak points.

Several choices related to the evaluation settings seem unreal-

istic: the size of the downloaded file, the lack of heterogeneity

in upload and download bandwidth, the artificial limitations

in the maximum number of connections should be either

motivated or substituted with more realistic parameters.

Related to this, more details about how the evaluation

scenario is built should be provided; for example, authors

merge an availability trace from the P2P archive with their

own measurements of connectivity; but do not discuss whether

there is a correlation between being highly available and

connected. OD has a number of parameters; it would be

interesting to evaluate the effect of each of these.

Plots should contain not only average figures, but also in-

formation related to variance and/or scatter plots of individual

experiments.

The related work would benefit from more references to

existing studies related to BitTorrent in general (not only OD),

to other OD-like extensions in BitTorrent clients, and to OD-

like techniques for other P2P applications.

RESPONSE FROM THE AUTHORS

We are aware that some parameters in our experimental

environment present unrealistic values. As we pointed out in

Section IV-A, the values of these parameters were influenced

by limitations encountered in the PlanetLab environment and

due to the high memory requirements for execution of the

Vuze Bit- Torrent client. The size of the shared content and the

number of neighbors that the client is connected with are the

parameters most influenced by PlanetLab nodes limitations.

We conducted a set of experiments to specifically evaluate

the impact of network heterogeneity. Our results indicate that

there is a slightly positive impact in the usage of upload

capacity when OD is employed in a heterogeneous network.

However, the obtained values present a behavior very similar

to the ones presented in Section V-A of the paper. This and the

limited space available for discussion led us to the omission

of results regarding network heterogeneity.

The goal of our experiments was to evaluate the imple-

mentation of OD that is employed in popular BitTorrent user

agents. Among current implementations there is no difference

in the OD algorithm, only slight variations in the employed

parameter values. Regarding these, we would need a con-

siderable discussion space to present a thorough evaluation

of all parameters in OD. Thus, we choose to evaluate the

default parameters used in current BitTorrent user agents. We

are developing mathematical models to allow a more detailed

evaluation of the algorithm parameters in larger systems, but

results are not yet solid enough for presentation.

We agree with the reviewers that it is beneficial to provide

more details about some of the parameters employed in our

evaluation scenarios. We reviewed these points and presented

the resulting discussions in Section IV-A of the paper. We also

worked to include the variance of the presented results and the

main insights regarding the observed values.

Our related work section is focused on studies about the

topology of BitTorrent swarms because this is the main subject

of our results. The most important references regarding OD

are already cited in the paper. We could not include additional

references due to lack of space, although we agree that this

would have improved the paper. Finally, to the best of our

knowledge, there are no studies describing the implementation

of OD-like techniques in other P2P file sharing applications.
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