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#### Abstract

This paper concerns the discovery of patterns in gene expression matrices, in which each element gives the expression level of a given gene in a given experiment. Most existing methods for pattern discovery in such matrices are based on clustering genes by comparing their expression levels in all experiments, or clustering experiments by comparing their expression levels for all genes. Our work goes beyond such global approaches by looking for local patterns that manifest themselves when we focus simultaneously on a subset G of the genes and a subset $T$ of the experiments. Specifically, we look for order-preserving submatrices (OPSMs), in which the expression levels of all genes induce the same linear ordering of the experiments (we show that the OPSM search problem is NP-hard in the worst case). Such a pattern might arise, for example, if the experiments in $T$ represent distinct stages in the progress of a disease or in a cellular process, and the expression levels of all genes in $G$ vary across the stages in the same way.


We define a probabilistic model in which an OPSM is hidden within an otherwise random matrix. Guided by this model we develop an efficient algorithm for finding the hidden OPSM in the random matrix. In data generated according to the model the algorithm recovers the hidden OPSM with very high success rate. Application of the methods to breast cancer data seem to reveal significant local patterns.

[^0][^1]Our algorithm can be used to discover more than one OPSM within the same data set, even when these OPSMs overlap. It can also be adapted to handle relaxations and extensions of the OPSM condition. For example, we may allow the different rows of $\mathrm{G} \times T$ to induce similar but not identical orderings of the columns, or we may allow the set $T$ to include more than one representative of each stage of a biological process.

## 1. INTRODUCTION

The advent of DNA microarray technologies has revolutionized the experimental study of gene expression. Thousands of genes are routinely probed in a parallel fashion, and the expression levels of their transcribed mRNA are reported. By repeating such experiments under different conditions (e.g. different patients, different tissues, or varying the cells' environment), data from tens to hundreds of experiments can be gathered. The analysis of the resulting large datasets poses numerous algorithmic challenges.

So far, the main approach taken for analyzing gene expression data is clustering (and variants thereof). Clustering methods have indeed proved successful in many contexts. There is a very large body of literature on clustering in general and on applying clustering techniques to gene expression data in particular. The following list of examples represents the viewpoint of the authors and is not comprehensive or representative. The pioneering paper [7] develops an initial approach to analyzing expression data, mostly adapting hierarchical clustering techniques for this purpose. These methods are successfully applied to yeast cell cycle data in [14]. In [4] and [13] more direct approaches to clustering are taken, using graph theoretic methods. Studies where combinations of clustering and classification methods were applied are reported in [10], [5] and [1]. Surveys of analysis approaches appear in [2], [8] and [6].

A major drawback of clustering, however, is the difficulty in identifying patterns that are common to only a part of the expression data matrix. Based on general understanding of cellular processes we expect subsets of genes to be co-regulated and co-expressed under certain experimental conditions, but to behave almost independently under other conditions. Discovering such local expression patterns may be the key to uncovering many genetic pathways that are not apparent otherwise.

It is therefore highly desirable to move beyond the clustering paradigm, and to develop algorithmic approaches capable of discovering local patterns in microarray data.

In [3] and [15] the authors discuss approaches to unsupervised identification of patterns in expression data that distinguish two subclasses of a tissues on the basis of a supporting set of genes. Supporting here means that high success rate classification can be performed based on this set of genes. [3] describes subclasses that correlate with lymphoma prognosis, based on analyzing data reported [1]. The present work extends the class discovery task to a progression of more than just two stages.

The plaid model [12] is a statistical model for gene expression and other data. The plaid model describes two-sided clusters where overlap is allowed. Like our model, their two-sided clusters are not necessarily supported on the entire set of either genes or tissues. The plaid model seeks submatrices that have almost uniform entries. It also affords the identification of submatrices where, over a prescribed set of tissues, genes differ in their expression levels by an almost constant vector. Our work focuses on the uniformity of the relative order of the tissues rather than on the uniformity of the actual expression levels as in the plaid model. This approach is potentially more robust to the stochastic nature of the expression levels, and to the variation caused by the measurements process.

In this work we address the identification and statistical assessment of co-expressed patterns for large sets of genes. For example, in expression data that comes from a population of patients (such as in [5]), it is reasonable to expect that each individual is in a particular stage of the disease. There is a set of genes that are co-expressed with this progression and we therefore expect the data to contain a set of genes and a set of patients such that the genes are identically ordered on this set of patients. The same situation occurs when considering data from nominally identical exposure to environmental effects, data from drug treatment, data representing some temporal progression, etc. In many cases the data contains more than one such pattern. For example, in cancer data patients can be staged according to the disease progression, as well as according to the extent of genetic abnormalities. These two orders on some subset of tissues are not necessarily correlated. Therefore - even in data where some nominal order is given a priori, we are seeking related or unrelated hidden orders and the sets of genes that support them. In this work we take first steps towards automatically performing this task.

## 2. GOAL OF THE PAPER

The readout of a DNA chip containing $n$ genes consists of $n$ real numbers that represent the expression level of each gene, either as an absolute or as a relative quantity (with respect to some reference). When combining the readouts for $m$ experiments (tissues), each gene yields a vector of $m$ real numbers. To make our results independent of the scaling of the data we consider only the relative ordering of the expression levels for each gene, as opposed to the exact values. This motivates us to
consider the permutation induced on the $m$ numbers by sorting them. Thus we view the expressed data matrix, $D$, as an n-by-m matrix, where each row corresponds to a gene and each column to an experiment. The $m$ entries in each row are a permutation of the numbers $\{1, m\}$. The $(i, j)$ entry is the rank of the readout of gene $i$ in tissue $j$, out of the $m$ readouts of this gene. Typical values for $n$ and $m$ are in the ranges $500 \leq n \leq 15000$ and $10 \leq m \leq 150$.

We are seeking a biological progression that is represented as a "hidden" k-by-s submatrix G x $T$ inside the data matrix $D$. The $k$ genes from G are co-expressed in the $s$ tissues from $T$. This means that the expression levels of all the genes in G move up and down together within the set $T$. Consider, for example, three genes $g_{1}, g_{2}, g_{3} \in \mathrm{G}$, and the three rows in $D$ corresponding to $g_{1}, g_{2}, g_{3}$, restricted to the columns in $T=$ $\left\{t_{1}, \ldots, t_{s}\right\}$. The $s$ ranks in each row correspond to a partial permutation of $\{1, ., m\}$. By projecting the three partial permutations on the subset $\{1,, s\}$ we get three identical permutations. For a concrete example, see Table 1 , where $s=$ 5 and $m \geq 50$.

The computational task we address is the identification of large order-preserving submatrices (OPSMs) in a $n \times m$ matrix D . A submatrix is order-preserving if there is a permutation of its columns under which the sequence of values in every row is strictly increasing. In the case of expression data such a submatrix is determined by a set of genes G and a set of tissues $\boldsymbol{T}$ such that, within the set of tissues $T$, the expression levels of all the genes in G have the same linear ordering.

In some applications the OPSM condition may be too strict, and we may wish to relax it by requiring that, on the set of tissues $T$, all the genes in $G$ have similarly ordered, but not necessarily identically ordered, expression levels. Another extension of the OPSM condition arises from the interpretation that each tissue in $T$ is representative of a class of tissues corresponding, for example, to a stage or time point in the progression of a disease, or a type of genetic abnormality. In this case we may wish to identify several tissues with each stage. Thus $T$ may be the union of disjoint sets $T_{1}, T_{2}, T_{r}$, where $T_{i}$ is the set of tissues in the ith stage. We would then require that for each gene $g$ in G , and for each set $T_{i}$, the expression levels of g for all tissues in $T_{i}$ are less than the expression levels of g for all tissues in $T_{i+1}$; however, within each set $T_{i}$ no restriction would be placed on the ordering of the expression levels.

To motivate our heuristic approach to the OPSM problem, we first show that the OPSM problem is NP-Hard, and thus we cannot hope to solve it efficiently in the worst case scenario. The goal of the present paper is to develop an algorithm for finding large submatrices having the strict OPSM condition, and to report the performance of the algorithm on both real and simulated data. The methodology behind our algorithm can be extended to deal with the relaxations and extensions of the OPSM model suggested above, but those extensions are only sketched.

| gene $\backslash$ tissue | $\boldsymbol{t}_{\mathbf{1}}$ | $t_{2}$ | $\boldsymbol{t}_{3}$ | $t_{4}$ | $\boldsymbol{t}_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $g_{1}$ | 7 | 13 | 19 | 2 | 50 |
| $g_{2}$ | 19 | 23 | 39 | 6 | 42 |
| $g_{3}$ | 4 | 6 | 8 | 2 | 10 |
| induced permutation | 2 | 3 | 4 | 1 | 5 |

Table 1: The ranks of the three genes $g_{1}, g_{2}, g_{3}$ induce a common permutation when restricted to columns $t_{1}, t_{2}, t_{3}, t_{4}, t_{5}$.

We begin by formulating a probabilistic model of the expression data to be analyzed. The data consists of a $n \times m$ matrix $D$, where the rows correspond to genes and the columns, to tissues (or, more generally, to experimental samples). Each row of the matrix is a permutation of $\{1,2, \ldots, m\}$, giving the linear ordering of the expression levels of one gene over all the tissues. We assume that within the matrix $D$ there is a hidden planted submatrix G x $T$ determined by a set of rows G, a set of columns $T$ and a linear ordering of the columns of $T$. Within each row of G x $T$ the ordering of the entries is consistent with the linear ordering of $T$. The parameters of the model are $n, \mathrm{~m}, s$ and $p$, where $s$ is the number of elements in $T$ and $p$ is the probability that any given row belongs to G. The s-element set $T$ and the linear ordering of $T$ are randomly chosen. The parameters $s$ and $p$ are not known to the algorithm.

In crafting the algorithm we are strongly guided by the properties of the probabilistic model. Of course we do not expect real expression data to conform in detail to such a simple model, but we expect the performance of the algorithm to be robust enough to apply to real data, and preliminary indications are that this is the case.

### 2.1 Organization

The remainder of this paper is organized as following. In Section 3 we show that the OPSM problem is NP hard. In Section 4 we describe the probabilistic model used in the simulation. This model motivates our algorithm design and is used in the simulations. In Section 5 our algorithm is presented. Section 6 contains the results of running our algorithm on simulated and real data. Finally, Section 7 contains some concluding remarks and directions for further research.

## 3. OPSM IS NP-COMPLETE

In this section we show that the decision version of OPSM is NP-complete. We consider the following decision problem:

Instance: a real valued n -by-m matrix, $A$, and two integers, $k$ and $s$
Question: In $A$, is there an order preserving submatrix of size k-by-s? That is, is there set of row indices $K=$ $\left\{r_{1}, \ldots, r_{k}\right\}$, and a sequence of column indices $\mathrm{S}=$ $\left(c_{1}, ., c_{s}\right)$ such that $A\left(r_{i}, c_{j}\right)<A\left(r_{i}, c_{j+1}\right)$ for all $1 \leq i \leq k, 1 \leq j \leq s-1$ ?

Theorem 3.1. OPSM is NP-Complete

Proof. The hardness proof is by reduction from the balanced complete bipartite subgraph problem that is known to be NP-Complete [9]:

Instance: Bipartite Graph $\mathrm{G}=(V, U, \mathrm{E})$, Positive integer $k$.
Question: Are there two disjoint subsets X C $V, Y$ C $U$ such that $|X|=|Y|=k$, and for all $x \in \mathrm{X}$, and $y \in Y,(x, y) \in E$.

The reduction: Given a bipartite graph $\mathrm{G}=(V, U, E)$, define the matrix $A=\left\{A_{i j}\right\}$ as follows: if $\left(v_{i}, u_{j}\right) \in E$, then $A_{i, j}=j$, otherwise, $A_{i, j}=-1$. To finish the reduction we add an extra column to $A$, consisting of ' -1 ' entries. Thus the size of $A$ is $|V|$-by- $(|U|+1)$.
we show now that $G$ contains a balanced complete bipartite graph of size $k$ if and only if the matrix $A$ contains an order preserving submatrix of size $k-b y-(k+1)$. The theorem follows.

The first direction follows by construction, if G contains a balanced complete subgraph of size $k$, than at the same indices we have an order preserving submatrix of size $k-b y-k$. Note that we can extend this submatrix by the ' -1 ' column to get an k -by- $(\mathrm{k}+1)$ order preserving submatrix.

To show the other direction, lets assume that there exists an OPSM $B$ of size k-by- $(\mathrm{k}+1)$ in the matrix $A$. Note that at most one column of $B$ can contain a ' -1 ' entry. Otherwise we contradict the order preserving property. Thus, $A$ contains a k -by-k order preserving submatrix that is consisting of only positive numbers. This matrix corresponds to a complete bipartite graph in G (at the same indices).

## 4. THE STOCHASTIC MODEL

We model the gene expression data set by a random data matrix $D$ in which an unknown order preserving submatrix G x $T$ has been planted. The process of generating a data matrix with a planted order preserving submatrix consists of three stochastic steps. First we choose at random the indices for the planted rows and columns. Second, we choose a random ordering for the planted columns. Finally, we assign ranks at random to the data matrix in a way which is consistent with the planted submatrix. More formally, the parameters of the stochastic process are $n$ (number of genes), $m$ (number of experiments), $\mathcal{S}$ (size of $T$ ), and $p$ (probability that a row $i$ is in the subset $G$ ).

1. To determine the set of genes $G$, toss iid coins $X_{i}$ for every $i(i=1,2, ., \mathrm{n})$, with probability $p$ of coming up heads ( $X_{i}=1$ ). G is the set of indices $i$ with $X_{i}=$ 1 , and the expected size of G equals $p \cdot \boldsymbol{n}$.
For the set of experiments, we choose a subset $T$ C $\{1, m\}$ of size s uniformly at random.
2. Pick uniformly at random a linear ordering $t_{1}, t_{2}, ., t_{s}$ of the elements of $T$.
3. For every row $i$ assign the $m$ entries in the i-th row of $D$ independently by a random permutation of $\{1,, m$.
4. For each row $i$ with $X_{i}=1(i \in G)$, rearrange the ranks in the columns corresponding to $T$ : The entry in column $t_{1}, D\left[i, t_{1}\right]$, will be assigned the lowest rank among these $s$ entries, the entry in column $t_{2}$ will be assigned the second rank among the entries corresponding to $T$, and so on. The entry $D\left[i, t_{s}\right]$ will be assigned the highest rank among the entries of $T$.

At the completion of these three steps the data matrix $D$ with the planted submatrix Gx $T$ is determined. Note that in addition to the set of planted rows, G, every non-planted row has a probability of $\frac{1}{s!}$ to satisfy the same ordering constraints as the planted rows. Given $D$ and $T$, those 'spurious planted' rows are indistinguishable from the 'genuine planted' rows. Thus, the algorithmic goal is, for a given $D$, to recover the set of planted columns $T$, and their planted linear order $\pi$. The set of rows supporting this model ('genuine planted' together with the 'spurious planted) is then uniquely defined.

## 5. ALGORITHM

### 5.1 Complete Models

Let $T \subset\{1, \ldots, m\}$ be a set of size $s$. Let $\pi=\left(t_{1}, t_{2}, \ldots, t_{s}\right)$ be a linear ordering of $T$. The pair ( $T, \pi$ ) is called a complete OPSM model or simply a complete model. We say that a row $i \in\{1, \ldots, \mathrm{n}\}$ supports $(T, \pi)$ if the $s$ corresponding entries, ordered according to the permutation $\pi$, are monotonically increasing, namely $D\left[i, t_{1}\right]<D\left[i, t_{2}\right]<\ldots<D\left[i, t_{s}\right]$. Given a complete model ( $T, \pi$ ) we can efficiently find out which rows support it (in time $O(n m)$ ). Intuitively, our algorithm aims at finding a complete model with the maximum number of rows supporting it. Obviously, there always is a model with $s=2$ that is supported by at least $n / 2$ rows. In general, the absolute number of rows we expect to support a complete model decreases with the model size $s$. Therefore rather than a maximum support, our algorithm actually aims at finding a complete model with highest statistically significant support. To assess the significance, we compute an upper bound on the probability that a random dataset of size n-by-m (i.e., a dataset in which each row is an independent random permutation of $\{1,2, \ldots, m\}$ ) will contain a complete model of size $s$ with $k$ or more rows supporting it.

For a given value of $s$, the probability that a random row supports a given model $(T, \pi)$ is ( $1 / \mathrm{s}$ !). As the rows are assumed to be independent, the probability of having at least $k$ rows
supporting a model $(T, \pi)$ is the k -tail of the $(\mathrm{n},(1 / s!))$ Binomial distribution, namely $\sum_{i=k}^{n}\binom{n}{i}\left(\frac{1}{s!}\right)^{2}\left(1-\frac{1}{s!}\right)^{(n-i)}$. As there are $m_{s}=m(m-1)$. $(\mathrm{m}-\mathrm{a}+1)$ ways to choose a complete model of size a, the following expression $U(s, \mathrm{k})$ is an upper bound on the probability of having a model of size $s$ with support $k$ or greater:
$U(s, k)=m \cdots(m-s+1) \sum_{i=k}^{n}\binom{n}{i}\left(\frac{1}{s!}\right)^{i}\left(1-\frac{1}{s!}\right)^{(n-i)}$
We use this bound as our estimate of the significance of a given model of size $s$. To account for the fact that $s$ is unknown, we could try all values of $s(s=2,3, \ldots, m)$, find the best complete model for each, and take the one with the largest statistical significance, namely the one with the smallest $U(\cdot, \cdot)$.

### 5.2 Partial Models

To find the best model for a given $s$, an exhaustive algorithm could try all $m_{s}=\mathrm{m}(\mathrm{m}-1)$. $(\mathrm{m}-\mathrm{s}+\mathrm{l})$ complete models. This approach yields an $O\left(n m^{s+1}\right)$ time algorithm, which is infeasible for $s \geq 4$ and realistic values of the parameters $m$ and n. Instead, our approach is to "grow partial models" iteratively, with the goal of "converging" to the best complete model. A partial model of order $(a, b)$ specifies the indices of the a "smallest" elements $\left\langle t_{1}, t_{a}\right\rangle$ and the indices of the $b$ "largest" elements $<\boldsymbol{t}_{s-b+1}, \boldsymbol{t}_{\boldsymbol{s}}>$ of a complete model $(T, \pi)$. A partial model also specifies the size $s$ of the complete model.

Let $\theta=\left\{\left\langle t_{1}, \ldots, t_{a}\right\rangle,\left\langle t_{s-b+1}, \ldots, t_{s}\right\rangle, s\right\}$ be a partial model. If a $+b<s$ then such a 6 ' can be extended to several complete models. What we do next is to describe a way to evaluate the quality of a given partial model. Once we do that, our algorithm will be the following: Start by trying all $m(m-1)$ partial models of order $(1,1)$. Pick the best $\ell$ partial models of order ( 1,1 ), and for each of them try all $m \neg 2$ extensions to partial models of order $(2,1)$. Record the best $\ell$ of these, and for each one try all $m-3$ extensions to partial models of order $(2,2)$. Pick the best $\ell$ of these, and keep going this way until we reach $\ell$ models of order ( $\lceil s / 2\rceil,\lfloor s / 2\rfloor)$. These are full models, so we output the best one. The computational complexity of this approach is $O\left(m^{2}+m s \ell\right)$ times the complexity of evaluating the quality of a partial model. Our algorithm takes $\mathrm{O}(\mathrm{n} s)$ for this subtask, so its overall complexity is $O\left(n m^{2} s \ell\right)=O\left(n m^{3} \ell\right)$.

In defining partial models we chose to focus on columns at the extremes of the ordering, leaving the internal columns unspecified. This is done because, in a planted row, the distribution of ranks in an extreme column is more concentrated than the distribution in an interior column, and more distinguishable from the rank distribution in a non-planted column. Thus the extreme columns are more useful in identifying planted rows.

To further illustrate the power of the extreme columns to distinguish the correct partial model from incorrect ones, we define a simple statistic associated with a partial model $\theta=$ $\left\{\left\langle t_{1}, \ldots, t_{a}\right\rangle,\left\langle t_{s-b+1}, \ldots, t_{s}\right\rangle, s\right\}$, and a row $i$. This
statistic is defined as follows:

$$
\operatorname{range}(i, \theta)=\max \left(0, D\left[i, t_{s-b+1}\right]-D\left[i, t_{a}\right)\right]
$$

It is closely related to the gap defined in Section 5.3.
For the correct partial model of order (a, b), the expected value of range $(i, \theta)$ is $\frac{m(s+1-a-b)}{s+1}$ for a planted row and $\frac{m}{(a+b+1)!}$ for a non-planted row (both values are approximations that are highly accurate when $m$ is large). Thus the correct model tends to draw a sharp distinction between planted and nonplanted rows. For a partial model of order $(a, b)$ which has no columns in common with the correct partial model of order $(a, b)$ the expected value of range $(i, \theta)$ is $\frac{m}{(a+b+1)!}$ for both planted and non-planted rows, and such a model exhibits no distinction between planted and non-planted rows. Also, the expected valued of $\sum_{i} \operatorname{rangc}(i, 6)$ is significantly higher for the correct model than for an incorrect one unless $k$, the number of planted rows, is very small. This comparison can be extended to partial models that are incorrect but have some columns in common. The results support the claim that it should be possible to distinguish the correct partial model from incorrect partial models of the same order.

### 5.3 Scoring partial models

In this section we explain in detail the objective function employed to determine the quality of a partial model, 8. Let us denote by $\tau$ the underlying (hidden) complete model used to generate the data matrix $D$, and let p denote the (unknown) probability for rows to be planted with respect to $\tau$. To score the partial model $\theta$, we assume that $\tau$ is an extension of $\theta$, and estimate p . We use the estimated p as the quality measure of. G - the more rows seem to be planted with respect to 8 , the more confident we are in 0 .

Let $D_{\theta}(i)$ denote the vector of ranks in the i-th row within the columns specified by the partial model $\theta$. Let

$$
A_{i}=\operatorname{Prob}\left[D(i, \theta) \mid X_{i}=1\right],
$$

and let

$$
B_{i}=\operatorname{Prob}\left[D_{\theta}(i) \mid X_{i}=0\right]
$$

That is, $A_{i}$ denotes the probability of observing the ranks $D_{\theta}(i)$, given that $i$ is a planted row, and $B_{i}$ denotes the probability of observing $D_{\theta}(i)$, given that row $i$ is not planted. We show in Section 5.4 how to compute $A_{i}$ and $B_{i}$.

We are interested in the probability that a given row is planted (by a complete model extending $6^{\prime}$ ) after observing $D_{\theta}(i)$. This probability can be computed using Bayes' Theorem:

$$
\begin{equation*}
\left.\operatorname{Prob}\left[X_{i}=1 \mid D_{\theta}(i)\right]\right)=\frac{A_{i} p}{A_{i} p+B_{i}(1-\mathrm{p})} \tag{1}
\end{equation*}
$$

We denote this quantity by $p_{i}(8, \mathrm{p})$. Summing over all rows, we get that the expected number of planted rows (by a complete model that extends $\theta$ ) after observing $D_{\theta}$, is $\sum_{i=1}^{n} p_{i}(\theta, p)$. Let $\mathrm{X}=\sum_{i=1}^{n} X_{i}$ be the random variable counting the number of planted rows, and let Y be the random variable consisting of all the data for the partial model f ?. Then $E[X]=n p$
and, as we have just seen, $E[X \mid Y]=\sum_{i=1}^{n} p_{i}\left(\theta_{n} p\right)$. Using the identity $E[X]=E[E[X \mid Y]]$ we find that $E\left[\sum_{i=1}^{n} p_{i}(\theta, p)\right]=$ $n p$. Thus $\sum_{i=1}^{n} p_{i}(\theta, p)$ is an unbiased estimator of $n p$. Moreover, application of a Chemoff bound shows that the random variable $\sum_{i=1}^{n} p_{i}(\theta, p)$ is concentrated around its expectation, and therefore is a reliable estimator of $n p$. Thus we can estimate p by solving for p the implicit equation $\sum_{i=1}^{n} p_{i}(\theta, p)=$ $n p$ Recalling the formula for $p_{i}(\theta, p)$ we get the implicit equation

$$
\sum_{i=1}^{n} \frac{A_{i} p}{A_{i} p+B_{i}(1-p)}=n p
$$

This equation always has $p=0$ as a solution but we are interested in strictly positive solutions. Cancelling $p$ from both sides we obtain $\sum_{i=1}^{n} \frac{A_{i}}{A_{i} p+R_{i}(1-p)}=n$. The left-hand-side of this equation is a sum of convex functions, so it also is convex. In Appendix I we further show that the equation always has at most a single solution $p$, which we find numerically. Denote the resulting solution by $p_{\theta}$.

Thus, given a partial model $\theta$ assumed to be compatible with the hidden complete model, the expected number of rows supporting the hidden complete model is $n p_{\theta}$. Accordingly, $p_{\theta}$ measures the quality of the partial model $\boldsymbol{\theta}$, and we can rank partial models of order $(a, b)$ according to this measure.

### 5.4 Computing $\operatorname{Prob}\left[X_{i}=1 \mid D_{\theta}(i)\right]$

Let 6 ' be a partial model of $\operatorname{rank}(a, b)$, assumed to be correct, $\theta=\left\{\left\langle t_{1}, \ldots, t_{a}\right\rangle,\left\langle t_{s-b+1}, \ldots, t_{s}\right\rangle\right.$, a $\}$, and let $D_{\theta}(i)$ denote the corresponding vector of ranks in the i-th row,
$D_{\theta}(i)=\left(D\left[i, t_{1}\right], \cdot, D\left[i, t_{a}\right], D\left[i, t_{s-b+1}\right], ., D\left[i, t_{s}\right]\right)$.
In this section we show how to compute $\operatorname{Prob}\left[X_{i}=1 \mid D_{\theta}(i)\right]$, the probability that the i -th row is planted given the ranks vector. By Equation 1, this reduced to computing $A_{i}$ and $B_{i}$

In a planted row, per the stochastic model (Section 4) the rank vector $D_{\theta}(i)$ is in ascending order. Define the $g a p$ at row $i$ with respect to $\theta$, as $g_{i}^{\theta}=D\left[i, t_{s-b+1}\right] \quad D\left[i, t_{a}\right]$ 1. that is, $g_{i}^{\theta}$ is the number of 'unused' ranks lying between the $a$ leftmost planted column and the b-rightmost planted column. The probability of observing the vector of ranks $D_{\theta}(i)$ is the number of complete models (of size $s$ ) that extend $\theta$ divided by the total number of complete models. Since the $s$ ranks in a planted row must satisfy $\left[D\left[i, t_{1}\right]<,<D\left[i, t_{s}\right]\right.$ the missing $s-(a+b)$ ranks (for the internal columns), must be chosen from the set of $g_{i}^{\theta}$ allowed ranks, giving

$$
A_{i}=\operatorname{Prob}\left[D_{\theta}(i) \mid X_{i}=1\right]=\frac{\binom{g_{i}^{\theta}}{s-(a+b)}}{\binom{n}{g}}
$$

In a non-planted row, all m ! possible linear orderings of the $m$ columns are equally likely. Thus, in particular, if we consider the ranks in a $+b$ specific columns, as indicated by $\theta$, the probability of observing any particular sequence of $a+b$ ranks
is equally likely as other sequences. Thus

$$
B_{i}=B=\frac{1}{\binom{m}{(a+b)}(a+b)!}
$$

Combining it all together, we get

$$
\begin{aligned}
\operatorname{Prob}\left[X_{i}=1 \mid D_{\theta}(i)\right] & =\frac{A_{i} p}{A_{i} p+B(1-p)} \\
& =\frac{\frac{\binom{g_{i}^{\theta}}{s-(a+b)} p}{\binom{m}{s}}}{\frac{\binom{g_{i}^{\theta}}{s-(a+b)}}{\binom{m}{s}}+\frac{1}{\binom{m}{(a+b)}(a+b)!}(1-p)}
\end{aligned}
$$

## 6. RESULTS

We have implemented our algorithm (in Mat lab). We then ran it on simulated as well as real data. In this section we report the outcomes of these runs. For simulated data, all our datasets were 1000 -by- 50 matrices. The number of planted columns $s$ varied over the five values $s=3,4,5,7,10$. The number of rows in G was determined by flipping a $p$ biased coin per row, wherepvariedoverthefourvaluesp $=0.025,0.05,0.075,0.1$. Table 2 reports the probabilities that the algorithm recovers correctly the set of planted columns, and their correct internal order. Each entry of the table is based on one hundred random datasets. The running time of the algorithm (for one dataset) is 23 seconds (running in Matlab on a 500 MHz PC)

In cases where the algorithm fails to recover the planted submatrix we compared the statistical significance of the recovered submatrix (as estimated by the function CJ described in Section 5.1) to the significance of the planted submatrix. For certain values of the parameters, the algorithm recovered submatrices that are more significant than the planted one. Clearly, those cases should not be considered as failures of the algorithm, but rather serve as indication that for those simulation parameters there is no hope to recover the planted submatrix. We report in Table 3 the failure rate of the algorithm, i.e., cases in which the search ended with a submatrix with lower significance that the planted one. The Maximal failure rate ( 0.57 ), occurred for $s=5$ and $p=0.025$. Our interpretation is that a 25-by-5 OPSMs are not to be randomly expected. However, the 25 rows do not give enough advantage to the correct partial model $(1,1)$, and it not among the top $\ell=100$ pairs. Increasing $\ell$ would clearly improve results but will come at a cost of a higher running time. We have kept $\ell$ to low values to allow extensive simulations. For a real dataset (that need to be analyzed only once), we can set a much higher $\ell$.

In addition to simulated datasets, we also ran our algorithm on one breast tumor dataset [llll 1 ]. This specific dataset has $n=3226$ genes and $m=22$ tissues. Out of these 22 tissues there are 8 with brcal mutations, 8 with brea2 mutations, and 6 sporadic breast tumors. (Of course, this information is not known to the algorithm).

We found several statistically significant order preserving sub.
matrices in this dataset. One such OPSM had $s=4$ tissues, supported by $k=347$ genes. This pattern is statistically significant since we would expect to see only $3226 / 4!=$ $3226 / 24=134$ genes that support such a pattern at random, and the overabundance of supporting genes might suggest biological relevance. Interestingly, the first three tissues are all brca2 mutations, while the last one (largest expression levels) is sporadic. We depict these results graphically in Figure 7. The region marked by thick lines indicates the 347-by-4 order preserving submatrix. The upper bound on the significance of this OPSM is $U(4,347)=8.8310^{-51}<10^{-50}$.

Other highly significant patterns are a 42-by-6 OPSM (five brea2 mutations, followed by one brcal mutation). This OPSM has $U(6,42)=8.8510^{-19}<10^{-18}$. Finally, the algorithm discovered a 7-by-8 OPSM. The upper bound on its significance level, $U(8,7)=0.0497$, is not that impressive. But the order imposed on the tissues seem interesting, as we have four brea2 mutations, followed by three brcal mutation, followed by a sporadic cancer sample. We also remark that the upper bound $U(s, k)$ is certainly not tight, and overcounting due to the simple union bound is worse as $s$ increases.

## 7. CONCLUDING REMARKS

We have demonstrated that our algorithm for the OPSM problem works well on data generated according to the probabilistic model, and have given an illustration of its ability to find a highly statistically significant order-preserving submatrix in a biological data set. We expect to apply the algorithm to further biological data sets, and to consult biologists to determine the biological significance of the order-preserving submatrices we discover. We also expect to complete a mathematical analysis of the performance of our algorithm under the probabilistic model, thus providing a theoretical explanation of its observed success. We will also extend the model by allowing several possibly overlapping OPSMs to be planted within a single random matrix. We expect that our algorithm will have no difficulty in coping with this extension.

Intuitively, our goal is to find submatrices G x $T$ in which the rows have a significant tendency to be similarly ordered. It is perhaps too optimistic to expect them to be identically ordered as the OPSM model requires, first because biological patterns are not always neat, and secondly because of error in the microarray measurements. One way to relax the requirement is to introduce an additional corruption probability $\alpha$ which will influence the generation of the probabilistic model. As before, the model generates a hidden submatrix $G \times T$ with a specified ordering of its columns. But now each entry of the hidden submatrix is exempted from respecting the ordering with probability $\alpha$ and, in each row, only the entries that have not been exempted are permuted according to the prescribed ordering.

For this relaxed model we have specified an algorithm for finding the hidden submatrix. The algorithm uses the approach we took in the OPSM problem, successively evaluating partial models of order $(1,1),(2,1),(2,2), \cdots \cdot$ The only difference is in computing the conditional probability that $X_{i}=1$, given

| $p \mid s$ | 3 | 4 | 5 | 7 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.025 | 0.0 | 0.01 | 0.21 | 0.72 | 0.92 |
| 0.05 | 0.17 | 0.7 | 0.94 | 1.0 | 1.0 |
| 0.075 | 0.69 | 0.98 | 1.0 | 1.0 | 1.0 |
| 0.1 | 0.92 | 1.0 | 1.0 | 1.0 | 1.0 |

Table 2: Probabilities of identifying the planted tissues (in the correct order). For all experiments $n=1000, m=50$. Probabilities are based on 100 simulations per entry. Pool size (number of partial models maintained) equals $\ell=100$.

| $p$ \ $s$ | 3 | 4 | 5 | 7 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.025 | 0.0 | 0.06 | 0.57 | 0.28 | 0.08 |
| 0.05 | 0.0 | 0.18 | 0.06 | 0.0 | 0.0 |
| 0.075 | 0.0 | 0.02 | 0.0 | 0.0 | 0.0 |
| 0.1 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

Table 3: Failure probabilities: Identifying a submatrix less significant than the planted one. All parameters identical to previous table.
the data $D_{\theta}(i)$.
Another interesting relaxation is to require that, in each row in the submatrix $\mathrm{G} \times T$, the ordering of the ranks is compatible with a given partial ordering of the columns. Of particular interest are layeredpartial orderings, in which $T$ is partitioned into subsets $T_{1}, T_{2}, \cdots, T_{r}$ and, for $i=1,2, \cdots, r-1$, every element of $T_{i}$ precedes every element of $T_{i+1}$. Each of the sets $T$, can be interpreted as a set of tissues representing a stage in a cellular process or in the progression of a disease. The approach of sifting through partial models of increasing specificity can also be applied to this variation of the model.

We expect that algorithms for these variations and extensions will perform well on artificial data, but the ultimate test will be their usefulness in uncovering hidden local structure in microarray data and finding functional, clinical or biochemical interpretations of that structure.
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## Appendix I: Uniqueness of Solution

We show that the equation

$$
G_{\theta, D}(p) \triangleq \sum_{i=1}^{n} \frac{A_{i}}{A_{i} p+B(1-p)=}=n
$$

has at most a single solution $p$. Each summand of $G_{\theta, D}(\mathrm{p})$ has the form $\frac{A_{-}}{A_{i} p+B(1-p)}$. Since $A_{i}$ is non-negative and $B$ is positive $\frac{A_{i}}{A p+B(1-p)}$ is a convex cup function of $p$ in the range $0 \leq p \leq 1$. Therefore $G_{\theta, D}(p)$ is also a convex cup function ofp. If $\bar{G}_{\theta, D}(\mathrm{p})$ is either monotonically increasing or decreasing, then the uniqueness claim is obvious. Otherwise, there could be at most two solutions to the equation, and $G_{\theta, D}(p)$ attains a minimum at a point $p_{\min }$ satisfying $0<p_{\min }<1$. As a convex cup function in the range $0 \leq p \leq 1$, the function $G_{\theta, D}(p)$ attains its maximum value(s) at either ends of the interval, namely either at $p=0$ or at $p=1$. At $p=1$ the term $\frac{A_{i}}{A_{i} p+B(1-p)}$-attains the value 1 for every summand with $A_{i}>0$, thus $G_{\theta, D}(1)$ equals the number of terms with $A_{i}>$ 0 . The total number of terms is $n$, and therefore $G_{\theta, D}(1) \leq n$. Equality is attained only if no term $A_{i}$ vanishes. Recalling the definition $\left(A_{i}=\operatorname{Prob}\left[X_{i}=1 \mid D_{\theta}(i)\right]\right)$, it is extremely unlikely that all $A_{i}$ will be non-zero. (Even for $a=b=1$, the probability that $n-k$ random rows will all have $g \geq 1$ is $2^{-(n-k)} \ll 1$.) Therefore $G_{\theta, D}(1)<n$ almost surely. This means that $G_{\theta, D}(p)=\boldsymbol{n}$ can have at most one solution $p_{\theta}$, satisfying $0 \leq p_{\theta}<p_{\min }$. Furthermore, the equation has a solution if and only if $G_{\theta, D}(0)=\sum_{i=1}^{n} \frac{A_{i}}{B} \geq n$


Figure 1: An order preserving submatrix identified in the breast cancer data, consisting of $\mathbf{3 4 7}$ genes and 4 tissues
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