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1. INTRODUCTION 
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A bottle of tezgüno is on the table. 

Everyone likes tezgüno. 

Tezgüno makes you drunk. 

We make tezgüno out of corn. 
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winesuit

wine: beer, white wine, red wine, Chardonnay, 

champagne, fruit, food, coffee, juice, 

Cabernet, cognac, vinegar, Pinot noir, 

milk, vodka,… 

suit: lawsuit, jacket, shirt, pant, dress, 

case, sweater, coat, trouser, claim, 

business suit, blouse, skirt, 

litigation, … 
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clothing litigation  



        



         

         



(suit 

Nq34 0.39 (blouse, slack, legging, 

sweater) 

Nq137 0.20 (lawsuit, allegation, case, 

charge) 

) 

(plant 

Nq215 0.41 (plant, factory, facility, 

refinery) 

Nq235 0.20 (shrub, ground cover, 

perennial, bulb) 

) 
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(heart 

Nq72 0.27 (kidney, bone marrow, marrow, 

liver) 

Nq866 0.17 (psyche, consciousness, soul, 

mind) 
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2. RELATED WORK 
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3. WORD SIMILARITY 
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4. ALGORITHM 
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4.1 Phase I: Find top-similar elements 
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4.2 Phase II: Find committees 
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4.3 Phase III: Assign elements to clusters 
e



let C be a list of clusters initially empty 

let S be the top-200 similar clusters to e 

while S is not empty { 

let cS be the most similar cluster to e 
if the similarity(e, c) <  
exit the loop 

if c is not similar to any cluster in C { 

assign e to c 

remove from e its features that overlap 

with the features of c; 

} 

remove c from S 

} 
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Figure 1. Phase II of CBC. 
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4.4 Comparison with UNICON 
 



   

        



       











          

         factory

 plant      life 

    plant 

factory

plant 

facility, factory, reactor, refinery, power 

plant, site, manufacturing plant, tree, 

building, complex, landfill, dump, project, 

mill, airport, station, farm, operation, 

warehouse, company, home, center, lab, store, 

industry, park, house, business, incinerator 

   tree   factory



ground cover, perennial, shrub, bulb, annual, 

wildflower, shrubbery, fern, grass, ... 

plant

factory

    plant       factory

ground cover, 

perennial, …       plant



5. EVALUATION METHODOLOGY 
 



5.1 WordNet 
         

synset

     hyponymhypernym 
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5.2 Precision 
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ckkck

       c   

  s  c simCs c    

skc

entity

inanimate-object

natural-object

geological-formation

natural -elevation shore

hill coast
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0.000113

0.0000189

Figure 2. Example hierarchy of synsets in WordNet along 

with each synset’s probability. 
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5.3 Recall 
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5.4 F-measure 
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6. EXPERIMENTAL RESULTS 
         



6.1 Setup 
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Apply the algorithm as described in Section 2 

For each cluster c returned by the algorithm 

Create a centroid for c using all elements 

assigned to it 

Apply MK-means using the above centroids 

 MK   K    





 


       



         



6.2 Word Sense Evaluation 
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Table 1. Precision, Recall and F-measure on the data set for 

various algorithms with  = 0.18 and  = 0.25. 

ALGORITHM PRECISION (%) RECALL (%) F-MEASURE (%) 

 60.8 50.8 55.4 
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6.3 Manual Evaluation 
          



ariacapital

device

aria S1: song, ballad, folk song, tune 

capital S1: money, donation, funding, 

honorarium 

capital S2: camp, shantytown, township, slum 

device S1: camera, transmitter, sensor, 

electronic device 

device S2: equipment, test equipment, 

microcomputer, video equipment 
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7. DISCUSSION 








      

             



  





weird, stupid, silly, old, bad, simple, 

normal, wrong, wild, good, romantic, tough, 

special, small, real, smart, ... 

Table 2. Comparison of manual and automatic evaluations of 

a 1% random sample of the data set. 
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Figure 2. F-measure of several algorithms with  = 0.18 and 

varying  thresholds from Eq.7. 
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Figure 3. F-measure of several algorithms with  = 0.25 and 

varying  thresholds. 
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blue jay, expo, angel, mariner, cub, brave, 

pirate, twin, athletics, brewer 

       

        

        



public works, city planning, forestry, 

finance, tourism, agriculture, health, 

affair, social welfare, transport, labor, 

communication, environment, immigration, 

public service, transportation, urban 

planning, fishery, aviation, 

telecommunication, mental health, 

procurement, intelligence, custom, higher 

education, recreation, preservation, lottery, 

correction, scouting 

       

         



shamrock, nestle, dart, partnership, haft, 

consortium, blockbuster, whirlpool, delta, 

hallmark, rosewood, odyssey, bass, forte, 

cascade, citadel, metropolitan, hooker 

           



8. CONCLUSION 
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