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## 1. Introduction.

In the paper [5], N. Furukawa and S. Iwamoto have defined Markovian decision processes with a new broad class of reward systems, that is, recursive reward functions, and have studied the existence and properties of optimal policies. Under some conditions on the reward functions, they have proved that there exists a ( $p, \varepsilon$ )-optimal stationary policy and that in the case of a finite action space there exists an optimal stationary policy. These are some generalizations of results by D. Blackwell [3].

In this paper the author defines a dynamic programming problem with a recursive additive system which is referred to one type of Markovian decision processes with recursive reward functions defined by the previous authors [5]. This paper gives an algorithm for finding optimal stationary policies in the dynamic programming with the recursive additive system in the case of finite state and action spaces. Furthermore, we give several interesting examples with numerical computations to obtain optimal policies.

The motivation to consider the dynamic programming problem with the recursive additive system is the following: If we restrict the "reward" in narrow sense, for instance, the money in economic systems or the loss in statistical decision problems, it will be appropriate for us to accept the total sum of stage-wise rewards as a performance index. That is so-called additive reward system. But many practical problems in the field of engineerings enable us to interpret the "reward" in wider sense. In those problems we often encounter much complicated reward systems that are more than so-called additive. We have an interesting class of such complicated reward systems in which we can find a common feature named "recursive additive". By talking about various reward systems belonging to this class at the same time, we can make clear, as a dynamic programming problem, an important common property within the class, Our proofs are partially owing to Blackwell [2].

## 2. Notations and optimization problem.

A dynamic programming problem with a recursive additive system is, in general, defined by six-tuple $\{S, A, p, r, \beta, t\}$, where $S$ is a set of states labeled by the integers

[^0]$s=1,2, \cdots, N$, that is, $S=\{1,2, \cdots, N\}, A$ is a set of actions labeled by the integers $a=1,2, \cdots, K$, that is, $A=\{1,2, \cdots, K\}, p$ is a transition law $p_{i j}^{k}$, that is,
$$
\sum_{j=1}^{N} p_{i j}^{k}=1, \quad p_{i j}^{k} \geqq 0 \quad \text { for } \quad i, j \in S, k \in A,
$$
$r=\left(r_{i j}^{k} ; i, j \in S, k \in A\right)$ is a set of stage-wise rewards, $\beta=\left(\beta_{i j}^{k} ; i, j \in S, k \in A\right)$ is a generalized accumulator whose value $\beta_{i j}^{k}$ is a discount factor depending on transition ( $i, k, j$ ), and $t$ is a translator from $R^{1}$ to $R^{1}$.

Throughout this paper we call the dynamic programming problem with recursive additive system "recursive additive dynamic programming" or simply "recursive additive DP". We sometimes use the convenient notations $\beta(i, k, j), r(i, k, j)$ and $p(i, k, j)$ in stead of $\beta_{i j}^{k}, r_{i j}^{k}$ and $p_{i j}^{k}$ respectively.

When the system starts from initial state $s_{1} \in S$ at 1 -st stage and the decision maker takes an action $a_{1} \in A$ on this state $s_{1}$, the system moves to next state $s_{2} \in S$ with probability $p\left(s_{1}, a_{1}, s_{2}\right)$ at 2 -nd stage and the system yields a stage-wise reward $r\left(s_{1}, a_{1}, s_{2}\right)$ and a discount factor $\beta\left(s_{1}, a_{1}, s_{2}\right)$.

However, at the end of 1 -st stage the decision maker indeed gets the translated reward $t\left(r\left(s_{1}, a_{1}, s_{2}\right)\right)$. The system is then repeated from the new state $s_{2} \in S$ at 2-nd stage. If he chooses an action $a_{2} \in A$ on state $s_{2}$, it moves to state $s_{3}$ with probability $p\left(s_{2}, a_{2}, s_{3}\right)$ at 3 -rd stage. Then the system also yields a stage-wise reward $r\left(s_{2}, a_{2}, s_{3}\right)$ and a discount factor $\beta\left(s_{2}, a_{2}, s_{3}\right)$ at the end of 2 -nd stage, and he really receives the discounted reward $\beta\left(s_{1}, a_{1}, s_{2}\right) t\left(r\left(s_{2}, a_{2}, s_{3}\right)\right)$ of the translated one $t\left(r\left(s_{2}, a_{2}, s_{3}\right)\right)$ multiplied by a discount factor $\beta\left(s_{1}, a_{1}, s_{2}\right)$ which was swept at the end of 1 -st stage. Similarly at the end of 3 -rd stage he gets a reward $\beta\left(s_{1}, a_{1}, s_{2}\right) \beta\left(s_{2}, a_{2}, s_{3}\right) t\left(r\left(s_{3}, a_{3}, s_{4}\right)\right)$ which is discounted one of $t\left(r\left(s_{3}, a_{3}, s_{4}\right)\right)$ multiplied by $\beta\left(s_{1}, a_{1}, s_{2}\right) \beta\left(s_{2}, a_{2}, s_{3}\right)$. In general when he undergoes the history ( $s_{1}, a_{1}, s_{2}, a_{2}, \cdots, s_{n}, a_{n}, s_{n+1}$ ) of the system up to $n$-th stage, he comes to receive a reward $\beta\left(s_{1}, a_{1}, s_{2}\right) \beta\left(s_{2}, a_{2}, s_{3}\right) \cdots \beta\left(s_{n-1}, a_{n-1}, s_{n}\right) t\left(r\left(s_{n}, a_{n}, s_{n+1}\right)\right)$ at the end of $n$-th stage. Furthermore, the process goes on ( $n+1$ )-st stage, ( $n+2$ )-nd stage and so on.

Since we consider a sequential nonterminating decision process, the decision maker continues to take actions infinitely. Consequently if he undergoes the history $h=\left(s_{1}, a_{1}, s_{2}, a_{2}, \cdots\right)$, he comes to receive the total reward

$$
\begin{aligned}
V(h)= & t\left(r\left(s_{1}, a_{1}, s_{2}\right)\right)+\beta\left(s_{1}, a_{1}, s_{2}\right) t\left(r\left(s_{2}, a_{2}, s_{3}\right)\right) \\
& +\beta\left(s_{1}, a_{1}, s_{2}\right) \beta\left(s_{2}, a_{2}, s_{3}\right) t\left(r\left(s_{3}, a_{3}, s_{4}\right)\right) \\
& +\cdots+\beta\left(s_{1}, a_{1}, s_{3}\right) \beta\left(s_{2}, a_{2}, s_{3}\right) \\
& \cdots \beta\left(s_{n-1}, a_{n-1}, s_{n}\right) t\left(r\left(s_{n}, a_{n}, s_{n+1}\right)\right)+\cdots
\end{aligned}
$$

This reward system is illustrated as follows:


Fig. 1. Reward system of recursive additive DP.

tively in Fig. 1. The decision maker wishes to maximize his total expected reward over the infinite future.

We assume that he has a complete information on his history consisted of states and actions up to date and that he knows not only the stage-wise reward $r=\left(r_{i j}^{k}\right)$, its translator $t=t(\cdot)$ and the generalized accumulator $\beta=\left(\beta_{i j}^{k}\right)$ but also the recursive additivity of reward system in Fig. 1.

Let $F$ denote the (finite) set of all functions from $S$ to $A$. By a policy, we mean a sequence $\left\{f_{n}, n=1,2, \cdots\right\}$ of functions $f_{n} \in F$. We usually write a policy $\pi=$ $\left\{f_{1}, f_{2}, \cdots\right\}$. Using policy $\pi$ means that, if we find the system in state $s$ on the $n$-th day, the action chosen that day is $f_{n}(s) \in A$. A policy $\left\{g, f_{1}, f_{2}, \cdots\right\}$ is denoted by $\{g, \pi\}$. By $\left\{g^{n}, \pi\right\}$, we mean the policy $\left\{g, g, \cdots, g, f_{1}, f_{2}, \cdots\right\}$. For $\pi=\left\{f_{1}, f_{2}, \cdots\right\}$, we define ${ }^{n} \pi$ for each $n$ by ${ }^{n} \pi=\left\{f_{n+1}, f_{n+2}, \cdots\right\}$. In particular ${ }^{0} \pi=\pi$. A policy $\{f, f, \cdots\}$, denoted by $f^{(\infty)}$, is called a stationary policy.

We associate with each $f \in F$ the $N \times 1$ column vector $\bar{r}(f)$ whose $i$-th element $\bar{r}(f)(i)$ is

$$
\bar{r}(f)(i)=\sum_{j=1}^{N} p_{i j}^{f(i)} t\left(r_{i j}^{f(i)}\right) \quad i=1,2, \cdots, N
$$

and (ii) the $N \times N$ Markov matrix $\bar{P}(f)$ whose (i,j) element $\bar{P}(f)(i, j)$ is

$$
\bar{P}(f)(i, j)=p_{i j}^{f(i)} \times \beta_{i j}^{(i)} \quad i, j=1,2, \cdots, N .
$$

If the decision maker uses policy $\pi=\left\{f_{1}, f_{2}, \cdots\right\}$ and the system is initially in state $i \in S$, his total expected return from $\pi$ is the column vector

$$
V(\pi)=\sum_{n=0}^{\infty} \bar{P}_{n}(\pi) \vec{r}\left(f_{n+1}\right),
$$

where $\bar{P}_{0}(\pi)=I$, the $N \times N$ identity matrix, and for $n \geqq 1$

$$
\bar{P}_{n}(\pi)=\bar{P}\left(f_{1}\right) \bar{P}\left(f_{2}\right) \cdots \bar{P}\left(f_{n}\right) .
$$

That is, $i$-th element of $V(\pi)$ is

$$
\begin{aligned}
& V(\pi)(i)=\bar{r}\left(f_{1}\right)(i)+\sum_{j=1}^{N} p_{i j}^{f_{i}^{\prime}(i)} \beta_{i j}^{f_{1}(i)} \bar{r}\left(f_{2}\right)(j)+\sum_{j, k=1}^{N} p_{i j}^{f_{1 j}^{(2)}} p_{j k}^{f_{k}^{(j)}} \beta_{i j}^{f_{1}^{\prime(i)}} \beta_{j k}^{f_{j}^{2}(j)} \bar{r}\left(f_{3}\right)(k) \\
& +\cdots+\sum_{j, k, \cdots, h, l=1}^{N} p_{i j}^{f_{1}^{(i)}} \eta_{j k}^{f_{j}^{2}(j)} \cdots p_{h l}^{f_{n-1}(h)} \beta_{i j}^{f_{j}^{(i)}} \beta_{j k}^{f_{j}^{\prime(j)}} \cdots \beta_{h l}^{f_{n-1}(n)} \bar{r}\left(f_{n}\right)(l)+\cdots .
\end{aligned}
$$

We associate with each $f \in F$ the operator $L(f)$ which maps the $N \times 1$ column vector $u$ into $L(f) u=\bar{r}(f)+\bar{P}(f) u$. For any two column vectors $u, v$ we write $u \geqq v$ if every coordinate of $u$ is at least as large as the corresponding coordinate of $v$, and $u>v$ if $u \geqq v$ and $u \neq v$. For $N \times 1$ column vector $u=\left(u_{1}, \cdots, u_{N}\right)^{\prime}$ and $N \times N$ matrix $A=\left(a_{i j}\right)$, we use the norms $\|u\|,\|A\|$ defined by $\|u\|=\max _{1 \leq i \leq i}\left|u_{i}\right|,\|A\|=$ $\max _{1 \leq i \leq N} \sum_{j=1}^{N}\left|a_{i j}\right|$ respectively.

A policy $\pi^{*}$ is called optimal if $V\left(\pi^{*}\right) \geqq V(\pi)$ for all $\pi$.

## 3. Optimal policies.

We now set
Assumption (I). It follows that $0 \leqq \beta_{i j}^{k}<1$ for any ( $i, k, j$ ) $\in S \times A \times S$.
We remark that if Assumption (I) is satisfied, we have for any policy $\pi$ and any $i \in S$

$$
\frac{r_{*}}{1-K_{*}} \leqq V(\pi)(i) \leqq \frac{r^{*}}{1-K^{*}},
$$

where $r_{*}=\min _{i, k, j} t\left(r_{i j}^{k}\right), r^{*}=\max _{i, k, j} t\left(r_{i j}^{k}\right), K_{*}=\min _{i, k, j} \beta_{i j}^{k}$ and $K^{*}=\max _{i, k, j} \beta_{i j}^{k}$.
Hence Assumption (I) assures the finiteness of the vector $V(\pi)$ for any policy. Furthermore note that Assumption (I) implies the hypotheses in the following Lemmas 3.2 and 3.3.

Under Assumption (I) Furukawa and Iwamoto (Theorem 6.6 (ii) in [5]) have proved that there exists an optimal policy which is stationary in the finite state-and-action space dynamic programming problem with recursive additive functions.

In this section we shall give an algorithm for finding optimal policies which is stationary.

Lemma 3.1. (i) For any $f \in F$ and any policy $\pi$ we have

$$
V(f, \pi)=L(f) V(\pi) .
$$

(ii) For each $f_{n} \in F, n \geqq 1$ and any policy $\pi$ we have

$$
V\left(f_{1}, f_{2}, \cdots, f_{n}, \pi\right)=L\left(f_{1}\right) L\left(f_{2}\right) \cdots L\left(f_{n}\right) V(\pi) .
$$

Proof. The proof of this lemma is easy.
Lemma 3.2. (i) If $\beta_{i j}^{k} \geqq 0$ for each $(i, k, j) \in S \times A \times S$, then $L(f)$ is monotone, that is, $u \geqq v$ implies $L(f) u \geqq L(f) v$ for each $f \in F$.
(ii) If $\max _{(i, k, j)=S A S}\left|\beta_{i j}^{k}\right|<1$, then for each $f \in F$ the operator $L(f)$ is a contraction mapping on $R^{N}$ with contraction coefficient less than 1 , that is, there exists $C=\max _{i, k, j}\left|\beta_{i j}^{k}\right|$ such that $\|L(f) u-L(f) v\| \leqq C\|u-v\|$ for any $N \times 1$ vectors $u, v$.

Proof. The first result follows directly from the equality

$$
L(f) u-L(f) v=\bar{P}(f)(u-v) .
$$

Then, the second follows by the inequalities

$$
\begin{aligned}
& \|L(f) u-L(f) v\| \leqq\|\bar{P}(f)\| \times\|u-v\|, \\
& \|\bar{P}(f)\| \leqq \max _{(i, k, j) \in S A S}\left|\beta_{i j}^{k}\right|\|P(f)\|
\end{aligned}
$$

and

$$
\|P(f)\|=1
$$

where $\{P(f)(i, j)\}=\left\{P_{i j}^{f(i)}\right\}$ is the Markov matrix for each $f \in F$.
Lemma 3.3. Let $\max _{i, k, j}\left|\beta_{i j}^{k}\right|<1$ be satisfied. Then it follows that $\lim _{n \rightarrow \infty} L\left(f_{1}\right) L\left(f_{2}\right)$ $\cdots: L\left(f_{n}\right) w=V(\pi)$ for any policy $\pi=\left\{f_{1}, f_{2}, \cdots, f_{n}, \cdots\right\}$ and any $w \in R^{N}$.

Proof. The proof is straightforward and we omit it.
Throughout the reminder of this section, we shall discuss analogously according to Blackwell [2].

Theorem 3.1. Let Assumption (I) be satisfied. If $V\left(\pi^{*}\right) \geqq V\left(f, \pi^{*}\right)$ for any $f \in F$, then $\pi^{*}$ is optimal.

Proof. By Lemma 3.1 (i), our hypothesis is that

$$
V\left(\pi^{*}\right) \geqq L(f) V\left(\pi^{*}\right) \quad \text { for any } \quad f \in F .
$$

By Lemma 3.2 (i), we have for any policy $\pi=\left\{f_{1}, f_{2}, \cdots, f_{n}, \cdots\right\}$

$$
V\left(\pi^{*}\right) \geqq L\left(f_{1}\right) L\left(f_{2}\right) \cdots L\left(f_{n}\right) V\left(\pi^{*}\right) \quad n \geqq 1 .
$$

Consequently Lemma 3.3 , with letting $n \rightarrow \infty$, implies that

$$
V\left(\pi^{*}\right) \geqq V(\pi) .
$$

Since $\pi$ is arbitrary policy, the proof is complete.
Theorem 3.2. Let Assumption (I) be satisfied. If $V(f, \pi)>V(\pi)$, then $V\left(f^{(\infty)}\right)$ $>V(\pi)$.

Proof. By Lemma 3.1 (i), our hypothesis is that

$$
L(f) V(\pi)>V(\pi) .
$$

Since Lemma 3.2 (i) holds, that is, operator $L(f)$ is monotone, applying the monotone operator $L^{n-1}(f)$ yields

$$
L^{n}(f) V(\pi) \geqq L^{n-1}(f) V(\pi),
$$

so that

$$
V\left(f^{n}, \pi\right) \geqq V(f, \pi)>V(\pi) \quad \text { for all } \quad n \geqq 1 .
$$

Then letting $n \rightarrow \infty$, we have by virtue of Lemma 3.3

$$
V\left(f^{(\infty)}\right)>V(\pi) .
$$

Now we have our main results which are analogues of the Howard's policy improvement algorithm for the case where $\beta$ depends on ( $i, k, j) \in S \times A \times S$.

Theorem 3.3. Let Assumption (I) be satisfied. Take any $f \in F$. For each $i \in S$, denote $G(i, f)$ the set of all $k \in A$ for which

$$
\bar{r}_{i}^{k}+\sum_{j=1}^{N} p_{i j}^{k} \beta_{i j}^{k} V\left(f^{(\infty)}\right)(j)>V\left(f^{(\infty)}\right)(i)
$$

where $\bar{r}_{i}^{k}=\sum_{j=1}^{N} p_{i j}^{k} t\left(r_{i j}^{k}\right)$. If $G(i, f)$ is empty for all $i \in S$, then $f^{(\infty)}$ is optimal. For any $g \in F$ such that
(a) $g(i) \in G(i, f)$ for some $i$ and
(b) $g(i)=f(i)$ whenever $g(i) \oplus G(i, f)$, we have $V\left(g^{(\infty)}\right)>V\left(f^{(\infty)}\right)$.

Proof. It follows that

$$
V\left(g, f^{(\infty)}\right)(i)=\bar{r}(g)(i)+\bar{P}(g) V\left(f^{(\infty)}\right)(i) .
$$

Furthermore, $V\left(g, f^{(\infty)}\right)(i)>V\left(f^{(\infty)}\right)(i)$ if and only if $g(i) \in G(i, f)$, and $V\left(g, f^{(\infty)}\right)(i)=$ $V\left(f^{(\infty)}\right)(i)$ if $g(i)=f(i)$. Thus if $G(i, f)$ is empty for all $i \in S, V\left(f^{(\infty)}\right) \geqq V\left(g, f^{(\infty)}\right)$ for all $g$ so that, from Theorem 3.1, $f^{(\infty)}$ is optimal. On the other hand, for any $g$ satisfying (a) and (b), we have

$$
V\left(g, f^{(\infty)}\right)>V\left(f^{(\infty)}\right),
$$

so that, from Theorem 3.2, $V\left(g^{(\infty)}\right)>V\left(f^{(\infty)}\right)$.
Corollary 1. Under Assumption ( $I$ ), there is an optimal policy which is stationary.
Proof. According to Theorem 3.3, if we take any stationary policy $f^{(\infty)}$, either it is optimal, that is, $G(i, f)$ is empty for all $i \in S$, or it has a stationary improvement $g^{(\infty)}$, that is, $G(i, f)$ is nonempty for some $i \in S$. Since $F$ is finite, there is one which has no stationary improvement with finite interations, so that it must be optimal.

Corollary 2. Let Assumption (I) be satisfied. Take any $f_{1} \in F$. Then solve the linear equation

$$
v_{i}=\bar{r}\left(f_{1}\right)(i)+\sum_{j=1}^{N} \bar{P}\left(f_{1}\right)(i, j) v_{j} \quad j=1,2, \cdots, N
$$

for $v_{i}(i \in S)$. Using these values $v_{i}(i \in S)$, find the element of $G\left(i, f_{1}\right)$ for each $i \in S$. If $G\left(i, f_{1}\right)$ is empty for all $i \in S, f_{1}^{(\infty)}$ is optimal, and $V\left(f_{1}^{(\infty)}\right)(i)=v_{i}$ for all $i \in S$. If at least $f_{2}(i) \in G\left(i, f_{1}\right)$ for some $i \in S$, we obtain an improved policy $f_{2}^{(\infty)}$ such that $f_{2}(i) \in G\left(i, f_{1}\right)$ for some $i$ and $f_{2}(i)=f_{1}(i)$ for $G\left(i, f_{1}\right)$ empty. We then return to solving the linear equation for $f_{2}$. And again we find the element of $G\left(i, f_{2}\right)$ for each $i \in S$. If we repeat this procedure, then for some $n$ we have

$$
f_{n}(i)=f_{n+1}(i) \quad \text { for all } \quad i \in S
$$

and then $f_{n}^{(\infty)}$ is an optimal policy which is stationary.
Proof. The proof follows directly from Theorem 3.3 and Corollary 1. Note that, as an example, we can take an initial $f_{1} \in F$ such that $\bar{r}\left(f_{1}\right)(i)=\max _{1 \leq k \leq N} \sum_{j=1}^{N} p_{i j}^{k} t\left(r_{i j}^{k}\right)$.

## 4. Application to some additive systems.

We now illustrate some interesting examples with numerical computation which follow from the discussion in Section 3.

Example 1. (General Additive System)
We say that a dynamic programming problem $\{S, A, p, r, \beta\}$ has a general additive system if $t(r)=r$ for any $r \in R^{1}$ in the recursive additive $\operatorname{DP}\{S, A, p, r, \beta, t\}$ discussed at Section 2. We call this dynamic programming " general additive DP". In this case we have an optimization problem where our aim is to maximize the expected reward of the function

$$
V(h)=r_{1}+\beta_{1} r_{1}+\beta_{1} \beta_{2} r_{3}+\cdots+\beta_{1} \beta_{2} \cdots \beta_{n-1} r_{n}+\cdots
$$

over the infinite future and to find the optimal policy among the all ones, where $h=\left(s_{1}, a_{1}, s_{2}, a_{2}, \cdots\right), \quad r_{k}=r_{s_{k} s_{k+1}}^{a_{k}}=r\left(s_{k}, a_{k}, s_{k+1}\right), \quad \beta_{k}=\beta_{s_{k} s_{k+1}}^{a_{k}}=\beta\left(s_{k}, a_{k}, s_{k+1}\right), s_{k} \in S$ and $a_{k} \in A$ for $k \geqq 1$.

In many financial decision problems, the discount factor $\beta_{i j}^{k}$ may depend on selected action $k \in A$. Then we have $K$ different discount factors $\beta_{1}, \beta_{2}, \cdots, \beta_{K}$. These problems can be formulated into the general additive DP.

In particular, if $0 \leqq \beta_{i j}^{k} \equiv \beta<1$, then we have a dynamic programming problem $\{S, A, p, r, \beta\}$ whose objective function is

$$
V(h)=r_{1}+\beta r_{2}+\beta^{2} r_{3}+\cdots+\beta^{n-1} r_{n}+\cdots .
$$

We call this dynamic programming "discounted DP". Furthermore, we can make the modified discounted DP's by assigning the translator $t(\cdot)$ the specified function such as $t(r)=(1-r) e^{r}$ or $t(r)=\log r$.

We have a following data from the Taxicab Problem due to Howard [6].

Table 4.1.1.
Data for general additive DP.

| state | action | transition probability | stage-wise reward |  |  | generalized accumulator |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $k$ | $p_{i 1}^{k} \quad p_{i 2}^{k} \quad p_{i 3}^{k}$ | $r_{i 1}^{k}$ | $r_{i 2}^{k}$ |  | $\beta_{i 1}^{k}$ | $\beta_{i 2}^{k}$ | $\beta_{i 3}{ }^{k}$ |
| 1 | 1 | $\frac{1}{2} \quad \frac{1}{4} \quad \frac{1}{4}$ | 10 | 4 | 8 | $\frac{95}{100}$ | $\frac{98}{100}$ | $\frac{98}{100}$ |
|  | 2 | $\frac{1}{16} \quad \frac{3}{4} \quad \frac{3}{16}$ | 8 | 2 | 4 | $\frac{90}{100}$ | $\frac{90}{100}$ | $\frac{93}{100}$ |
|  | 3 | $\frac{1}{4} \quad \frac{1}{8} \quad \frac{5}{8}$ | 4 | 6 | 4 | $\frac{98}{100}$ | $\frac{96}{100}$ | $\frac{98}{100}$ |
| 2 | 1 | $\frac{1}{2} \quad 0 \quad \frac{1}{2}$ | 14 | 0 | 18 | $\frac{85}{100}$ | $\frac{90}{100}$ | $\frac{95}{100}$ |
| 3 | 2 | $\frac{1}{16} \quad \frac{7}{8} \quad \frac{1}{16}$ | 6 | 16 | 8 | $\frac{80}{100}$ | $\frac{80}{100}$ | $\frac{95}{100}$ |
|  | 3 | $\frac{1}{3} \quad \frac{1}{3} \quad \frac{1}{3}$ | -5 | -5 | -5 | $\frac{95}{100}$ | $\frac{95}{100}$ | $\frac{95}{100}$ |
|  | 1 | $\frac{1}{4} \quad \frac{1}{4} \quad \frac{1}{2}$ | 10 | 2 | 8 | $\frac{75}{100}$ | $\frac{90}{100}$ | $\frac{95}{100}$ |
|  | 2 | $\frac{1}{8} \quad \frac{3}{4} \quad \frac{1}{8}$ |  | 4 | 2 | $\frac{95}{100}$ | $\frac{70}{100}$ | $\frac{80}{100}$ |
|  | 3 | $\frac{3}{4} \quad \frac{1}{16} \quad \frac{3}{16}$ |  | 0 | 8 | $\frac{95}{100}$ | $\frac{95}{100}$ | $\frac{95}{100}$ |

Then the policy iteration algorithm (abbreviated, hereafter by PIA) described below gives an optimal stationary policy

$$
f=\left(\begin{array}{l}
1 \\
1 \\
3
\end{array}\right)
$$

Table 4.1.2.
Solution by the PIA for general additive DP.


VDO $\nearrow$ is the value determination operation.
PIR $\searrow$ is the policy improvement routine.

However the PIA for discounted DP with same transition probability and same stage-wise reward as general additive DP yields an optimal stationary policy

$$
g=\left(\begin{array}{l}
2 \\
2 \\
2
\end{array}\right)
$$

Table 4.1.3.
Solution by the PIA for discounted DP with $\beta_{i j}^{k} \equiv 0.90$.


## Example 2. (Multiplicative Additive System)

We say that a dynamic programming $\{S, A, p, r\}$ has a multiplicative additive system if $\beta_{i j}^{k}=r_{i j}^{k}$ for any $(i, k, j) \in S A S$ and $t(r)=r$ in the recursive additive $\mathrm{DP}\{S, A, p, r, \beta, t\}$. We call this dynamic programming " multiplicative additive DP". Then, the reward system is given as follows:


Fig. 2. Reward system of multiplicative additive DP.

This case leads us to maximization the expected value of the function

$$
V(h)=r_{1}+r_{1} r_{2}+r_{1} r_{2} r_{3}+\cdots+r_{1} r_{2} \cdots r_{n-1} r_{n}+\cdots,
$$

where $r_{k}$ and $h$ have the same meanings as Example 1. Then, Assumption (I) means $0 \leqq r_{i j}^{k}<1$ for any ( $i, k, j$ ) $\in S A S$.

The stage-wise reward $r_{i j}^{k}$ in the following data satisfies Assumption (I).

Table 4.2.1.
Data for multiplicative additive DP.


The calculations by PIA are shown in the following:
Table 4.2.2.
Solution by the PIA for multiplicative additive DP.


Then we get an optimal stationary policy

$$
f=\left(\begin{array}{l}
1 \\
2 \\
1
\end{array}\right)
$$

for this multiplicative additive DP. But the optimal one for discounted DP with $\beta=0.95$ is

$$
g=\left(\begin{array}{l}
2 \\
2 \\
2
\end{array}\right)
$$

Table 4.2.3.
Solution by the PIA for discounted DP with $\beta_{i j}^{k} \equiv 0.95$.


## Example 3. (Divided Additive System)

We say that a dynamic programming $\{S, A, p, r\}$ has a divided additive system if $\beta_{i j}^{k}=1 / r_{i j}^{k}$ for any $(i, k, j) \in S A S$ and $t(r)=r$ in the recursive additive $\operatorname{DP}\{S, A, p$, $r, \beta, t\}$. We call this dynamic programming " divided additive DP". Then, we have the following reward system:


Fig. 3. Reward system of divided additive DP.

Here (D) means


We have an optimization problem whose objective function is the expected return of the function

$$
V(h)=r_{1}+\frac{r_{2}}{r_{1}}+\frac{r_{3}}{r_{1} r_{2}}+\cdots+\frac{r_{n}}{r_{1} r_{2} \cdots r_{n-1}}+\cdots,
$$

where $h=\left(s_{1}, a_{1}, s_{2}, a_{2}, \cdots\right), r_{k}=r_{s_{k} z_{k+1}}^{a_{k}}$ for $k \geqq 1$.

A dynamic programming problem $\{S, A, p, r, t\}$ is called "modified divided additive DP" if $\beta_{i j}^{k}=1 / r_{i j}^{k}$ for ( $i, k, j$ ) $\in S A S$ in recursive additive $\operatorname{DP}\{S, A, p, r, \beta, t\}$. Then in the modified divided additive DP

$$
V(h)=r_{1}+\frac{t\left(r_{2}\right)}{r_{1}}+\frac{t\left(r_{3}\right)}{r_{1} r_{2}}+\cdots+\frac{t\left(r_{n}\right)}{r_{1} r_{2} \cdots r_{n-1}}+\cdots .
$$

We can see, in Bellman's book ([1], Chap. I), an example of modified additive DP, which is restricted to the finite horizon and deterministic case.

If $r_{i j}^{k}>1$ for any ( $\left.i, k, j\right) \in S A S$, then Assumption (I) is statisfied. The stagewise rewards in the following satisfy Assumption (I).

TABLE 4.3.1.
Data for divided additive DP.


The calculation by PIA for this divided additive DP is given as follows:
TABLE 4.3.2.
Solution by the PIA for divided additive DP.


We have an optimal stationary policy

$$
f=\left(\begin{array}{l}
2 \\
3 \\
2
\end{array}\right)
$$

On the other hand, if transition probability $p_{i j}^{k}$ and state-wise reward $r_{i j}^{k}$ are the same as ones for this divided additive DP respectively, the optimal stationary policy for discounted DP with discount factor $\beta=0.95$ is

$$
g=\left(\begin{array}{l}
2 \\
2 \\
2
\end{array}\right)
$$

Following table shows this calculation:
Table 4.3.3.
Solution by the PIA for discounted DP with $\beta_{i j}^{k} \equiv 0.95$.


## Example 4. (Exponential Additive System)

We say that a dynamic programming $\{S, A, p, r\}$ has an exponential additive system if $\beta_{i j}^{k}=e^{r_{i j}^{k}}$ for any $(i, k, j) \in S A S$ and $t(r)=r$ in the recursive additive $\mathrm{DP}\{S, A, p$, $r, \beta, t\}$. We call this dynamic programming "exponential additive DP". The reward system of the exponential additive DP is just describled by Fig. 3 except for (D) by
replacing (D) by (©). Here (©) means $e^{u} \cdot v \longrightarrow$ (©). In this case, we have


$$
V(h)=r_{1}+e^{r_{1}} \cdot r_{2}+e^{r_{1}+r_{2}} \cdot r_{3}+\cdots+e^{r_{1}+r_{2} \cdot r_{n-1}} \cdot r_{n}+\cdots,
$$

where $h=\left(s_{1}, a_{1}, s_{2}, a_{2}, \cdots\right), r_{k}=r_{s_{k} s_{k+1}}^{a_{k}}$ for $k \geqq 1$. Moreover, if $t(r)=(1-r) e^{r}, \beta_{i j}^{k}=e^{r_{i j}^{k}}$ for any $(i, k, j) \in S A S$ in recursive additive DP, we have another objective function

$$
\begin{array}{r}
V^{\prime}(h)=\left(1-r_{1}\right) e^{r_{1}}+\left(1-r_{2}\right) e^{r_{1}+r_{2}}+\left(1-r_{3}\right) e^{r_{1}+r_{2}+r_{3}} \\
+\cdots+\left(1-r_{n}\right) e^{r_{1}+r_{2}+\cdots+r_{n}}+\cdots .
\end{array}
$$

We call this dynamic programming $\{S, A, p, r\}^{\prime}$ " modified exponential additive DP". In these exponential additive DP's, Assumption (I) means $r_{i j}^{k}<0$ for any $(i, k, j) \in S A S$.

We can find an example of modified exponential additive DP in Bellman's book ([1], Chap. III). The stage-wide rewards illustrated in the following table satisfy Assumption (I).

Table 4.4.1.
Data for exponential additive DP.


The optimal policy for the exponential additive DP which is stationary is given as follows:

Table 4.4.2.
Solution by the PIA for exponential additive DP.


Moreover, we obtain following tables:

Table 4.4.3.
Solution by the PIA for discounted DP with $\beta_{i j}^{k} \equiv 0.95$.

| $v_{1}$ |  | -2.1503 |  |
| :---: | :---: | :---: | :---: |
| $v_{2} \quad-2.0935$ |  |  |  |
| $v_{3} \quad-2.2093$ |  |  |  |
|  | 2 |  |  |
| $g$ | 3 |  | STOP |
|  | 2 |  |  |

Table 4.4.4.
Solution by the PIA for modified exponential additive DP with $t(r)=(1-r) e^{r}$


Of course the transition probability $p_{i j}^{k}$ and stage-wise reward $r_{i j}^{k}$ are common in these three DP's.

Note that each optimal policy is common one;

$$
f=g=h=\left(\begin{array}{l}
2 \\
3 \\
2
\end{array}\right]
$$

and that policy iteration algorithm converges at first cycle respectively.

## Example 5. (Logarithmic Additive System)

We say that a dynamic programming $\{S, A, p, r\}$ has a logarithmic additive system if $\beta_{i j}^{k}=\log r_{i j}^{k}$ for any $(i, k, j) \in S A S$ and $t(r)=r$ in the recursive additive $\mathrm{DP}\{S, A$, $p, r, \beta, t\}$. We call this dynamic programming "logarithmic additive DP". The reward system of logarithmic additive DP is just described by Fig. 3 except for replacing
(D) by (D). Here, (1) means $(\log u) v \longrightarrow$ (1). Then, we have
$(\log u)(\log v) w$

$$
\begin{aligned}
& V(h)=r_{1}+\left(\log r_{1}\right) r_{2}+\left(\log r_{1}\right)\left(\log r_{2}\right) r_{3} \\
& +\cdots+\left(\log r_{1}\right)\left(\log r_{2}\right) \cdots\left(\log r_{n-1}\right) r_{n}+\cdots,
\end{aligned}
$$

where $h=\left(s_{1}, a_{1}, s_{2}, a_{2}, \cdots\right), r_{k}=r_{s_{k} k_{k+1}}^{a_{k}}$ for $k \geqq 1$. Moreover, if $t(r)=\log r, \beta_{i j}^{k}=\log r_{i j}^{k}$ for any ( $i, k, j$ ) $\in S A S$ in recursive additive DP, we have another logarithmic additive

DP where objective function is the expected return of the function

$$
\begin{aligned}
V^{\prime}(h)=\log r_{1} & +\left(\log r_{1}\right)\left(\log r_{2}\right)+\left(\log r_{1}\right)\left(\log r_{2}\right)\left(\log r_{3}\right) \\
+ & +\left(\log r_{1}\right)\left(\log r_{2}\right) \cdots\left(\log r_{n}\right)+\cdots
\end{aligned}
$$

We call this dynamic programming " modified logarithmic additive DP". If $1 \leqq r_{i j}^{k}<e$ for any ( $i, k, j$ ) $\in S A S$, then Assumption (I) is satisfied for these logarithmic additive DP's. The following data satisfies Assumption (I).

Table 4.5.1.
Data for logarithmic additive DP.

| state <br> $i$ | action <br> k | transition probability |  |  |  | stage-wise reward |  |  | generalized accumulator |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $p_{i 1}^{k}$ | $p_{i 2}^{k}$ | $p_{i 3}{ }^{k}$ | $r_{i 1}^{k}$ | $r_{i 2}^{k}$ | $r_{i 3}^{k}$ | $\beta_{i 1}^{k}$ | $\beta_{i 2}{ }^{\text {b }}$ | $\beta_{i 3}{ }^{k}$ |
| 1 | 1 |  | 1 | $\frac{1}{4}$ | $\frac{1}{4}$ | 2.3 | 2.7 | 2.4 | $\begin{aligned} & \beta_{i j}^{k}=\log r_{i j}^{k} \\ & \quad \text { for }(i, k, j) \end{aligned}$ |  |  |
|  | 2 |  |  | $\frac{3}{4}$ | $\frac{3}{16}$ | 2.7 | 2. 3 | 2. 6 |  |  |  |
|  | 3 |  |  | $\frac{1}{8}$ | $\frac{5}{8}$ | 2.5 | 2.4 | 2.6 |  |  |  |
| 2 | 1 |  |  | 0 | $\frac{1}{2}$ | 2.7 | 2.3 | 2. 4 |  |  |  |
|  | 2 |  |  | $\frac{7}{8}$ | $\frac{1}{16}$ | 2.6 | 2. 4 | 2.7 |  |  |  |
|  | 3 |  | $\frac{1}{3}$ | $\frac{1}{3}$ | $\frac{1}{3}$ | 2. 4 | 2.1 | 2. 5 |  |  |  |
| 3 | 1 |  | $\frac{1}{4}$ | $\frac{1}{4}$ | $\frac{1}{2}$ | 2.6 | 2.5 | 2.7 |  |  |  |
|  | 2 |  | $\frac{1}{8}$ | $\frac{3}{4}$ | $\frac{1}{8}$ | 2.7 | 2.6 | 2. 4 |  |  |  |
|  | 3 |  | $\frac{3}{4}$ | $\frac{1}{16}$ | $\frac{3}{16}$ |  |  | 2.5 |  |  |  |

The PIA yields optimal policies associated with logarithmic additive DP, discounted DP with $\beta_{i j}^{k} \equiv \beta=0.95$ and discounted DP with $t(r)=\log r, \beta_{i j}^{k} \equiv 0.95$ respectively.

TABLE 4.5.2.
Solution by the PIA for logarithmic additive DP.


Table 4.5.3.
Solution by the PIA for discounted DP with $\beta_{i j}^{k} \equiv 0.95$.

| $v_{1}$ |  | 51. 7705 |  |
| :---: | :---: | :---: | :---: |
| $v_{2}$ |  | 51. 7635 |  |
| $v_{3}$ |  | 51. 8369 |  |
|  | 3 |  |  |
| $g$ | 1 |  | STOP |
|  | 1 |  |  |

Table 4.5.4.
Solution by the PIA for modified discounted DP with $\beta_{i j}^{k}=0.95, t(r)=\log r$

| $v_{1}$ |  | 19. 0064 |  |
| :---: | :---: | :---: | :---: |
| $v_{2}$ |  | 19.0025 |  |
| $v_{3}$ |  | 19.0318 |  |
|  | 3 |  | 3 |
| $h$ | 1 |  | 1 |
|  | 1 |  | 1 |

In these three DPs we have a common optimal stationary policy

$$
f=g=h=\left(\begin{array}{l}
3 \\
1 \\
1
\end{array}\right)
$$

Throughout above five examples, we have a remark that the ranges of the value $r_{i j}^{k}$ for $(i, k, j) \in S A S$ are $(-\infty, 0),[0,1),(1, \infty),[1, e)$ corresponding to exponential additive, multiplicative additive, divided additive and logarithmic additive DPs respectively. By virtue of these examples, it is natural that we call $\beta=\left(\beta_{i j}^{k}\right)$ a generalized accumulator.

## 5. Additional comments.

In this section we will show that the recursive additive DP satisfying Assumption (I) can be reduced to a DP with an absorved state. We will give some comments on recursive additive DP.

Let $\{S, A, p, r, \beta, t\}$ be a recursive additive DP satisfying Assumption (I). Let $0 \oplus S$ be a fictitious state and $K_{0}=\{1\}$. That is, the set of available actions at state 0 consists of a single action 1 . We define $\bar{S}, \bar{A}, \bar{p}$ and $\bar{r}$ as follows:

$$
\begin{aligned}
& \bar{S}=S \cup\{0\}, \\
& \bar{A}=\{K_{0}, \underbrace{A, A, \cdots, A\},}_{N \text { factors }} \\
& \bar{p}_{i j}^{k}= \begin{cases}\bar{p}_{00}^{1}=1, \\
\bar{p}_{00}^{k}=1-\sum_{j \in S} \beta_{i j}^{k} p_{i j}^{k} & \text { for }(i, k) \in S \times A, \\
\bar{p}_{i j}^{k}=\beta_{i j}^{k} p_{i j}^{k} & \text { for }(i, k, j) \in S \times A \times S,\end{cases}
\end{aligned}
$$

$$
r_{i}^{k}= \begin{cases}0 & \text { for }(i, k)=(0,1) \\ \sum_{j=S} p_{i j}^{k} t\left(r_{i j}^{k}\right) & \text { for }(i, k) \in S \times A\end{cases}
$$

Then in a new-defined $\operatorname{DP}\{\bar{S}, \bar{A}, \bar{p}, \bar{r}\}$ the stage-wise reward $\bar{r}=\left(\bar{r}_{i}^{k}\right)$ does not depend on next state $j \in S$ but the set of available actions depends on current state $i \in S$.

Lemma 4.1. Let $\{S, A, p, r, \beta, t\}$ be a recursive additive $D P$ satisfying Assumption (I). Then, $\{\bar{S}, \bar{A}, \bar{p}, \bar{r}\}$ is a DP with an absorved state 0 . Furthermore any policy $\pi$ in recursive additive $D P\{S, A, p, r, \beta, t\}$ can be extended to the policy $\bar{\pi}$ in reduced $D P\{\bar{S}, \bar{A}, \bar{p}, \bar{r}\}$ such that

$$
V(\pi)(i)=\bar{V}(\bar{\pi})(i) \quad \text { on } \quad S, \quad \bar{V}(\bar{\pi})(0)=0
$$

Conversely, any policy $\bar{\pi}$ in reduced $D P\{\bar{S}, \bar{A}, \bar{p}, \bar{r}\}$ can be regarded as a policy $\pi$ in recursive additive $D P\{S, A, p, r, \beta, t\}$ such that

$$
\bar{V}(\bar{\pi})(i)=V(\pi)(i) \quad \text { on } \quad S
$$

In this case $\bar{V}(\bar{\pi})(0)=0$ is trivial consequence.
Proof. Let $P$ be $N \times N$ stochastic matrix and $\bar{P}=\left[\begin{array}{cc}1 & 0 \\ x & P\end{array}\right]$ be $(N+1) \times(N+1)$ matrix. Then we have $\bar{P}^{n}=\left[\begin{array}{cc}1 & 0 \\ x_{n} & P^{n}\end{array}\right]$ for each $n \geqq 1$. The proof is an immediate consequence of this result. The details are ommitted.

It should be noted that the generalized accumulator $\beta=\left(\beta_{i j}^{k}\right)$ in recursive additive DP is embedded into the transition law $\bar{p}=\left(\bar{p}_{i j}^{k}\right)$ of reduced DP. Hence it is rather difficult to get five examples in Section 4 from the reduced one.

There is a kind of sensitivity analysis as follows: Is there any relation between general additive $\operatorname{DP}\{S, A, p, r, \beta\}$ and recursive additive $\operatorname{DP}\{S, A, p, r, \beta, t\}$ ? In other words, what is a sufficient condition on $t=t(\cdot)$ for optimal policy in the former to remain optimal in the latter? The analysis of this sensitivity will require a detail analysis of Howard's policy iteration algorithm.
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