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Abstract. In this paper, we analyze the connections between the different qualitative properties
of numerical solutions of linear parabolic problems with Dirichlet-type boundary condition. First we
formulate the qualitative properties for the differential equations and shad light on their relations.
Then we show how the well-known discretization schemes can be written in the form of a one-step
iterative process. We give necessary and sufficient conditions of the main qualitative properties of
these iterations. We apply the results to the finite difference and Galerkin finite element solutions of
linear parabolic problems. In our main result we show that the nonnegativity preservation property
is equivalent to the maximum-minimum principle and they imply the maximum norm contractivity.
In one, two and three dimensions, we list sufficient a priori conditions that ensure the required
qualitative properties. Finally, we demonstrate the above results on numerical examples.
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1. Introduction. Let us consider the partial differential equation Lv = f , where
L denotes some linear partial differential operator, f is a given function, and v is the
unknown function to be determined. A function g is also given, which prescribes the
values of v on certain parts of the boundary of the solution domain.

Several problems for partial differential equations possess some characteristic
qualitative properties, which are typical of the phenomenon the partial differential
equation describes. The most important three of them are the maximum-minimum
principle (MP), the nonnegativity preservation (NP) and the maximum norm con-
tractivity (MNC). The MP states that the solution of a differential equation can be
estimated from above and below by means of the given functions f and g. For ex-
ample, when f = 0, the solution takes its extremal values on the boundary of the
solution domain as well. The NP property means that the nonnegativity of f and g
implies the nonnegativity of the solution v. The MNC property, which makes sense
for time-dependent problems only, says that for arbitrary two initial functions the
maximum norm of the difference of the solutions at every time level is not greater
than the maximum norm of the difference of the initial functions.

In most cases, a partial differential equation cannot be solved in a useful form. In
some particular cases, the solution can be written in the form of an infinite Fourier
series but this is also useless from the practical point of view. Thus, the use of
numerical methods is a necessary step to obtain an approximate solution. It is a
natural requirement of an adequate numerical method that it has to possess the
discrete equivalents of the qualitative properties the continuous problem satisfies.

The discrete version of the maximum-minimum principle is the so-called discrete
maximum-minimum principle (DMP). The topic of validity of various DMPs arose
already 30 years ago and was first investigated for elliptic problems (see e.g. [4, 5,
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Erzsébet u. 9, H-9400, Sopron, Hungary (rhorvath@ktk.nyme.hu). The author was supported by the
National Scientific Research Found (OTKA) N. T043765 and K61800.

1
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18, 23]). The DMP was generally guaranteed by some geometrical conditions for the
meshes. The DMP for parabolic problems was discussed in [8, 10, 11, 20]. In [11],
based on the acuteness of the tetrahedral meshes, a sufficient condition of the DMP
was obtained for the Galerkin finite element solution of certain parabolic problems.
In paper [8], a necessary and sufficient condition of the DMP was derived for Galerkin
finite element methods and sufficient conditions were given for hybrid meshes. About
the DMP, a comprehensive survey can be found in papers [2] and [3]; [17] investigates
nonlinear problems.

The conditions of the discrete nonnegativity preservation (DNP) was discussed in
[7, 12] for linear finite elements in one, two and three dimensions, and in [6] in one
dimension with the combination of the finite difference and finite element methods.
The DNP is investigated for nonlinear problems in [24].

The discrete maximum norm contractivity (DMNC) was analyzed for one-dimen-
sional parabolic problems in [13, 19]. In both references the necessary and sufficient
conditions were given. In the first one, the dependence on the spatial discretization
was also discussed.

For one-dimensional problems, we can deduce some other remarkable qualitative
properties such as the preservation of the shape and the monotonicity of the initial
function, and the sign-stability (see e.g. [9, 14, 15, 16, 22]).

Albeit some sufficient conditions (and in certain cases the necessary ones as well)
are known for the above listed three main qualitative properties, the relations and the
implications between them have not been revealed yet. The main goal of this paper is
to establish the connections between the maximum-minimum principle, the nonneg-
ativity preservation and the maximum norm contractivity both for linear parabolic
problems and their numerical solutions. In this paper, we will show the implications

(D)NP ⇐⇒ (D)MP =⇒ (D)MNC,

that is the maximum-minimum principle is equivalent to the nonnegativity preserva-
tion property and both imply the maximum norm contractivity. We give necessary
and sufficient conditions for the adequate (qualitatively correct) discrete models. Fur-
thermore, we also give some useful sufficient conditions.

The paper is organized as follows. In §2, we discuss the qualitative properties of
continuous problems. In §3, we give the linear algebraic form of the finite difference
and finite element discretization of the investigated problem. We prove the existence
and the uniqueness of the numerical solution. In §4, we construct a one-step iterative
process, we define its qualitative properties and we formulate necessary and sufficient
conditions of their preservation. In §5, we apply the results of §4 to the discretizations
given in §3. In §6, some sufficient conditions are listed in order to guarantee the
numerical qualitative properties a priori. In the last section, we demonstrate our
results on numerical examples.

For simplicity, we denote zero matrices and zero vectors by the symbol 0, whose
size is always chosen according to the context. The ordering relation for vectors and
matrices is always meant elementwise.

2. Qualitative Properties of Linear Parabolic Problems. Let Ω and ∂Ω
denote, respectively, a bounded domain in IRd (d ∈ IN+) and its boundary and we
introduce the sets

Qτ = Ω× (0, τ), Qτ̄ = Ω× (0, τ ], Γτ = (∂Ω× [0, τ ]) ∪ (Ω× {0})
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for any arbitrary positive number τ . For some fixed number T > 0, we consider the
linear partial differential operator

L ≡ ∂

∂t
−

∑

0<|ς|≤δ

aς
∂|ς|

∂ς1x1 . . . ∂ςdxd
≡ ∂

∂t
−

∑

0<|ς|≤δ

aςD
ς ,(2.1)

where δ ≥ 1, ς1, . . . , ςd denote nonnegative integers, |ς| is defined as |ς| = ς1 + . . . + ςd
for the multi-index ς = (ς1, . . . , ςd), and the coefficient functions aς : QT → IR are
bounded on the set QT . We define the domain of the operator L, denoted by domL,
as the space of functions v ∈ C(QT ∪ΓT ), for which the derivatives Dςv (0 < |ς| ≤ δ)
and ∂v/∂t exist in QT and they are bounded. It can be seen easily that Lv is bounded
on Qt̄1 for each v ∈ domL and 0 < t1 < T . Thus infQt̄1

Lv and supQt̄1
Lv are finite.

Definition 2.1. We say that the operator L satisfies the maximum-minimum
principle if for any function v ∈ domL the inequality

min
Γt1

v + t1 ·min{0, inf
Qt̄1

Lv} ≤ v(x, t1) ≤ max
Γt1

v + t1 ·max{0, sup
Qt̄1

Lv}

is satisfied for all x ∈ Ω, 0 < t1 < T .
The following statement shows that, in case of the maximum-minimum principle,

the functions from domL are uniquely determined by their values on the boundary
ΓT .

Theorem 2.2. Let t1 ∈ (0, T ) be any arbitrary fixed number. If L satisfies
the maximum-minimum principle, then for any two functions v?, v?? ∈ domL the
relations Lv?|Qt1

= Lv??|Qt1
and v?|Γt1

= v??|Γt1
imply v?|Qt1

= v??|Qt1
.

Proof. Let us choose an arbitrary number satisfying the condition 0 < t0 < t1,
and we consider the function v̄ = v? − v??. For this function the relations Lv̄|Qt̄0

= 0
and v̄|Γt0

= 0 are valid. Thus, based on the maximum-minimum principle we have
v̄(x, t0) = 0 for all x ∈ Ω and 0 < t0 < t1. This completes the proof.

Definition 2.3. The operator L is called nonnegativity preserving when the
relations minΓt1

v ≥ 0 and Lv|Qt̄1
≥ 0 imply v|Qt̄1

≥ 0 for all 0 < t1 < T .
Definition 2.4. The operator L is called contractive in maximum norm when for

all arbitrary two functions v?, v?? ∈ domL with Lv?|Qt̄1
= Lv??|Qt̄1

and v?|∂Ω×[0,t1] =
v??|∂Ω×[0,t1] the relation

max
x∈Ω̄

|v?(x, t1)− v??(x, t1)| ≤ max
x∈Ω̄

|v?(x, 0)− v??(x, 0)|

is valid for all 0 < t1 < T .
The main connections between the above properties of the operator L are listed

in the next two theorems.
Theorem 2.5. The operator L defined in (2.1) satisfies the maximum-minimum

principle if and only if it preserves the nonnegativity.
Proof. The necessity of the condition is trivial. In order to show the sufficiency,

we choose an arbitrary function v ∈ domL and apply the operator L to the function
v̄ = v −minΓt1

v − t ·min{0, infQt̄1
Lv}. Clearly, v̄|Γt1

≥ 0. Moreover, we obtain that

Lv̄|Qt̄1
= (Lv −min{0, inf

Qt̄1

Lv})|Qt̄1
≥ 0,

which implies that v̄ is nonnegative on Qt̄1 by virtue of the nonnegativity preservation
assumption. Thus the lower estimation minΓt1

v + t1 ·min{0, infQt̄1
Lv} ≤ v(x, t1) is

satisfied.
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By choosing

v̄ = max
Γt1

v − v + t ·max{0, sup
Qt̄1

Lv},

the upper bound is proved similarly. This completes the proof.
Theorem 2.6. If the operator L defined in (2.1) is nonnegativity preserving,

then it is contractive in maximum norm.
Proof. Let v? and v?? ∈ domL be two arbitrary functions with Lv?|Qt̄1

=
Lv??|Qt̄1

and v?|∂Ω×[0,t1] = v??|∂Ω×[0,t1]. We consider the functions v̄± = ζ±(v?−v??)
with ζ = maxx∈Ω̄ |v?(x, 0)−v??(x, 0)|. For these functions, the estimations Lv̄±|Qt̄1

=
0 ≥ 0 and minΓt1

v̄± ≥ 0 are true, which implies the nonnegativity of v̄± on Qt̄1 . Thus,
we have

max
x∈Ω̄

|v?(x, t1)− v??(x, t1)| ≤ max
x∈Ω̄

|v?(x, 0)− v??(x, 0)|.

This completes the proof.
In the sequel, we consider the initial-boundary value problem in the form

Lv = f in QT ,(2.2)

v|ΓT = g,(2.3)

where g : ΓT → IR, f : QT → IR are arbitrary given functions. The operator L is
defined in (2.1). (In the usual context, g|Ω×{0} is the initial and g|∂Ω×[0,T ] is the
boundary condition, respectively.) We are interested in finding a function v ∈ domL
that satisfies equalities (2.2)-(2.3). We say that the problem (2.2)-(2.3) is nonnega-
tivity preserving / contractive in maximum norm / satisfies the maximum-minimum
principle if the operator L in the equation (2.2) possesses the same properties. Ac-
cording to Theorem 2.5 and Theorem 2.6, the maximum-minimum principle is valid
for the problem (2.2)-(2.3) if and only if it is nonnegativity preserving; in this case the
problem is contractive in maximum norm as well. If the maximum-minimum principle
is valid for the problem, then its solution (when it exists) is unique (cf. Theorem 2.2).

In this paper we investigate the parabolic problem

C
∂v

∂t
−∇(κ · ∇v) = f, (x, t) ∈ QT(2.4)

v|ΓT
= g,(2.5)

where C : Ω → IR is a known bounded function with the property 0 < Cmin ≤ C ≡
C(x) ≤ Cmax, the known bounded function κ : Ω → IR has continuous first derivatives
and fulfills the property 0 < κmin ≤ κ ≡ κ(x) ≤ κmax, the function g : ΓT → IR is
continuous on ΓT , the function f : QT → IR is bounded in QT , ∇ denotes the usual
nabla operator, and the solution v is sought in C2,1(QT ∪ ΓT ).

Remark 2.7. The problem (2.4)-(2.5) is generally applied for the description of
heat conduction processes, where v denotes the temperature, C is the product of the
specific heat and the density, κ is the thermal conductivity and f gives the density
of heat sources. The variables x and t play the role of the space and time vari-
ables, respectively. Problem (2.4)-(2.5) is suitable to describe diffusion and transport
phenomena as well.
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We show that the problem (2.4)-(2.5) is nonnegativity preserving, contractive
in maximum norm and satisfies the maximum-minimum principle. Because (2.4)-
(2.5) can be written in the form of the problem (2.2)-(2.3) dividing both sides of
the equation by the positive function C (that is L ≡ ∂/∂t − (1/C)∇(κ∇)), we have
to show only the validity of the nonnegativity preservation (see Theorem 2.5 and
Theorem 2.6). The proof will be based on the next theorem.

Theorem 2.8. For any t1 ∈ (0, T ) and x ∈ Ω, the solution v of the problem
(2.4)-(2.5) satisfies the inequality

sup
λ>0

(
eλt1 min

{
min
Γt1

ve−λt,
1
λ

inf
Qt̄1

fe−λt

C

})
≤(2.6)

≤ v(x, t1) ≤ inf
λ>0

(
eλt1 max

{
max
Γt1

ve−λt,
1
λ

sup
Qt̄1

fe−λt

C

})
,

where Qt̄1 = Qt1 ∪ (Ω× {t1}).
Proof. For any arbitrary number λ > 0 we define the function v̂(x, t) = v(x, t)e−λt,

where v stands for the solution of (2.4). It can be seen easily that v̂ ∈ C(QT ∪ ΓT ),
v̂|ΓT

= (ve−λt)|ΓT
, and v̂ satisfies the equation

C
∂v̂

∂t
−∇(κ∇v̂) + Cλv̂ = fe−λt(2.7)

in QT . As v̂ is continuous on Q̄t1 , it takes its maximum either on the boundary Γt1

or in Ω× (0, t1] at some point (x0, t0). In the first case we trivially have

sup
Qt1

v̂ ≤ max
Γt1

v̂.(2.8)

In the second case, the relations

sup
Qt1

v̂ ≤ v̂(x0, t0),
∂v̂

∂t
(x0, t0) ≥ 0,

∂v̂

∂xi
(x0, t0) = 0,

∂2v̂

∂x2
i

(x0, t0) ≤ 0(2.9)

hold for i = 1, . . . , d, where the last two relations imply that ∇(κ∇v̂)(x0, t0) ≤ 0.
This relation, combined with the second one in (2.9) and with (2.7), results in

0 ≤ f(x0, t0)e−λt0 − C(x0)v̂(x0, t0)λ,

which can be rewritten in the form

v̂(x0, t0) ≤ 1
λC(x0)

f(x0, t0)e−λt0 ≤ sup
Qt̄1

fe−λt

Cλ
.(2.10)

Thus, in general case, using the upper bounds (2.8) and (2.10) we obtain the estima-
tion

v̂(x, t1) ≤ sup
Qt1

v̂ ≤ max

{
max
Γt1

v̂, sup
Qt̄1

fe−λt

Cλ

}
.

Multiplying both sides by eλt1 and taking into account that the relation is true for
all positive numbers λ > 0, we obtain the inequality on the right-hand side of (2.6).
The lower bound can be proved similarly.
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Remark 2.9. The proof of the above theorem is based on the proof of Theorem
2.1 in [20]. Let us notice, however, that we did not confine ourselves to second order
operators, and leaving the zeroth order derivative out of the expression of L, we
arrived at a stronger estimation.

Theorem 2.10. The problem (2.4)-(2.5) preserves the nonnegativity, and con-
sequently it is contractive in maximum norm and satisfies the maximum-minimum
principle.

Proof. The proof is based on the previous theorem. Let t1 ∈ (0, T ) be an arbitrary
number, and let us suppose that Lv|Qt1

≡ (f/C)|Qt1
≥ 0 and v|Γt1

≡ g|Γt1
≥ 0. Then,

for any t0 ∈ (0, t1), we have (f/C)|Qt̄0
≥ 0 and v|Γt0

≥ 0, which result in 0 ≤ v(x, t0)
in view of (2.6). That is v is nonnegative in Qt1 .

3. Numerical Models of Linear Parabolic Problems. The two most widely
used numerical methods for solving the problem (2.4)-(2.5) are the finite difference
and the Galerkin finite element methods. Finite difference methods are typically
applied when the solution domain Ω is relatively simple (an interval, a rectangle
or a block), while finite element methods can be used also with more complicated
geometrical structures (e.g. polyhedrons). Both methods start with the discretization
of the computational space Ω ⊂ IRd in order to get a system of ordinary differential
equations. This is the so-called semi-discretization. Then the system of ordinary
differential equations is solved by some time-integration method, such as the well-
known θ-method. In this paper we consider only the 3D case; the 1D and 2D cases
can be derived in the same manner by omitting the corresponding terms.

3.1. Spatial Semi-Discretization with the Finite Difference Method.
In the case of the finite difference method, the function v is approximated at the
points of a rectangular mesh defined on the rectangular domain Ω. Let us denote
the interior mesh points by P1, . . . , PN ∈ Ω, and the points on the boundary by
PN+1, . . . , PN+N∂

∈ ∂Ω, respectively. For the sake of simplicity, we also use the
notation Pi+x (Pi−x) for the grid point adjoint to Pi in positive (negative) x-direction.
We also define N̄ = N +N∂ . After denoting the semi-discrete approximation of v(x, t)
at a grid point x = Pi by vi(t), we can approximate (2.4) at each inner point Pi of Ω
as

Ci
dvi(t)

dt
− (vixx(t) + viyy(t) + vizz(t)) = fi(t), i = 1, . . . , N.(3.1)

Here fi(t) denotes some approximation to f(x, t) at the point Pi (the most typical
choice is fi(t) = f(Pi, t)), furthermore vixx(t) approximates the derivative

∂

∂x

(
κ

∂v

∂x

)

of the function v at the point Pi and at the time instant t, and has the form

vixx(t) =
2

hi+x + hi−x

(
κi+x/2

vi+x(t)− vi(t)
hi+x

− κi−x/2
vi(t)− vi−x(t)

hi−x

)
.(3.2)

The distances between the points Pi+x, Pi and Pi−x, Pi are denoted by hi+x and
hi−x, respectively. The values κi−x/2 and κi+x/2 denote the approximate values of the
material parameter κ on the segments [Pi−x, Pi] and [Pi, Pi+x] (typically the midpoint
values), Ci denotes the approximate value of C at the point Pi (typically Ci = C(Pi)
for continuous functions). The terms viyy(t) and vizz(t) are defined similarly.
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Hence the semi-discretization (3.1) and the boundary condition (2.5) result in a
Cauchy problem for the system of ordinary differential equations

M
dv(t)

dt
+ Kv(t) = f(t),(3.3)

v(0) = [g(P1, 0), . . . , g(PN , 0), g(PN+1, 0), . . . , g(PN̄ , 0)]>,

where

v(t) ≡ [v1(t), . . . , vN (t), vN+1(t), . . . , vN̄ (t)]>

= [v1(t), . . . , vN (t), g(PN+1, t), . . . , g(PN̄ , t)]>,(3.4)

f(t) ≡ [f1(t), . . . , fN (t)]>

and M and K are sparse N × N̄ matrices. For the entries of M we have

Mij =
{

Ci, if i = j
0, if i 6= j

, i = 1, . . . , N ; j = 1, . . . , N̄(3.5)

and the entries of K can be computed using equations (3.1) and (3.2). The nonzero
elements of the i-th row of K are Ki,i−x,Ki,i+x,Ki,i−y,Ki,i+y, Ki,i−z,Ki,i+z,Ki,i,
where

Ki,i−x =
−2κi−x/2

hi−x(hi−x + hi+x)
, Ki,i+x =

−2κi+x/2

hi+x(hi−x + hi+x)
,(3.6)

Kx
i,i =

2κi+x/2

hi+x(hi−x + hi+x)
+

2κi−x/2

hi−x(hi−x + hi+x)
,

Ki,i−y,Ki,i+y,Ki,i−z,Ki,i+z,K
y
i,i,K

z
i,i are defined similarly and

Ki,i = Kx
i,i + Ky

i,i + Kz
i,i.(3.7)

3.2. Semi-Discretization with the Galerkin Finite Element Method. In
the case of the Galerkin finite element method we cover the domain Ω with the
following meshes Th (h is a discretization parameter): the 1D mesh consists of in-
tervals, the 2D mesh is a so-called hybrid mesh, which is a combination of trian-
gles and rectangles, and the 3D mesh is a tetrahedron or a block mesh. Figure 3.1
shows a 2D hybrid mesh. As before, P1, . . . , PN denote the interior nodes of Th, and
PN+1, . . . , PN̄ the boundary ones. Let φ1, . . . , φN̄ be basis functions defined as fol-
lows: each φi is required to be continuous, piecewise linear (over intervals, triangular
or tetrahedral elements) or multi-linear (over rectangular or block elements), such
that φi(Pj) = δij , i, j = 1, . . . , N̄ , where δij is Kronecker’s symbol. (Multi-linearity
means that it is bilinear in case of rectangles, and trilinear in case of blocks.) It is
obvious that such basis functions have the properties

φi ≥ 0, i = 1, ..., N̄ ,

N̄∑

i=1

φi ≡ 1 in Ω̄.
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Fig. 3.1. Hybrid mesh in 2D.

We search for the semi-discrete solution of (2.4)-(2.5) in the form

N∑

i=1

vi(t)φi(x) +
N∂∑

i=1

g(PN+i, t)φN+i(x).

Using the weak formulation of the problem, we arrive at a Cauchy problem again that
has the form (3.1) with

M = [Mij ]N×N̄ , Mij =
∫

Ω

C(x)φj(x)φi(x) dx,

K = [Kij ]N×N̄ , Kij =
∫

Ω

κ(x) gradφj(x) gradφi(x) dx,

f(t) = [fi(t)]N×1, fi(t) =
∫

Ω

f(x, t)φi(x) dx

(see [8]). The above defined matrices M and K are called mass and stiffness matrices,
respectively.

3.3. Fully Discretized Model. To get a fully discrete numerical scheme, we
choose a time-step ∆t > 0. We denote the approximation to v(n∆t) by vn, and we
set fn = f(n∆t) (n = 0, 1, ...). The time-discretization of (3.1) with the θ-method
(θ ∈ [0, 1] is a given parameter) can be written in the form of the systems of linear
algebraic equations

M
vn+1 − vn

∆t
+ θKvn+1 + (1− θ)Kvn = f (n,θ) := θfn+1 + (1− θ)fn,(3.8)

where n = 0, 1, . . . and θ ∈ [0, 1] is a given parameter. Clearly, (3.8) can be rewritten
as

(M + θ∆tK)vn+1 = (M− (1− θ)∆tK)vn + ∆t f (n,θ).(3.9)

In the sequel, the matrices M + θ∆tK and M − (1 − θ)∆tK will be denoted
by A and B, respectively. We shall use the following partitions of the matrices and
vectors:

A = [A0|A∂ ], B = [B0|B∂ ], vn =
[

un

gn

]
,
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where A0 and B0 are square matrices from IRN×N ; A∂ ,B∂ ∈ IRN×N∂ ,
un ≡ [un

1 , ..., un
N ]> ∈ IRN and gn ≡ [gn

1 , ..., gn
N∂

]> ∈ IRN∂ . Similar partition is used
for the matrices M and K. Then, iteration (3.9) can be written as

[A0|A∂ ]
[

un+1

gn+1

]
= [B0|B∂ ]

[
un

gn

]
+ ∆t f (n,θ).(3.10)

The relation (3.10) defines a one-step iterative process with respect to the unknown
vector un+1.

Remark 3.1. For the finite difference method, the choice θ = 0 results in an
explicit scheme, due to the diagonality of M. This is the so-called explicit Euler
method. The choice θ = 1 gives the so-called implicit Euler method and θ = 1/2 is
the Crank-Nicolson method. However, the schemes obtained by the Galerkin finite
element method are always implicit for any choice of θ.

In order to guarantee the existence and the uniqueness of un+1 in (3.10), we have
to show that A0 is a nonsingular matrix.

Theorem 3.2. The matrix A0 ∈ IRN×N is nonsingular for both the finite differ-
ence and the Galerkin finite element methods.

Proof. The case of the finite difference method: Because of the relation A0 =
M0 + θ∆tK0 and the equalities in (3.6), the off-diagonal elements of A0 are non-
positive and the diagonal ones are positive. Moreover, considering (3.6) and (3.7) we
have

Ki1 + . . . + KiN̄ = 0 (i = 1, . . . , N).

Thus, the estimate

(A0)i1 + . . . + (A0)iN = Ci + θ∆t(Ki1 + . . . + KiN )
≥ Ci + θ∆t(Ki1 + . . . + KiN̄ ) = Ci ≥ Cmin > 0

is true (i = 1, . . . , N), which shows that A0 is a strictly diagonally dominant matrix,
hence it is nonsingular.

The case of the Galerkin finite element method: The elements of A0 are

(A0)ij =
∫

Ω

(C(x)φj(x)φi(x)+θ∆t κ(x) gradφj(x) gradφi(x)) dx, (i, j = 1, . . . , N).

The right-hand side defines a scalar product on the vector space span{φ1, . . . , φN}.
Thus A0 is a Gram-matrix of the linearly independent functions φ1, . . . , φN , hence it
is nonsingular and also positive definite.

Remark 3.3. It is important to notice that in the case of the finite difference
method, A0 is a so-called M -matrix (see [1, p. 137]). This can be seen from the
sign-structure and the strict diagonal dominance of A0. That is, in addition to the
nonsingularity, A0 has a nonnegative inverse too. In the finite element method the
nonnegativity of A−1

0 is not satisfied automatically.

4. Qualitative Properties of One-Step Iterative Models. As we mentioned
in the Introduction, it is a natural requirement for the numerical solution that it has
to possess some basic qualitative properties. The numerical solution can be obtained
by the iteration (3.10). Hence, the qualitative properties of the numerical solution
will be defined as the qualitative properties of such iteration processes.

We use the denotations

e = e(N̄), e0 = e(N), e∂ = e(N∂) with e(k) = [1, . . . , 1]> ∈ IRk.
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4.1. PO-iterations. Based on the iteration (3.10), we will investigate the gen-
eral one-step iteration

[A0|A∂ ]
[

un+1

gn+1

]
= [B0|B∂ ]

[
un

gn

]
+ hn, n = 0, 1, . . .(4.1)

or equivalently

Avn+1 = Bvn + hn, n = 0, 1, . . . .(4.2)

Here hn ≡ [hn
1 , . . . , hn

N ]> ∈ IRN and all matrices and vectors have the same dimension
as in the previous section. We emphasize that now they are assumed to be arbitrary
with the only restriction that the matrix A0 is nonsingular. Iteration (4.2) is called
partitioned one-step iteration or shortly PO-iteration.

4.2. Qualitative properties of PO-iterations. Comparing the form

un+1 − un = (A−1
0 B0 − I)un −A−1

0 A∂gn+1 + A−1
0 B∂gn + A−1

0 hn

of (4.1) with the equation (2.4), we define the equivalents of the qualitative properties
for the PO-iterations.

Definition 4.1. A PO-iteration is said to satisfy the discrete nonnegativity
preservation property (DNP) if the inequality un+1 ≥ 0 is valid for all nonnegative
vectors un,gn,gn+1 and A−1

0 hn.
Theorem 4.2. A PO-iteration satisfies the DNP if and only if the inequalities

−A−1
0 A∂ ≥ 0 and A−1

0 B ≥ 0 hold.
Proof. The statement follows directly from the following equivalent form of (4.1)

un+1 = −A−1
0 A∂gn+1 + A−1

0 B
[

un

gn

]
+ A−1

0 hn, n = 0, 1, . . . .(4.3)

Definition 4.3. A PO-iteration is said to satisfy the discrete maximum norm
contractivity property (DMNC) if for all vectors ûn, ũn,gn,gn+1,hn the relation

‖ûn+1 − ũn+1‖∞ ≤ ‖ûn − ũn‖∞(4.4)

is valid, where ûn+1 and ũn+1 are computed from (4.1) by setting un = ûn and
un = ũn.

Theorem 4.4. A PO-iteration satisfies the DMNC if and only if ‖A−1
0 B0‖∞ ≤ 1.

Proof. We apply (4.3) with the two different vectors un = ûn and un = ũn.
Hence we obtain

ûn+1 − ũn+1 = A−1
0 B0(ûn − ũn).

The relation (4.4) is valid for all ûn and ũn vectors if and only if ‖A−1
0 B0‖∞ ≤ 1.

Definition 4.5. A PO-iteration is said to satisfy the discrete maximum-mini-
mum principle (DMP) if the relation

min{un,gn,gn+1}+ min{0,A−1
0 hn} ≤ un+1

i ≤ max{un,gn,gn+1}+ max{0,A−1
0 hn}

(4.5)
is valid for each choice un,gn,gn+1,hn, i = 1, . . . , N and n ≥ 0. (The max and min
are understood elementwise.)
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Now some necessary conditions are listed for the DMP.
Lemma 4.6. For PO-iterations DMP implies DNP.
Proof. Let us suppose that the DMP is valid for the PO-iteration and un, gn,

gn+1, A−1
0 hn are nonnegative vectors. Then the left inequality in (4.5) shows the

nonnegativity of un+1.
Lemma 4.7. If a PO-iteration satisfies the DMP, then Ae = Be.
Proof. Choosing the vectors hn = 0, un = e0, gn = gn+1 = e∂ , (4.5) results in

un+1 = e0. That is Ae = Be in view of (4.1), which completes the proof.
Lemma 4.8. For PO-iterations the DNP and condition Ae = Be imply the

DMNC.
Proof. The DNP ensures the relations −A−1

0 A∂ ≥ 0 and A−1
0 B ≥ 0. Hence

A−1
0 B0e0 ≤ A−1

0 Be = A−1
0 Ae = A−1

0 A0e0 + A−1
0 A∂e∂ ≤ e0.

This shows that ‖A−1
0 B0‖∞ ≤ 1, that is the DMNC is valid.

Remark 4.9. Because the DMP implies both the DNP and condition Ae = Be,
the DMP implies the DMNC.

Lemma 4.10. If a PO-iteration satisfies the DNP and condition Ae = Be, then
0 ≤ −A−1

0 A∂e∂ ≤ e0.
Proof. The DNP property ensures the relations −A−1

0 A∂ ≥ 0 and A−1
0 B ≥ 0.

Thus, the relation 0 ≤ −A−1
0 A∂e∂ is trivial. Let us multiply the equality Ae =

A0e0 +A∂e∂ = Be by the matrix A−1
0 , and let us express the term −A−1

0 A∂e∂ . We
obtain the inequality

0 ≤ −A−1
0 A∂e∂ = e0 −A−1

0 Be ≤ e0

by virtue of the nonnegativity of the vector A−1
0 Be. This completes the proof.

4.3. Qualitatively adequate one-step iterations. We have seen in the pre-
vious section that the properties

(P1) A−1
0 B ≥ 0,

(P2) −A−1
0 A∂ ≥ 0,

(P3) Ae = Be

are necessary conditions of the DMP for PO-iterations. In the next theorem, we
prove that they are sufficient conditions as well. In order to make the expressions
much simpler, we introduce some notations. We define the values

vn
min = min{vn}, vn

max = max{vn},

and vectors

vn
max = vn

maxe ∈ IRN̄ , vn
0 = vn

maxe0 ∈ IRN , vn
∂ = vn

maxe∂ ∈ IRN∂ .

Theorem 4.11. A PO-iteration satisfies the DMP if and only if it satisfies the
conditions (P1)− (P3).

Proof. The necessity of the condition follows directly from Theorem 4.2 and
Lemmas 4.6 and 4.7. To show the sufficiency, we first prove the inequality on the
right-hand side in (4.5). It follows from (P3) that Bvn

max = Avn
max. Using (P1), we
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obtain

un+1 = −A−1
0 A∂ gn+1 + A−1

0 Bvn + A−1
0 hn

≤ −A−1
0 A∂ gn+1 + A−1

0 Bvn
max + A−1

0 hn

= −A−1
0 A∂ gn+1 + A−1

0 Avn
max + A−1

0 hn

≤ −A−1
0 A∂ gn+1 + A−1

0 [A0| A∂ ]vn
max + max{0,A−1

0 hn}e0

= −A−1
0 A∂ gn+1 + vn

0 + A−1
0 A∂vn

∂ + max{0,A−1
0 hn}e0.

Regrouping the above inequality, we get

un+1 − vn
0 −max{0,A−1

0 hn}e0 ≤ −A−1
0 A∂

(
gn+1 − vn

∂

)
.

Hence, for the i-th coordinate of both sides we obtain

un+1
i − vn

max −max{0,A−1
0 hn} ≤

N∂∑

j=1

((−A−1
0 A∂

)
ij
· (gn+1

j − vn
max

))

≤



N∂∑

j=1

(−A−1
0 A∂

)
ij


 ·max{0,max

j
{gn+1

j − vn
max}}

≤ max{0, max
j
{gn+1

j − vn
max}},

where we applied property (P2) and Lemma 4.10. Finally, expressing un+1
i we obtain

the required inequality. The inequality on the left-hand side of (4.5) can be proved
similarly. This completes the proof.

Theorem 4.11, Lemma 4.6 and Remark 4.9 yield that a PO-iteration possesses
all the three qualitative properties (DMP, DNP and DMNC) if and only if it satisfies
the properties (P1) − (P3). Hence the iterative process (4.1) with the properties
(P1)− (P3) is called qualitatively adequate one-step iteration.

5. Qualitative Properties of the Numerical Solutions of Parabolic Prob-
lems. We apply the results, which were formulated for arbitrary PO-iterations, of the
previous section for the fully discretized numerical model (3.9). Based on Theorem
3.2, the finite difference and Galerkin finite element methods can be written in the
form of a PO-iteration with the choice hn = ∆tf (n,θ). This is why the qualitative
properties (DMP, DNP and DMNC) of the numerical methods can be defined in the
same manner like for the PO-iterations.

Theorem 5.1. Relation (P3) holds both for the finite difference and finite element
methods.

Proof. Owing to the relation A−B = (M+ θ∆tK)− (M− (1− θ)∆tK) = ∆tK,
property (P3) is equivalent to the equality Ke = 0. For the finite difference method
the statement follows directly from the equalities in (3.6). For the finite element
method, we have

(Ke)i =
N̄∑

j=1

Kij =
N̄∑

j=1

∫

Ω

κ(x) · gradφj(x) · gradφi(x) dx

=
∫

Ω

κ(x) · grad




N̄∑

j=1

φj(x)


 · gradφi(x) dx

=
∫

Ω

κ(x) · grad1 · gradφi(x) dx = 0.
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Theorem 5.2. For the finite difference and Galerkin finite element models of the
problem (2.4)-(2.5), the implications

DNP ⇐⇒ DMP =⇒ DMNC

are valid. That is the DMP and DNP are equivalent and both imply the DMNC.
Proof. The first part of the statement follows from Theorem 4.2, Lemma 4.6 and

Theorem 5.1. The second one is a consequence of Lemma 4.8.
Corollary 5.3. A finite difference or a Galerkin finite element method for

the problem (2.4)-(2.5) is qualitatively adequate if and only if it satisfies properties
(P1)− (P2), that is if the method preserves the nonnegativity.

Remark 5.4. In view of the results of [13], there exist parameter choices when the
finite difference or the finite element method is contractive in maximum norm, but it
does not preserves the nonnegativity.

Remark 5.5. Let us notice that our results can be applied not only for the finite
difference and the Galerkin finite element method but also for any numerical method
that can be written in the form of a PO-iteration.

6. Sufficient a Priori Conditions of the Qualitative Properties. The nec-
essary and sufficient conditions in the previous sections can not be checked easily,
without computing the elements of the matrices. More precisely, the theorems do not
state anything explicitly about the choice of the mesh and the choice of the parameters
θ and ∆t (which define the elements of the matrices M and K) in order to guarantee
the qualitative properties. Our aim is to find conditions that can be checked a priori
and imply the DNP / DMP. Then, these conditions, according to Theorem 5.2, imply
the qualitative adequateness of the discrete models. In this section, we will give some
a priori conditions. In order to present a complete work for researchers involved in
scientific computing, we also added two corresponding results from the literature.

Theorem 6.1. The Galerkin finite element solution of problem (2.4)–(2.5), com-
bined with the θ-method in the time discretization, satisfies the DMP if the conditions

(S1) Kij ≤ 0, i 6= j, i = 1, ..., N, j = 1, ..., N̄ ,
(S2) Aij = Mij + θ∆tKij ≤ 0, i 6= j, i = 1, ..., N, j = 1, ..., N̄ ,
(S3) Bii = Mii − (1− θ)∆tKii ≥ 0, i = 1, ..., N,

are fulfilled. The DMP is valid for the finite difference solution of the problem if (S3)
holds.

Proof. We have to show that under the assumptions of the theorem the properties
(P1)− (P2) hold. For the finite difference method A−1

0 ≥ 0 and conditions (S1) and
(S2) are fulfilled automatically. This implies property (P2). Condition (S3) implies
that the main diagonal of B is nonnegative. The off-diagonal of B is also nonnegative
because the off-diagonal of K is non-positive. Hence, by virtue of A−1

0 ≥ 0, we obtain
property (P1).

In the case of the finite element method, relations (S1) and (S3) yield B ≥ 0.
Condition A∂ ≤ 0 follows from (S2). A0 is a Gram-matrix, and because of (S2), the
off-diagonal elements of A0 are non-positive. This implies that A0 is an M -matrix
(see [1, p. 134]), thus A−1

0 ≥ 0. These facts yield (P1) and (P2), thus the DMP.
In the expressions of this section, for the sake of simplicity, fractions with zero

denominators are understood as infinity.



14 I. FARAGÓ AND R. HORVÁTH

6.1. Conditions for the finite difference method. Let us consider the finite
difference method, where, because of the relations (3.5)-(3.7), condition (S3) is valid
for one-dimensional problems if

Ci − (1− θ)∆t

(
2κi+x/2

(hi+x + hi−x)hi+x
+

2κi−x/2

(hi+x + hi−x)hi−x

)
≥ 0, i = 1, . . . , N.

The condition

∆t ≤ Cminh2
min

2κmax(1− θ)

guarantees the validity of the above relations, where hmin is the minimal spatial step
size in the mesh and κmax = supx∈Ω{κ(x)}. In 2D, similarly, we obtain the sufficient
condition

∆t ≤ Cminh2
min

4κmax(1− θ)
,

and in 3D

∆t ≤ Cminh2
min

6κmax(1− θ)
.

The above results can be summarized as follows.
Theorem 6.2. The DMP is always satisfied for the implicit Euler (θ = 1) finite

difference method. For other finite difference methods, the DMP can be guaranteed by
the condition

∆t ≤ Cminh2
min

2dκmax(1− θ)
(θ 6= 1)

(d is the dimension of Ω).
Remark 6.3. For the explicit Euler method, Theorem 6.2 yields the condition

∆t ≤ Cminh2
min

2dκmax
,

and for the Crank-Nicolson method we obtain

∆t ≤ Cminh2
min

dκmax
.

We remark that for 1D problems on uniform meshes of step-size h, with constant
material parameters (C0, κ0), the necessary and sufficient condition of the DMP is
([6])

∆t ≤ C0h
2

2κ0(1− θ)
.

6.2. Conditions for the finite element method. For finite element methods,
condition (S1) is generally guaranteed by some geometrical requirements for the mesh.
Moreover, conditions (S2) and (S3) can be achieved by some lower and upper bounds
for the time-step.
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6.2.1. Finite element method in 1D. Computing the elements of the stiffness
matrix, we can check that the off-diagonal elements are non-positive, thus condition
(S1) is satisfied. Computing additionally the elements of the mass matrix we obtain
that (S2) and (S3) are valid if

Cmaxh
2
max

6θκmin
≤ ∆t ≤ Cminh2

min

3(1− θ)κmax
.

Thus we obtain the next theorem.
Theorem 6.4. The Galerkin finite element solution of the one-dimensional prob-

lem (2.4)–(2.5) with piecewise linear elements satisfies the DMP if

Cmaxh
2
max

6θκmin
≤ ∆t ≤ Cminh2

min

3(1− θ)κmax
, θ ∈ [θl, 1) ,

Cmaxh
2
max

6κmin
≤ ∆t, θ = 1,

where θl = Cmaxκmaxh
2
max/(Cmaxκmaxh

2
max + 2Cminκminh2

min).
Let us notice that unlike in the case of finite difference methods, the above theorem

yields a lower bound for the time-step. This is a general phenomenon for finite element
methods. This lower bound exists not only in sufficient conditions but in necessary
and sufficient conditions, too. This is shown by the next theorem obtained in [6] for
the DNP.

Theorem 6.5. The Galerkin finite element solution of the one-dimensional prob-
lem (2.4)–(2.5) with piecewise linear elements on uniform grid and with constant
material parameters satisfies the DMP if and only if the relations

C0h
2

6θκ0
≤ ∆t ≤ C0h

2

3(1− θ)κ0
, θ ∈ [1/3, 1) ,

C0h
2

6κ0
≤ ∆t, θ = 1

hold.

6.2.2. Finite element method in 2D. In 2D we apply the hybrid mesh in
the spatial discretization. On triangular elements linear and on rectangular elements
bilinear basis functions are used.

Let us consider a hybrid mesh Th. Let us define the number

σT = min{cot α1, cot α2, cot α3}

for each triangle T of the mesh, where α1, α2 and α3 denote the angles of the triangle.
Let us define σ = minT∈Th

σT . Furthermore, let us introduce the value

µR =
2min2{a, b} −max2{a, b}

ab

for each rectangle R, where a and b denote the edges of the rectangle. Let us define
µ = minR∈Th

µR. The hybrid mesh Th is called to be of strictly compact type if σ > 0
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and µ > 0. The condition σ > 0 means that each angle of the triangles in the mesh is
of acute type, and µ > 0 means that the longer edges of the rectangles are not greater
than

√
2 times the shorter ones. The main result of [8] is formulated as follows.

Theorem 6.6. The Galerkin finite element solution of the two-dimensional prob-
lem (2.4)–(2.5) using linear/bilinear basis functions on a hybrid mesh of strictly com-
pact type satisfies the DMP if

Cmax

6 θ κmin min{ µ

3λ#
max

, σ

λ4max
} ≤ ∆t ≤ Cmin

9 (1− θ)κmax max{ γ#
max

3λ#
min

, γ4max

4 λ4min
}

(6.1)

is fulfilled, where

γ4max = max
T∈Th

{
l2max

area(T )

}
, γ#

max = max
R∈Th

{
a2 + b2

area(R)

}
,

λ4min = min
T∈Th

area(T ), λ4max = max
T∈Th

area(T ),

λ#
min = min

R∈Th

area(R), λ#
max = max

R∈Th

area(R).

The symbols area(T ) and area(R) denote the area of the triangle T and the rectangle
R, respectively. lmax is the length of the longest edge in T .

Thus, for strictly compact meshes, the off-diagonal elements of the stiffness matrix
are non-positive, hence condition (S1) is fulfilled. Relation (6.1) implies the conditions
(S2) and (S3).

Remark 6.7. For purely rectangular meshes, we have the weaker lower bound for
∆t in the form

∆t ≥ Cmaxλ
#
max

3 θ κmin µ
.

For a square mesh with step size h and with constant material parameters a sufficient
condition of the DMP is

C0h
2

3θκ0
≤ ∆t ≤ C0h

2

6(1− θ)κ0
, θ ∈ [2/3, 1).

(In case of θ = 1 the upper bound disappears.) This shows that in this case the DMP
can be guaranteed only (with our sufficient condition) for methods with θ ≥ 2/3.

6.2.3. Finite element method in 3D. In 3D we investigate two different
meshes. The first one is the rectangular and the second one is the tetrahedral mesh.
Let us start with the first one, where trilinear basis functions are applied. With
simple but tedious calculations we can compute the elements of the mass and stiffness
matrices, and we can notice that the condition (S1) can be valid only for uniform
meshes. Moreover, we can observe that condition (S2) cannot be guaranteed, because
there are also positive off-diagonal elements in the matrix A. Thus A0 is not an M -
matrix in this case. We have to guarantee the nonnegative matrix inverse by means
of other tools. In work [12], the so-called Lorenz-criterion ([21]) was applied.
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Theorem 6.8. The Galerkin finite element solution of the three-dimensional
problem (2.4)–(2.5) using trilinear basis functions on a uniform rectangular mesh
with constant material parameters satisfies the DMP if

(259 + 13
√

409)C0h
2

36θκ0
≤ ∆t ≤ C0h

2

9(1− θ)κ0
, θ ∈ [0.9924, 1),

14.4975
C0h

2

κ0
≈ (259 + 13

√
409)C0h

2

36κ0
≤ ∆t, θ = 1.

For tetrahedral meshes the DMP was discussed in paper [11]. We will recall this
result. Let us consider a tetrahedral mesh Th of the solution domain Ω, and define
the number σT for each tetrahedron T of Th as σT = min{cos β1, . . . , cos β6}, where
β1, . . . , β6 denote the angles made by any two faces of the tetrahedron T . If each
angle is less than π/2, then σT > 0. Let us set σ = minT∈Th

σT . If σ > 0, then the
mesh is called strictly acute type.

Theorem 6.9. The Galerkin finite element solution of the three-dimensional
problem (2.4)–(2.5) with constant material parameters using linear basis functions on
a strictly acute type tetrahedral mesh satisfies the DMP if the condition

C0p
2
max

20σθκ0
≤ ∆t ≤ C0p

2
min

10(1− θ)κ0

holds, where pmin and pmax denote the minimal and maximal perpendicular length in
the mesh.

7. Numerical Examples. In this section, we demonstrate the validity of our
results on some numerical examples in one, two and three dimensions. For the sake of
simplicity, we suppose that the problem (2.4)-(2.5) describes a heat conduction process
(see Remark 2.7). The material parameters are set to be constant one. Furthermore,
we suppose that there are no heat sources or sinks present in the computational
domain.

7.1. Examples in 1D. In the first example, the 1D heat equation is solved with
the Crank-Nicolson (θ = 1/2) finite difference method on the interval [0,1]. We are
interested in the approximation of the temperature at the time-level t = 1. We apply
an equidistant mesh with the spatial step-size h = 1/30. The temperatures at the left
and right boundaries are given by the functions µ1(t) = 1 and µ2(t) = 0, respectively.
A nonnegative approximation of a continuous and nonnegative initial function can
be seen in Figure 7.1. Using this initial grid-function, the approximations of the
temperature at the time-level t = 1 can be seen in Figure 7.2. The figures on the
left-hand and right-hand sides were obtained using the time-steps ∆t = 1/11 and
∆t = 1/31, respectively. These approximations show that neither the nonnegativity
preservation nor the maximum-minimum principle is valid for the above chosen time-
steps. In order to get a qualitatively correct approximation, ∆t has to satisfy the
condition

∆t ≤ h2

2(1− θ)
=

1
900

(c.f. equation (6.3)). This bound shows that ∆t was chosen to be too large in the
previous numerical example. Naturally, the above upper bound is the necessary and
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Fig. 7.1. Approximation of the initial function.
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Fig. 7.2. Approximations at the time-level t = 1 with the time-steps ∆t = 1/11 and ∆t = 1/31.

sufficient condition of the DMP (DNP) for all initial functions. This means that for
certain initial functions, larger time steps can also result in a qualitatively correct
numerical solution. For example, Figure 7.3 shows a nonnegative approximation with
the time-step ∆t = 1/51 1/900 at the time-level t = 1.
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Fig. 7.3. Approximation at the time-level t = 1 with the time-step ∆t = 1/51.

One can think that choosing the time-step to be sufficiently small we can obtain
a qualitatively adequate solution. The next example shows that this is generally not
the case. Namely, as we have shown, for finite element methods not only upper but
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lower bounds do exist.

0

0.2

0.4

0.6

0.8

1

Spatial position

T
em

pe
ra

tu
re

0 1 

Fig. 7.4. Approximation of the initial function.
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Fig. 7.5. Approximations at the time-levels t = 1/1000 and t = 1 applying the time-steps
∆t = 1/100000 and ∆t = 1/9, respectively.

Let us solve the 1D heat equation with the Galerkin finite element method on
the interval [0,1] using the Crank-Nicolson (θ = 1/2) scheme in the time integration.
Let us suppose that the initial function is a nonnegative continuous function and it
takes on values only from the interval [0, 1]. The discretization of the initial function
is carried out on an equidistant mesh with h = 1/10 (Figure 7.4). The temperatures
at the left and right boundaries are given by the functions µ1(t) = 1 and µ2(t) = 0,
respectively. The numerical solutions calculated at the time-levels t = 1/1000 and
t = 1 with the time steps ∆t = 1/100000 and ∆t = 1/9 can be seen, respectively,
on the left-hand and right-hand sides of Figure 7.5. Both numerical solutions are
qualitatively incorrect. Namely, the maximum-minimum principle is broken because
the solutions have nonnegative values and values that are greater than one. In order
to obtain qualitatively adequate solutions we can apply Theorem 6.4, which states
that the maximum-minimum principle is valid providing that ∆t is chosen according
to the relation 1/300 = 0.0033 ≤ ∆t ≤ 0.0067 = 2/300. In Figure 7.6, the numerical
solution is calculated at the time-level t = 1 with the time-step ∆t = 0.005, which
falls into the above interval. As it was expected, the solution has values only from
the interval [0, 1].

In the third example we solve again the 1D heat equation on the interval [0,1]. The
temperature at the right-hand side is equal to one (µ2(t) = 1), while the temperature
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Fig. 7.6. Approximation at the time-level t = 1 with the time-step ∆t = 0.005.

at the left-hand side changes periodically according to the function

µ1(t) = 2| − frac(100t/2) + 0.5|

(frac(100t/2) means the fractional part of 100t/2). Naturally, 0 ≤ µ1(t) ≤ 1. Let the
initial function be the constant one function in (0, 1).

Our aim is to approximate the solution at the time-level t = 10. We apply the
finite difference method on the equidistant mesh with h = 1/30. We choose the Crank-
Nicolson method for the time-integration with ∆t = 1/30. The numerical solution
is depicted on the left-hand side of Figure 7.7. Two time-levels further, that is at
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Fig. 7.7. Approximations at the time-levels t = 300/30 and t = 302/30 applying the time-step
∆t = 1/30.

t = 302/30, we obtain the solution shown on the right-hand side of the same figure.
In the case of the numerical solutions shown in Figure 7.7, the maximum-minimum
principle is broken. The time-step was chosen to be too large (c.f. (6.3)). We can
observe that the numerical solution will be periodic after the transient period (t > 3)
(the boundary condition is periodic and the effect of the initial function disappears).
The approximations shown in Figure 7.7 appear regularly in every third time-steps.
Thus the numerical example demonstrates that it is possible that the qualitatively bad
behavior of the numerical solution does not disappear while increasing the time-level
at which the numerical solution is computed.
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7.2. Examples in 2D. We solve the two-dimensional heat equation on the unit
square [0, 1]×[0, 1] with homogeneous boundary condition. We apply the finite element
method with bilinear elements on a rectangular mesh with ∆x = 1/10 and ∆y = 1/12.
In the time-discretization the θ-method is used with θ = 0.9 and with a fixed time-step
∆t. A nonnegative discretization of a nonnegative and continuous initial function can
be seen on the left-hand side of Figure 7.8. With this discretization, however, the
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Fig. 7.8. Approximation of the initial function. Approximation at the first time-level with
∆t = 0.01.

approximation of the temperature at the first time-level has negative value both for
∆t = 0.0005 and ∆t = 0.5 (see the left-hand and right-hand sides in Figure 7.9). We
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Fig. 7.9. Approximations at the first time-level with ∆t = 0.0005 and ∆t = 0.5.

remark that, with ∆t = 0.0005, the numerical solution has negative components at
the first 11 time-levels, while with ∆t = 0.5, the solution has negative components
at every time-level. Choosing the time-step to be ∆t = 0.01, we obtain an adequate
approximation (right-hand side of Figure 7.8).

We can calculate the necessary and sufficient condition of the DNP using Theorem
4.2, which results in the condition 0.0050 ≤ ∆t ≤ 0.0155. This shows that the chosen
time-steps were too small or too large. A sufficient condition obtained applying the
results of Theorem 6.6 is 0.0066 ≤ ∆t ≤ 0.0136.

In the second example, we apply the finite difference method with θ = 0.9 for
the initial approximation seen on the left-hand side of Figure 7.8. The results at the
first time-levels with ∆t = 0.5 and ∆t = 0.01 can be seen, respectively, on the left-
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hand and right-hand sides of Figure 7.10. In order to obtain a qualitatively adequate
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Fig. 7.10. Approximations at the first time-level with ∆t = 0.5 and ∆t = 0.01.

numerical approximation, it is enough to choose ∆t to be not greater than 0.017
(Theorem 6.2).

7.3. Example in 3D. In order to give a 3D example, we solve the homogeneous
heat equation on the unit cube. We apply the finite difference method with the Crank-
Nicolson time-integration. The spatial discretization is performed with an equidistant
mesh, where ∆x = ∆y = ∆z = 1/10. The approximation of a continuous nonnegative
initial function is zero in every grid point excepting 27 grid points in the middle of
the region, where the temperature is approximated by 50. The approximations of
the temperature at the point (5/10, 4/10, 4/10) using the time-steps ∆t = 0.05 and
∆t = 0.01 can be seen in Figure 7.11. The time-step ∆t = 0.05 results in negative
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Fig. 7.11. Approximations of the temperature at the point (5/10, 4/10, 4/10) using the time-
steps ∆t = 0.05 and ∆t = 0.01.

temperatures, which contradicts to the nonnegativity preservation property. Theorem
6.2 gives a sufficient condition of the nonnegativity, namely ∆t must be not greater
than 1/300.

8. Conclusions. In this paper, we have shad light on the connections between
the main qualitative properties of parabolic partial differential equations and their
numerical solution methods. We have found that the maximum-minimum principle,
the nonnegativity preservation and the maximum norm contractivity are equivalent
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properties for the continuous problem, but this is not the case when we consider the
finite difference or Galerkin finite element solutions of the problem. In this case, the
maximum-minimum principle is equivalent to the nonnegativity preservation, and the
maximum norm contractivity yields a weaker condition as this property is implied by
the properties mentioned earlier. Thus, to achieve a qualitatively adequate method,
we have to apply a nonnegativity preserving method, which can be guaranteed by the
sufficient conditions of Theorem 6.1 and by its special cases listed in §6.
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