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#### Abstract

Summary. - Single step discrete time Galerkin methods for the mixed initial-boundary value problem for the heat equation are studied. Two general theories leading to error estimates are developed. Among the examples analyzed in the application of these theories are methods in which the related quadratic form is required to be definite only on the subspace of approximating functions and two classes containing methods of arbitrary given order of accuracy, one requiring satisfaction of certain boundary conditions by the elements of the subspace, the other making no such requirements.


## 1. - Introduction.

The purpose of this paper is to continue the line of investigation of our previous paper [3]. There we considered the initial boundary value problem for the heat equation in a cylinder under homogeneous boundary conditions. The methods studied consist in discretizing with respect to time and solving approximately the resulting elliptic problem for fixed time by least squares methods similar to those of Bramble and Schatz [2]. The approximating functions in the least squares method were not required to satisfy prescribed homogeneous boundary conditions so that the methods were applicable to domains of general shape.

Here we abstract the essential features of [3] into a general theorem (Theorem 1) which can be applied to extend results of [3] to a class of single time step methods which include methods of arbitrary given order of accuracy.

In Price and Varga [7] and Dovglas and Dupont [4] the initial-boundary value problem is approximated instead by first projecting into a finite dimensional space of approximating functions in the space variables, keeping the differentiation with respect to time. In order to estimate the error, an auxiliary approximation to a related elliptic problem is utilized. This technique makes it possible to make less stringent approximation assumptions of the approximating spaces than in Theorem 1 .

Our second theorem (Theorem 2) takes advantage of the features of this method. In doing so we notice that a certain related quadratic form in this case need be definite only on the subspace of approximating functions. This allows us to include among our examples an extension to the parabolic case of a method for treating Dirichlet's problem due to Nimsche [6].

[^0]The aim of each of our two theorems is to provide simple sufficient conditions on single step discrete time Galerkin methods which lead to error estimates. Some of the examples which we then study satisfy the conditions of Theorem 1 , some satisfy those of Theorem 2 and some fall into both categories. Neither of the two theorems is stronger than the other.

An outline of the paper is as follows. In the next section the problem to be studied is defined precisely and certain related technical lemmas are given. In Sections 3 and 4 the two general theorems are presented and proved. Section 5 contains some technical estimates concerning the consistency of the Galerkin equations with the initial boundary value problem, which are needed in the applications. Sections 6 , 7 and 8 present the various examples. In Section 6 we study methods which require that elements of the subspace in which we seek the approximations satisfy certain homogeneous boundary conditions. Utilizing such subspaces, methods of arbitrarily high order of accuracy are constructed. In Section 7 some methods in which the subspaces need not satisfy the above mentioned boundary requirements are shown to fit into the theories of Sections 3 and/or 4 . Here methods are described for which the related quadratic forms are definite only on the approximating subspaces. The final section is devoted to least squares methods. The purely implicit method of [3] is contained here as a special case and Theorem 2 is seen to yield some new error estimates for that method. Again methods are constructed with arbitrarily given order of accuracy but without requiring prescribed boundary conditions to be satisfied by the approximating functions.

Throughout this paper, $C$ and $c$ will denote positive constants, not necessarily the same at different occurrences.

## 2. - Preliminaries.

Let $\Omega$ be a bounded domain in Euclidean $N$-space $R^{N}$ with $O^{\infty}$ boundary $\partial \Omega$. We shall use the following notation for inner products and norms in the real function spaces $L^{2}(\Omega)$ and $L^{2}(\partial \Omega)$, respectively, namely

$$
\begin{array}{ll}
(v, w)=\int_{\Omega} v(x) w(x) d x, & \|v\|=(v, v)^{\frac{1}{2}} \\
\langle v, w\rangle=\int_{\partial \Omega} v(x) w(x) d s, & |v|=\langle v, v\rangle^{\frac{1}{2}}
\end{array}
$$

Other norms will be distinguished by use of subscripts. In particular we shall use the norm in $H^{s}=W_{2}^{s}(\Omega)$ for $s$ a positive integer,

$$
\|v\|_{H^{*}}=\left(\sum_{|\alpha| \leqslant s}\left\|D^{\alpha} v\right\|^{2}\right)^{\frac{1}{2}}
$$

We shall also frequently use the Dirichlet form

$$
D(v, w)=\int_{\Omega} \sum_{j=1}^{N} \frac{\partial v}{\partial x_{j}} \frac{\partial w}{\partial x_{j}} d x
$$

We shall consider the approximate solution of the following mixed initial-boundary value problem for $u=u(x, t)$, namely

$$
\begin{gather*}
\frac{\partial u}{\partial t}=\Delta u \equiv \sum_{i=1}^{N} \frac{\partial^{2} u}{\partial x_{j}^{2}} \text { in } \Omega \times(0, T], \quad T>0  \tag{2.1}\\
u=0 \text { on } \partial \Omega \times[0, T]  \tag{2.2}\\
u(x, 0)=v(x) \text { in } \Omega \tag{2.3}
\end{gather*}
$$

We associate with this problem the eigenvalue problem

$$
\begin{equation*}
\Delta \varphi+\lambda \varphi=0 \text { in } \Omega, \quad \varphi=0 \text { on } \partial \Omega, \tag{2.4}
\end{equation*}
$$

about which the following is well-known.
Lemma 2.1. - The eigenvalue problem (2.4) admits a nondecreasing sequence $\left\{\lambda_{m}\right\}_{1}^{\infty}$ of positive eigenvalues (which tend to $+\infty$ with $m$ ) and a corresponding sequence $\left\{\varphi_{m}\right\}_{1}^{\infty}$ of eigenfunctions which constitute an orthonormal basis in $L^{2}(\Omega)$; every $v \in L^{2}(\Omega)$ may be represented as

$$
\begin{equation*}
v(x)=\sum_{m=1}^{\infty} v_{m} p_{m}(x), \quad v_{m}=\left(v, \varphi_{m}\right) \tag{2.5}
\end{equation*}
$$

and Parseval's relation

$$
(v, w)=\sum_{m=1}^{\infty} v_{m} w_{m}, \quad v_{m}=\left(v, \varphi_{m}\right), \quad w_{m}=\left(w, \varphi_{m}\right)
$$

holds.
In the sequel we shall often work with the eigenfunction expansions of functions $v \in L^{2}(\Omega) ; v_{m}$ will then without explicit mention, as in (2.5), denote ( $v, \varphi_{m}$ ), and $\Sigma$ will denote $\sum_{m=1}^{\infty}$.

For $s$ non-negative, let $\dot{H}^{s}$ be the subspace of $L^{2}(\Omega)$ defined by the norm

$$
\|v\|_{\dot{\alpha}^{s}}=\left(\sum_{m} \lambda_{m}^{s} v_{m}^{2}\right)^{\frac{1}{2}}
$$

and let $\dot{H}^{\infty}=\bigcap_{s>0} \dot{H}^{s}$. Notice in particular that for each $m, \varphi_{m} \in \dot{H}^{\infty}$.
The spaces $\dot{H}^{s}$ for $s$ a non-negative integer can also be characterized as follows:
Lemma 2.2. - For $s$ a non-negative integer,

$$
\dot{H}^{s}=\left\{v ; v \in H^{s}, \Delta^{i} v=0 \text { on } \partial \Omega \text { for } j<\frac{1}{2} s\right\} .
$$

In particular,

$$
\dot{H}^{\infty}=\left\{v ; v \in 0^{\infty}(\bar{\Omega}), \Delta^{j} v=0 \text { on } \partial \Omega \text { for all } j\right\}
$$

Proof, - We shall first prove that if $v \in H^{s}$ and $\Delta^{j} v=0$ on $\partial \Omega$ for $j<\frac{1}{2} s$ then $v \in \dot{H}^{s}$. For $s=1$ we have easily for $v \in C_{0}^{\infty}(\Omega)$,

$$
\lambda_{m} v_{m}=\left(v, \lambda_{m} \varphi_{m}\right)=-\left(v, \Delta \varphi_{m}\right)=-\left(\Delta v, \varphi_{m}\right)
$$

and hence

$$
\|v\|_{\dot{Z}^{1}}^{2}=\sum_{m} \lambda_{m} v_{m}^{2}=-\sum_{m}\left(v, \varphi_{m}\right)\left(\Delta v, \varphi_{m}\right)=-(v, \Delta v)=D(v, v)
$$

and since $C_{0}^{\infty}(\Omega)$ is dense in the subspace $\left\{v ; v \in H^{1}, v=0\right.$ on $\left.\partial \Omega\right\}$ of $H^{1}$, this proves the result for $s=1$. For $s=2 p+1$ we have by the result for $s=1$,

$$
\begin{aligned}
\|v\|_{\dot{i}^{2 p+1}}^{2} & =\sum_{m} \lambda_{m}^{2 p+1} v_{m}^{2}=\sum_{m} \lambda_{m}\left(v, \lambda_{m}^{p} \varphi_{m}\right)^{2} \\
& =\sum_{m} \lambda_{m}\left((-\Delta)^{p} v, \varphi_{m}\right)^{2}=D\left(\Delta^{p} v, \Delta^{p} v\right)<\infty
\end{aligned}
$$

For $s=2 p$ finally we have

$$
\|v\|_{\dot{A}^{2 p}}^{2}=\sum_{m} \lambda_{m}^{2 p} v_{m}^{2}=\sum_{m}\left(v, \lambda_{m}^{p} \varphi_{m}\right)^{2}=\sum_{m}\left((-\Delta)^{p} v, \varphi_{m}\right)^{2}=\left\|\Delta^{p} v\right\|^{2}<\infty .
$$

We now prove the opposite inclusion. Consider the case $s=2 p$ and let $\tilde{v}$ be any linear combination of finitely many of the eigenfunctions $\varphi_{m}$. Then by the above computation,

$$
\left\|\Delta^{v} \tilde{v}\right\|=\|\tilde{v}\|_{\dot{R}^{2 b}}
$$

On the other hand, by a well-known a priori inequality for the elliptic operator $\Delta^{p}$, we have, since $\Delta^{j} \tilde{v}=0$ on $\partial \Omega$ for $j<p$,

$$
\|\tilde{v}\|_{\mathbb{B}^{2 p}} \leqslant C\left\|\Delta^{p} \tilde{v}\right\|
$$

Since the $\tilde{v}$ are dense in $\dot{H}^{2 p}$ we conclude

$$
\|v\|_{\mathbb{H}^{2 p}} \leqslant C\|v\|_{\dot{H}^{2 p}}, \quad v \in \dot{H}^{2 p}
$$

and hence $\dot{H}^{2 p} \subset H^{2 p}$. Since

$$
\left|\Delta^{j} v\right| \leqslant C\|v\|_{H^{a p}}, \quad j<p,
$$

and the $\Delta^{j} \tilde{v}$ vanish on $\partial \Omega$ we conclude that this holds for $\Delta^{j} v$ also. The proof for odd $s$ is similar.

For the mixed initial-boundary value problem we have the following well-known result:

Lemara 2.3. - For $v \in L^{2}(\Omega)$ the problem (2.1), (2.2), (2.3) admits a unique solution in $\dot{H}^{\infty}$ for $t>0$ which can be represented as

$$
\begin{equation*}
u(x, t)=(E(t) v)(x)=\sum_{m} \exp \left[-t \lambda_{m}\right] v_{m} \varphi_{m}(x) \tag{2.6}
\end{equation*}
$$

The solution operator is bounded in $\dot{H}^{s}$ for any $s \geqslant 0$,

$$
\begin{equation*}
\|E(t) v\|_{\dot{H}^{s}} \leqslant\|v\|_{\dot{H}^{s}}, \quad v \in \dot{H}^{s}, \tag{2.7}
\end{equation*}
$$

and for $0 \leqslant s \leqslant l$ there is a constant $O$ such that

$$
\begin{equation*}
\|E(t) v\|_{\dot{म}^{l}} \leqslant O t^{-\frac{1}{2}(l-s)}\|v\|_{\dot{H}^{s}}, \quad v \in \dot{H}^{s} . \tag{2.8}
\end{equation*}
$$

Proof. - Obviously, (2.6) defines for $v \in L^{2}(\Omega)$ a solution which is in $\dot{H}^{\infty}$ for $t>0$. The inequalities (2.7) and (2.8) follow from

$$
\|E(t) v\|_{\dot{A}^{l}}=\left(\sum_{m} \lambda_{m}^{l} \exp \left[-2 \lambda_{m b} t\right] v_{m}^{2}\right)^{\frac{1}{2}} \leqslant C t^{-\frac{1}{2}(l-s)}\left(\sum_{m} \lambda_{m}^{s} v_{m}^{2}\right)^{\frac{1}{2}}=C t^{-\frac{1}{2}(l-s)}\|v\|_{\dot{u}^{\prime}},
$$

where

$$
C=\sup _{\tau>0} \tau^{\frac{1}{2}(l-s)} \exp (-\tau) .
$$

The uniqueness follows by the standard energy identity

$$
\frac{d}{d t}\|u\|^{2}=-2 D(u, u)
$$

We note for later use the following:
Lemma 2.4. - For any $s \geqslant 0$,

$$
\|(E(t)-I) v\|_{\dot{B}^{s} \leqslant t}\|v\|_{\dot{H}^{s+2}}, \quad v \in \dot{H}^{s+2}
$$

Proof. - We have

$$
\|(E(t)-I) v\|_{\dot{A}^{s}}=\left(\sum_{m} \lambda_{m}^{s}\left(\exp \left[-t \lambda_{m}\right]-1\right)^{2} v_{m}^{2}\right)^{\frac{1}{2}} \leqslant\left(\sum_{m} \lambda_{m}^{s}\left(t \lambda_{m}\right)^{2} v_{m}^{2}\right)^{\frac{1}{2}}=t\|v\|_{\dot{\dot{B}}^{s+s}}
$$

which proves the lemma.
As will be described in the subsequent sections, the approximate solution of (2.1), (2.2), (2.3) will be obtained by first discretizing in some way the equation (2.1) in
time using a time step $k$. In each instance this will introduce an elliptic problem depending on the parameter $k$. An approximate solution of this elliptic problem will then be sought in a finite dimensional space $S_{h}$ depending on a small parameter $h$ which can be though of as an analogue of the mesh-width in the finite difference theory. We shall introduce the "mesh-ratio" $\lambda=k / h^{2}$ and always assume below that it is kept constant as $h$ and $k$ tend to zero.

In addition to the norms defined above in $H^{s}$ and $\dot{H}^{s}$ we shall use the following norms in which the derivatives are weighted depending on their order, namely

$$
\|v\|_{B_{h}^{s}}=\left(\sum_{|\alpha| \leqslant s} h^{2|\alpha|}\left\|D^{\alpha} v\right\|^{2}\right)^{\frac{1}{2}}
$$

and

$$
\|v\|_{\dot{H}_{h}^{s}}=\left(\sum_{m}\left(1+k \lambda_{m}\right)^{s} v_{m n}^{2}\right)^{\frac{1}{2}} .
$$

In the same way as above, since $k / h^{2}$ is constant, these norms are equivalent, uniformly in $h$, for $s$ an integer and $v \in \dot{H}^{s}$. The latter norm is again defined for $s$ not necessarily an integer. For different $h$ the corresponding spaces $H_{h}^{s}$ contain the same elements but their Hilbert space structures are different. The same holds for $\dot{H}_{h}^{s}$.

We shall need the following interpolation lemma.
Lemma 2.5. - Let $0 \leqslant s_{1} \leqslant s \leqslant s_{2}$. Then there is a constant $O$ such that if $\mathcal{A}$ is a bounded linear mapping from $\dot{H}^{s_{1}}$ into a normed linear space $\mathcal{N}$ with

$$
\|A v\|_{\mathcal{N}} \leqslant A \min \left(\|v\|_{\dot{\boldsymbol{B}}_{h_{1}^{1}}^{s_{1}}}, h^{s_{2}}\|v\|_{\dot{B}^{s_{2}^{s}}}\right),
$$

then

$$
\|A v\|_{\mathcal{N}^{N}} \leqslant C A h^{s}\|v\|_{\dot{Z}^{s}}
$$

Proof. - Let $M$ be such that $k \lambda_{M} \leqslant 1 \leqslant k \lambda_{M+1}$. Setting

$$
\tilde{v}(x)=\sum_{m=1}^{M} v_{m} \varphi_{m}(x)
$$

we obtain

$$
\begin{aligned}
& \|\mathcal{A} v\|_{\mathcal{N}} \leqslant\|\mathcal{A} \tilde{v}\|_{\mathcal{N}}+\|\mathcal{A}(v-\tilde{v})\|_{\mathcal{N}} \leqslant A h^{z_{2}}\|\tilde{v}\|_{\dot{B}^{\varepsilon_{3}}}+A\|v-\tilde{v}\|_{\dot{\boldsymbol{A}}_{h^{5}}^{\varepsilon_{2}}} \leqslant \\
& \leqslant C A\left\{\sum_{m=1}^{M}\left(k \lambda_{m}\right)^{s_{2}} v_{m}^{2}+\sum_{m=M+1}^{\infty}\left(1+k \lambda_{m}\right)^{s_{1}} v_{m}^{2}\right\}^{\frac{1}{2}} .
\end{aligned}
$$

Since

$$
\begin{aligned}
(1+\tau)^{s_{1}} \leqslant 2^{s_{1}} \tau^{8}, & \text { for } \tau \geqslant 1, \\
\tau^{s_{2}} \leqslant \tau^{3}, & \text { for } \tau \leqslant 1,
\end{aligned}
$$

it follows that

$$
\|A v\|_{\mathcal{N}} \leqslant O A\left(\sum_{m=1}^{\infty}\left(k \lambda_{m}\right)^{s} v_{m}^{2}\right)^{\frac{1}{2}} \leqslant O A h^{s}\|v\|_{\dot{h}^{*}}
$$

which proves the lemma.
We shall now introduce our assumptions on the finite dimensional spaces $S_{h}$ which we will use. Let $0 \leqslant \sigma \leqslant \nu$ and let $h_{0}>0$. We say that the family $\left\{S_{k}\right\}=$ $=\left\{S_{b} ; 0<h \leqslant h_{0}\right\}$, of finite dimensional subspaces of $L^{2}(\Omega)$ belongs to $S_{\sigma, v}$ if for each $h, S_{h} \subset H^{\sigma}$ and if there is a constant $C$ such that for $v \in \dot{H}^{v}$,

The property (2.9) is shared by many of the families of piecewise polynomial spaces which have recently been employed in Galerkin or finite element investigations.

We now prove a lemma which affirms that the estimate (2.9) gentralizes to large ranges of the parameters; in previous papers this stronger condition has often been made an assumption.

Lemica 2.6. - If $\left\{S_{h}\right\} \in \mathrm{S}_{\sigma, \nu}$ then for $0 \leqslant \tau \leqslant \varrho \leqslant \nu$ and $\tau \leqslant \sigma$ there is a constant $C$ such that for $v \in \dot{H}^{\varrho}$,

$$
\inf _{\chi \in S h}\|v-\chi\|_{H_{h}^{\tau}} \leqslant C h^{\varrho}\|v\|_{\dot{z}^{e}}
$$

Proof. - Let $P_{\tau, h}$ be the orthogonal projection in $H_{h}^{\tau}$ onto $S_{h}$. Then by assumption

$$
\left\|\left(I-P_{\tau, h}\right) v\right\|_{\mathbb{E}_{h}^{\tau}}=\inf _{x \in S_{h}}\|v-\chi\|_{\mathbb{Z}_{h}^{\tau}} \leqslant \inf _{x \in S_{h}}\|v-\chi\|_{\dot{Z}_{h}^{\sigma}} \leqslant C h^{v}\|v\|_{\dot{Z}^{v}}
$$

On the other hand, since $I-P_{\tau, h}$ has norm 1 in $H_{h}^{\tau}$,

$$
\left\|\left(I-P_{\tau, h}\right) v\right\|_{B_{h}^{\tau}} \leqslant\|v\|_{H_{h}^{\tau}} \leqslant C\|v\|_{\dot{b}_{h}^{\tau}}
$$

The result now follows by Lemma 2.5.
Let $\dot{S}_{\sigma, v}$ be the subclass of $S_{\sigma, v}$ such that for $\left\{S_{h}\right\} \in \dot{S}_{\sigma, v}, S_{h} \in \dot{H}^{\sigma}$ for all $h$. By Lemma 2.2 this means that for $v \in \Phi_{h}$, we have $\Delta^{j} v=0$ on $\partial \Omega$ for $j<\frac{1}{2} \sigma$.

We recall the following trace inequality (cf. e.g. Lemma 4.1 of [3]).
Lemma 2.7. - There is a positive constant $O$ such that for any $\varepsilon>0$ and $v \in H^{1}$,

$$
|v| \leqslant \varepsilon\|v\|_{H^{1}}+C \varepsilon^{-1}\|v\|
$$

A consequence which will be frequently used below is the inequality

$$
h^{|\alpha|+\frac{1}{2}}\left|D^{\alpha} v\right| \leqslant C\|v\|_{Z_{h}^{|\alpha|+1}}, \quad v \in H^{|\alpha|+1}
$$

## 3. - Basic convergence theory for Galerkin methods.

We shall now introduce the general form of the Galerkin equations which we shall treat. Let $h, k$ be small positive numbers and assume as before that they are tied together by the relation $k h^{-2}=$ constant. Although in the sequel $k$ is completely determined by $h$ and conversely, we shall find it suggestive to keep both these parameters, with $k$ denoting the time step and $h$ the mesh width in space.

For each $h, k$ let there be given two bilinear forms $A_{k}(\varphi, \psi), B_{k}(\varphi, \psi)$ and a finite dimensional subspace $S_{b}$ of $L^{2}(\Omega)$. We shall consider approximations $U_{n}(x) \in S_{n}$ of $u(x, n k)=E(n k) v$, at times $t=n k, n=1,2, \ldots$, defined by

$$
\begin{align*}
& U_{0}=v \\
& A_{k}\left(U_{n+1}, \chi\right)=B_{k}\left(U_{n}, \chi\right), \quad \chi \in \Phi_{n} . \tag{3.1}
\end{align*}
$$

If $\left\{\omega_{j}\right\}_{1}^{N_{n}}$ is a basis in the finite dimensional space $S_{h}$, the problem of finding $w$ for given $v$ such that

$$
\begin{equation*}
A_{k}(w, \chi)=B_{k}(v, \chi), \quad \chi \in S_{h} \tag{3.2}
\end{equation*}
$$

can also be formulated as the problem of finding $w=\sum_{i=1}^{N_{h}} \alpha_{j} \omega_{i}$ such that ( $\alpha_{1}, \ldots, \alpha_{N_{n}}$ ) is the solution of the finite linear system of equations

$$
\begin{equation*}
\sum_{j=1}^{N_{n}} \alpha_{j} A_{k}\left(\omega_{j}, \omega_{l}\right)=B_{k}\left(v, \omega_{l}\right), \quad l=1, \ldots, N_{h} \tag{3.3}
\end{equation*}
$$

We shall now make a number of assumptions about the bilinear forms and the subspaces which will make it possible to affirm that the procedure (3.1) defines a uniquely determined sequence $U_{n}(x), n=0,1,2, \ldots$. These assumptions will relate the Galerkin equations to the original mixed initial-boundary value problem and be such that $U_{n}(x)$ and $u(x, n k)$ may be compared.

Assumptions about $A_{k}, B_{k}$ and $S_{h}$. There exist non-negative integers $a, b, \mu$ and $v$ such that
(i) $A_{k}(\varphi, \psi)$ is the inner product in a Hilbert space $\mathscr{H}_{k}$ in $L^{2}(\Omega)$ and containing $\dot{H}^{a}$ and $S_{h}$, and there exists a constant $C$ such that for $\varphi \in \mathscr{J}_{k} \cap H^{a}$,

$$
a_{k}(\varphi) \leqslant O\|\varphi\|_{a_{h}^{a}},
$$

where $a_{k x}(\varphi)=A_{k}(\varphi, \varphi)^{\frac{1}{2}}$.
(ii) $B_{k}(\varphi, \psi)$ is defined on $\left(\mathscr{H}_{k} \cup \dot{H}^{b}\right) \times \mathscr{H}_{k}$ and for $\varphi, \psi \in \mathscr{H}_{k}$,

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant a_{k}(\varphi) a_{k}(\psi) .
$$

(iii) The Galerkin equations (3.2) are satisfied by the exact solution of the differential equation with accuracy $\mu$ in the sense that for $b \leqslant s \leqslant 2 \mu+2$ there is a constant $C$ such that for $v \in \dot{H}^{b}$ and $\psi \in \mathscr{H}_{k}$,

$$
\left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right| \leqslant C h^{s}\|v\|_{\dot{\mathbf{B}}^{s}} a_{k}(\psi) .
$$

(iv) The family $\left\{S_{h}\right\}$ belongs to $\mathcal{S}_{a, v}$.

The inequality in (ii) can be considered as a stability property and (iii) expresses the consistency of the discretization in time. In applications $A_{k}$ will be a differential form and the parameter $a$ corresponds to its order. The presence of the parameter $b$ is related to the final estimates when the initial data possess minimal regularity properties. The parameters $\mu$ and $\nu$ describe the maximum accuracy obtainable for smooth initial data.

We shall now estimate the error in the $\mathscr{H}_{k}$-norm. To this end we start with some simple consequences of the above assumptions.

Proposition 3.1. - The Galerkin equations (3.2) admit for given $v \in \dot{H}^{b} \cup \mathscr{H}_{k}$ a unique solution $w=E_{k h} v \in S_{h}$. For $v \in \mathscr{H}_{k}$,

$$
a_{k}\left(E_{k \hbar} v\right) \leqslant a_{k}(v)
$$

Proof. - The existence and uniqueness follow at once from the fact that the $\operatorname{matrix}\left(A_{k}\left(\omega_{j}, \omega_{l}\right)\right)$ in (3.3) is positive definite. With $\chi=w=E_{k h} v$ we obtain by (3.2),

$$
a_{k}(w)^{2}=B_{k}(v, w) \leqslant a_{k}(v) a_{k}(w), \quad v \in \mathscr{J}_{k},
$$

which implies the inequality.
With this notation, the approximate solution of our problem at time $t=n k$ is $U_{n}=E_{l k}^{n} v$.

Proposition 3.2. - For $v \in \dot{H}^{b} \cup \mathscr{H}_{\mathscr{F}_{c}}$ the Galerkin equations over $\mathscr{H}_{\mathfrak{k}}$,

$$
\begin{equation*}
A_{k}(w, \psi)=B_{k}(v, \psi), \quad \psi \in \mathscr{C}_{k} \tag{3.4}
\end{equation*}
$$

admit a unique solution $w=E_{k} v \in \mathcal{H e}_{\mathfrak{k}}$.
Proof. - For $v \in \mathscr{H}_{k}$ (or $\dot{H}^{b}$ ) it follows from (ii) (or (iii)) that $B_{k}(v, \psi)$ is a bounded linear functional on $\mathscr{H}_{k}$. Hence by the Riesz representation theorem there is a $w=E_{k} v \in \mathscr{H}_{k}$ such that

$$
A_{k}(w, \psi)=B_{k}(v, \psi), \quad \psi \in \mathscr{J}_{\mathfrak{F}}
$$

We shall think of $E_{k}$ as the exact solution operator of the time discrete problem. It is related to $E_{k h}$ in the following way:

Proposition 3.3. - Let $P_{k}$ be the orthogonal projection in $\mathscr{H}_{k}$ onto $S_{k}$. Then $E_{k h}=P_{h} E_{k}$.

Proof. - This follows at once by the fact that by (3.2) and (3.4),

$$
A_{k}\left(E_{k n} v-E_{k} v, \chi\right)=0, \quad \chi \in S_{k}
$$

Proposition 3.4. - There is a constant $O$ such that

$$
a_{k}\left(\left(I-P_{h}\right) v\right) \leqslant C h^{\nu}\|v\|_{\dot{H}^{\nu}}, \quad v \in \dot{H}^{v}
$$

Proof. - By assumptions (i) and (iv) we have

$$
a_{k}\left(\left(I-P_{h}\right) v\right)=\inf _{\chi \in S_{h}} a_{k}(v-\chi) \leqslant C \inf _{\chi \in S_{h}}\|v-\chi\|_{z_{h}^{a}} \leqslant C h^{\nu}\|v\|_{\dot{\boldsymbol{H}}^{v}}
$$

Propostrion 3.5. - For $b \leqslant s \leqslant \min (2 \mu+2, \nu)$ there is a constant $O$ such that

$$
a_{k}\left(E_{k h} v-E(k) v\right) \leqslant C h^{s}\|v\|_{\dot{A}^{s}}, \quad v \in \dot{H}^{s}
$$

Proof. - By the triangle inequality, using Proposition 3.3 and the fact that $P_{h}$ has norm 1 in $\mathscr{H}_{k}$ we obtain,

$$
\begin{aligned}
& a_{k}\left(E_{k h} v-E(k) v\right) \leqslant a_{k}\left(\left(I-P_{h}\right) E(k) v\right)+a_{k}\left(P_{h}\left(E(k)-E_{k}\right) v\right) \leqslant \\
& \leqslant a_{k}\left(\left(I-P_{k}\right) E(k) v\right)+a_{k}\left(\left(E(k)-E_{k}\right) v\right)
\end{aligned}
$$

For the first term we have by Proposition 3.4 and Lemma 2.3,

$$
a_{k}\left(\left(I-P_{h}\right) E(k) v\right) \leqslant C h^{v}\|E(k) v\|_{\dot{H}^{p}} \leqslant C h^{s}\|v\|_{\dot{A}^{*}}, \quad 0 \leqslant s \leqslant v
$$

and the consistency condition (ii) implies for the second term

$$
a_{k}\left(\left(E(k)-E_{k}\right) v\right) \leqslant O h^{s}\|v\|_{\dot{\mu}^{*}}, \quad b \leqslant s \leqslant 2 \mu+2 .
$$

Hence the result follows.
We can now state and prove the basic error estimate.
Theorem 1. - Assume that the conditions (i), (ii), (iii) and (iv) are satisfied and let $s \geqslant b$. Then there is a constant $C$ such that with $\varrho=\min (2 \mu, \nu-2)$,

$$
a_{k}\left(E_{k h}^{n} v-E(n h) v\right) \leqslant C\left(\log \frac{1}{h}\right)^{\delta_{s, Q}} h^{\min (s, e)}\|v\|_{\dot{H}^{s}}, \quad v \in \dot{H}^{s}
$$

where $\delta_{s, Q}$ is the Kronecker delta.

Proor. - We have using the stability of $E_{k b}$ in $\mathfrak{H}_{k}$ (Proposition 3.1),

$$
a_{k}\left(E_{k \hbar}^{n} v-E(n k) v\right) \leqslant \sum_{i=0}^{n-1} a_{k}\left(E_{k h}^{n-1-j}\left(E_{k \hbar}-E(k)\right) E(j k) v\right) \leqslant \sum_{j=0}^{n-1} a_{k}\left(\left(E_{k \hbar}-E(k)\right) E(j k) v\right)
$$

For the term with $j=0$ we have by Proposition 3.5,

$$
a_{k}\left(\left(E_{k h}-E(k)\right) v\right) \in C h^{\min (s, 0)}\|v\|_{\dot{\bar{h}}^{s}}, \quad s \geqslant b .
$$

For the terms with $j>0$ we have using Proposition 3.5 (with $s=0+2$ ) and Lemma 2.3,

$$
\begin{aligned}
& \sum_{j=1}^{n-1} a_{k}\left(\left(E_{k h}-E(k)\right) E(j k) v\right) \leqslant C k h^{e} \sum_{j=1}^{n-1}\|E(j k) v\|_{\dot{H}^{\rho+2}} \leqslant \\
& \leqslant C h^{\varrho}\left\{k \sum_{j=1}^{n-1}(j k)^{-(\varrho+2-s) / 2}\right\}\|v\|_{\dot{A}^{\circ}}, \quad 0 \leqslant s \leqslant \varrho+2 .
\end{aligned}
$$

The result now follows since

$$
k \sum_{j=1}^{n-1}(j k)^{-(\varrho+2-s) / 2} \leqslant \begin{cases}O, & s>\varrho \\ O \log n, & s=\varrho \\ O k^{-(Q-s) / 2}, & 0 \leqslant s<\varrho\end{cases}
$$

## 4. - The stationary projection method.

The result in Section 3 is in a certain sense non-optimal with respect to the approximation; in order to obtain a $g$-th order result we have to employ a family of subspaces in some $\mathcal{S}_{a, y}$ with $v \geqslant Q+2$. This loss of $O\left(h^{-2}\right)=O\left(k^{-1}\right)=O(n)$ stems from the summation with respect to $j$ in the proof above. We shall present below an alternative treatment which, when applicable, avoids this loss.

The main point in this more refined analysis is to add the following fifth condition in which we introduce

$$
G_{k}(v, \chi)=A_{k}(v, \chi)-B_{k}(v, \chi)
$$

The condition is then the following:
(v) For given $v \in \dot{H}^{v}$ the equations

$$
\begin{equation*}
G_{l o}(w-v, \chi)=0, \quad \chi \in S_{h} \tag{4.1}
\end{equation*}
$$

have a unique solution $w=Q_{b} v \in S_{b}$ and there are positive constants $\nu_{0}$ and $C$ such
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that the linear operator $Q_{k}$ thus defined satisfies

$$
\left\|\left(I-Q_{h}\right) v\right\|_{\mathscr{S}_{*}} \leqslant C h^{v-v_{0}}\|v\|_{\dot{H}}^{v} .
$$

Notice that, by the stability requirement, $G_{k}(v, v) \geqslant 0$. In the case that $G_{k}(\varphi, \psi)$ is symmetric and positive definite, $Q_{k}$ is the orthogonal projection onto $S_{k}$ in the Hilbert space $\mathcal{G}_{\dot{k}}$ defined by the inner product $G_{k}(\varphi, \psi)$. In this case (v) means that the orthogonal projection with respect to $\mathscr{G}_{k}$ has a specific approximation property also in $\mathscr{H}_{k}$. In most examples below $Q_{h}$ will be optimal with respect to $\mathscr{H}_{k}$ which will mean $\nu_{0}=0$. In one case (Section 8) we are only able to establish (v) with $\nu_{0}=\frac{1}{2}$. The equation in (v) is related to the stationary version of the Galerkin equation.

In the treatment below it turns out that as we add condition (v) some of the other conditions may be relaxed in that some of the estimates only need to be valid on the subspaces $\mathbb{S}_{h}$ rather than on the whole Hilbert space $\mathscr{H}_{k}$. There will in fact be examples in what follows in which this is important so that the basic theory does not apply but the present does.

We now present the alternative conditions.
(i') There is a Hilbert space $\mathscr{H}_{k}$ in $L^{2}(\Omega)$ and containing $\dot{H}^{a}$ and $S_{h}$ such that $A_{k}(\varphi, \psi)$ is defined on $\mathscr{E}_{k} \times \mathscr{F}_{h}$, is symmetric on $S_{h} \times S_{h}$, and there is a constant $C$ such that for $\varphi \in S_{h}$,

$$
\|\varphi\|_{\mathfrak{J}_{k}} \leqslant C a_{k}(\varphi),
$$

where again $a_{k}(\varphi)=A_{k}(\varphi, \varphi)^{\frac{1}{2}}$, and such that for $\varphi \in \mathfrak{H}_{k} \cap H^{a}$,

$$
\|\varphi\|_{\mathscr{H}_{k}} \leqslant C\|\varphi\|_{H_{h}^{a}}
$$

(ii') $B_{k}(\varphi, \psi)$ is defined on $\left(\mathscr{H}_{k} \cup \dot{H}^{b}\right) \times S_{h}$ and there is a constant $O$ such that

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant \begin{cases}C\|p\| \operatorname{Se}_{k} a_{k}(\psi), & \varphi \in \mathscr{H}_{k}, \psi \in \mathcal{S}_{h} \\ a_{k}(\varphi) a_{k}(\psi), & \varphi, \psi \in S_{h}\end{cases}
$$

(iii') For $b \leqslant s \leqslant 2 \mu+2$ there is a constant $O$ such that for $v \in \dot{H}^{b}, \psi \in \mathcal{S}_{b}$,

$$
\left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right| \leqslant C h^{s}\|v\|_{\dot{\theta}^{s}} a_{k}(\psi)
$$

Clearly, if (i), (ii), (iii) are satisfied then (i'), (ii'), (iii') hold with the same $\mathfrak{H}_{k}$. We notice that with the same proof as before we have the following:

Proposition 4.1. - Under the new assumptions, the Galerkin equations (3.2) define for given $v \in \dot{H}^{b} \cup \mathscr{H}_{k}$ a uniquely determined $w=E_{k i} v \in S_{h}$ where again $E_{k h}$ is a linear operator, and for $v \in S_{h}$,

$$
a_{k}\left(E_{k k} v\right) \leqslant a_{k}(v)
$$

This inequality expresses the stability in the subspace of the discrete solution operator but will not be explicitely used in the error analysis. We notice that the exact solution operator $E_{k}$ of the time discrete problem has no analogue in the new theory.

We can now state and prove the main result of this section.
Theorem 2, - Assume that the conditions ( $\mathrm{i}^{\prime}$ ), ( $\mathrm{ii}^{\prime}$ ), (iii'), (iv) and (v) are satisfied and let $s \geqslant b$. Then there is a constant $O$ such that for $v \in \dot{H}^{s}$,

$$
\left\|E_{k h}^{n} v-E(n k) v\right\|_{\mathscr{H}_{k}} \leqslant C\left\{\left(\log \frac{1}{h}\right)^{\delta_{s, v}} h^{\min (s, v)-\gamma_{0}}+\left(\log \frac{1}{h}\right)^{\delta_{s, 2} \mu} h^{\min (s, 2 \mu)}\right\}\|v\|_{\dot{H}^{s}}
$$

Proof. - Set

$$
u_{n}=E(n k) v, \quad U_{n}=E_{k h}^{n} v \quad \text { and } \quad e_{n}=u_{n}-U_{n}
$$

We shall write $e_{n}$ in the form

$$
e_{n}=\xi_{n}+\eta_{n}, \quad \text { with } \quad \xi_{n}=\left(I-Q_{n}\right) u_{n},
$$

so that

$$
\eta_{n}=e_{n}-\xi_{n}=Q_{n} u_{n}-U_{n}
$$

Notice that $\eta_{n} \in \$_{h}$ and that $\xi_{n}$ satisfies

$$
\begin{equation*}
G_{k}\left(\xi_{n}, \chi\right)=0 \quad \text { for } \quad \chi \in S_{n} \tag{4.2}
\end{equation*}
$$

By the consistency condition (iii') and the Galerkin equations we have for $b \leqslant s_{1} \leqslant 2 \mu+2, \chi \in S_{h}$,

$$
\begin{equation*}
\left|A_{k}\left(e_{i+1}, \chi\right)-B_{k}\left(e_{j}, \chi\right)\right| \leqslant C h^{s_{1}}\left\|u_{j}\right\|_{\dot{H}_{i}}^{s_{1}} a_{k}(\chi) . \tag{4.3}
\end{equation*}
$$

Using (4.2) it follows in particular that

$$
\left|A_{k}\left(\eta_{j+1}, \chi\right)-B_{k}\left(\eta_{j}, \chi\right)+B_{k}\left(\xi_{i+1}-\xi_{j}, \chi\right)\right| \leqslant C h^{2 \mu+2} \|\left. u_{j}\right|_{\dot{H}^{2 \mu+2}} a_{k}(\chi),
$$

and hence with $\chi=\eta_{j+1}$ using the first inequality in (ii'),

$$
a_{k}\left(\eta_{j+1}\right)^{2} \leqslant B_{l k}\left(\eta_{j}, \eta_{j+1}\right)+C\left\{\left\|\xi_{j+1}-\xi_{j}\right\| \mathcal{e}_{k}+k h^{2 \mu}\left\|u_{j}\right\|_{i^{2} \mu+2}\right\} a_{k}\left(\eta_{j+1}\right)
$$

By the stability assumption in (ii') and (v) this implies after cancellation of $a_{k}\left(\eta_{j+1}\right)$,

$$
\begin{align*}
a_{k}\left(\eta_{i+1}\right) & \leqslant a_{k}\left(\eta_{j}\right)+C\left\{\left\|\left(I-Q_{h}\right)\left(u_{j+1}-u_{j}\right)\right\|_{\mathfrak{H}_{k}}+k h^{2 \mu}\left\|u_{j}\right\|_{\dot{\dot{a}}^{2 \mu+2}}\right\} \leqslant  \tag{4.4}\\
& \leqslant a_{k}\left(\eta_{j}\right)+C\left\{h^{\nu-v_{0}}\left\|(E(k)-I) u_{j}\right\|_{\dot{H}^{\nu}}+k h^{2 \mu}\left\|u_{j}\right\|_{\dot{\dot{i}}^{2 \mu+2}}\right\}
\end{align*}
$$

Using Lemmas 2.4 and 2.3 we obtain for $j>0,0 \leqslant s \leqslant \nu+2$,

$$
\left\|(E(k)-I) u_{j}\right\|_{\dot{i}^{v}} \leqslant k\|E(j k) v\|_{\dot{\dot{I}}^{p+2}} \leqslant O k(j k)^{-(v+2-s) / 2}\|v\|_{\dot{\boldsymbol{H}}^{s}}
$$

Applying the same argument to the last term in (4.4) and summing over $j$ we obtain for $n \geqslant 1, s \geqslant 0$,

$$
\begin{aligned}
a_{k}\left(\eta_{n}\right) & \leqslant a_{k}\left(\eta_{1}\right)+C\left\{h^{v-\gamma_{0}} k \sum_{j=1}^{n-1}(j k)^{-(v+2-s) / 2}+h^{2 \mu} k \sum_{j=1}^{n-1}(j k)^{-(2 \mu+2-s) / 2}\right\}\|v\|_{\dot{B}^{s}} \leqslant \\
& \leqslant a_{h}\left(\eta_{1}\right)+C\left\{\left(\log \frac{1}{h}\right)^{\delta_{s, v}} h^{\min (s, v)-\gamma_{v}}+\left(\log \frac{1}{h}\right)^{\delta_{s, 2} / k} h^{\min (s, 2 \mu)}\right\}\|v\|_{\dot{\boldsymbol{a}}^{s}}
\end{aligned}
$$

To estimate $a_{k}\left(\eta_{1}\right)$ consider (4.3) with $j=0$. Since $e_{0}=0$ we obtain easily for $b \leqslant s_{1} \leqslant 2 \mu+2$,

$$
a_{k^{2}}\left(\eta_{1}\right) \leqslant C\left\{\left\|\xi_{1}\right\| \mathfrak{F}_{k}+h^{s_{1}}\|v\|_{\dot{B}^{s_{1}}}\right\}=C\left\{\left\|\left(I-Q_{h}\right) u_{1}\right\| \mathfrak{H}_{k}+h^{s_{1}}\|v\|_{\dot{B}^{s^{3}}}\right\}
$$

By assumption (v) this implies for $b \leqslant s_{1} \leqslant 2 \mu+2,0 \leqslant s_{2} \leqslant \nu$,

$$
\begin{aligned}
& a_{\hbar^{\prime}}\left(\eta_{1}\right) \leqslant C\left\{h^{v-v_{v}}\|E(h) v\|_{\dot{H}^{y}}+h^{s_{1}}\|v\|_{\dot{H}^{s_{1}}}\right\} \\
& \leqslant C\left\{h^{s_{2}-\gamma_{0}}\|v\|_{\dot{\boldsymbol{H}}^{s_{2}}}+h^{s_{2}}\|v\|_{\dot{\boldsymbol{H}}^{s_{1}}}\right\} .
\end{aligned}
$$

Altogether we obtain for $s \geqslant b$,

$$
\left\|\eta_{n}\right\| \mathcal{R}_{k} \leqslant C a_{k}\left(\eta_{n}\right) \leqslant C\left\{\left(\log \frac{1}{h}\right)^{\delta_{s, v}} h^{\min (s, v)-v_{s}}+\left(\log \frac{1}{h}\right)^{\delta_{s, 2} \mu} h^{\min (s, 2 \mu)}\right\}\|v\|_{\dot{B}^{s}}
$$

On the other hand, by (v) we have for $n \geqslant 1,0 \leqslant s \leqslant \nu$,

$$
\begin{aligned}
\left\|\xi_{n}\right\|_{\mathcal{C}_{k}} & =\left\|\left(I-Q_{h}\right) u_{n}\right\|_{\mathcal{H}_{k}} \leqslant C h^{\nu-v_{0}}\|E(n k) v\|_{\dot{A}^{\nu}} \leqslant \\
& \leqslant C h^{\nu-v_{0}}(n k)^{-(\nu-s) / 2}\|v\|_{\dot{R}^{2}} \leqslant C h^{s-\nu_{0}}\|v\|_{\dot{\vec{A}}^{s}}
\end{aligned}
$$

and hence finally for $s \geqslant b, n \geqslant 1$,

$$
\left\|e_{n}\right\|_{\mathfrak{H e}_{k}} \leqslant\left\|\xi_{n}\right\|_{\mathfrak{H}_{k}}+\left\|\eta_{n}\right\|_{\mathfrak{H}_{k}} \leqslant C\left\{\left(\log \frac{1}{h}\right)^{\delta_{s, v}} h^{\min (s, v)-v_{v}}+\left(\log \frac{1}{h}\right)^{\delta_{s, 2 \mu}} h^{\min (s, 2 \mu)}\right\}\|v\|_{\dot{a}^{s}}
$$

which completes the proof.

## 5. - Some consistency estimates.

We shall prove here a lemma which will be used in establishing the consistency estimates in all the examples below.

Lemma 5.1. - Let $r(\tau)=b(\tau) / a(\tau)$ be a rational function with.

$$
a(\tau)=\sum_{j=0}^{\alpha} a_{j} \tau^{j}, \quad b(\tau)=\sum_{j=0}^{\beta} b_{j} \tau^{j}, \quad a_{\alpha} \neq 0, b_{\beta} \neq 0, a_{0}=b_{0}=1
$$

such that

$$
\begin{equation*}
a(\tau)>0, \quad|r(\tau)| \leqslant 1 \quad \text { for } \quad \tau>0 \tag{i}
\end{equation*}
$$

and for some $\mu \geqslant 1$ with $\mu+1 \geqslant \beta$,

$$
\begin{equation*}
r(\tau)=\exp [-\tau]+O\left(\tau^{\mu+1}\right) \quad \text { as } \quad \tau \rightarrow 0 \tag{ii}
\end{equation*}
$$

Then for $v, w \in \dot{H}^{\infty}$;

$$
\begin{align*}
& \|a(-k \Delta) E(k) v-b(-k \Delta) v\| \leqslant C h^{s}\|v\|_{\dot{H}^{s}}, \quad 2 \beta \leqslant s \leqslant 2 \mu+2  \tag{5.1}\\
& |(a(-k \Delta) E(k) v-b(-k \Delta) v, w)| \leqslant C h^{s}\|v\|_{\dot{H}^{s}}(a \cdot(-k \Delta) w, w)^{\frac{1}{s}}  \tag{5.2}\\
& \max (2 \beta-\alpha, 0) \leqslant s \leqslant 2 \mu+2
\end{align*}
$$

Proof. - We have, with the notation of Section 2,

$$
\begin{aligned}
& \|a(-k \Delta) E(k) v-b(-k \Delta) v\|^{2}=\sum_{m}\left(a\left(k \lambda_{m}\right) \exp \left[-k \lambda_{m}\right]-b\left(k \lambda_{m}\right)\right)^{2} v_{m}^{2} \\
& (a(-k \Delta) E(k) v-b(-k \Delta) v, w)=\sum_{m}\left(a\left(k \lambda_{m}\right) \exp \left[-k \lambda_{m}\right]-b\left(k \lambda_{m}\right)\right) v_{m} w_{m}
\end{aligned}
$$

and

$$
(a(-k \Delta) w, w)=\sum_{m} a\left(k \lambda_{m}\right) w_{m}^{2}
$$

The first result therefore follows from the inequality

$$
\left|a(\tau) e^{-\tau}-b(\tau)\right| \leqslant\left|a(\tau)\left(e^{-\tau}-r(\tau)\right)\right| \leqslant C \tau^{\sigma}, \quad \tau>0, \beta \leqslant \sigma \leqslant \mu+1
$$

since hence with $\sigma=s / 2$,

$$
\|a(-k \Delta) E(k) v-b(-k \Delta) v\| \leqslant C\left(\sum_{m}\left(k \lambda_{m}\right)^{s} v_{m}^{2}\right)^{\frac{1}{2}} \leqslant O h^{s}\|v\|_{\dot{H}^{s}} .
$$

The second result follows similarly from

$$
\left|a(\tau)^{\frac{1}{2}}\left(e^{-\tau}-r(\tau)\right)\right| \leqslant C \tau^{\sigma}, \quad \max \left(\beta-\frac{1}{2} \alpha, 0\right) \leqslant \sigma \leqslant \mu+1 .
$$

A special set of rational functions satisfying the assumptions of Lemma 5.1 is formed by the diagonal and subdiagonal Padé approximations of $e^{-\tau}$ (cf. [8]). These are defined by

$$
r_{\alpha \beta}(\tau)=\frac{\tilde{b}_{\alpha \beta}(\tau)}{a_{\alpha \beta}(\tau)}
$$

where

$$
\begin{aligned}
& a_{\alpha \beta}(\tau)=\sum_{j=0}^{\alpha} \frac{(\alpha+\beta-j)!\alpha!}{(\alpha+\beta)!j!(\alpha-j)!} \tau^{j}=\sum_{j=0}^{\alpha} a_{\alpha \beta j} \tau^{j}, \\
& b_{\alpha \beta j}(\tau)=\sum_{j=0}^{\beta} \frac{(\alpha+\beta-j)!\beta!}{(\alpha+\beta)!j!(\beta-j)!}(-\tau)^{j}=\sum_{j=0}^{\beta} b_{\alpha \beta j} \tau^{j} .
\end{aligned}
$$

The Pade approximations are the most accurate approximations of $e^{-r}$ near the origin with given degrees of $a$ and $b$. The assumptions of Lemma 5.1 are satisfied for $\beta \leqslant \alpha$ with $\mu=\alpha+\beta$. Further,

$$
\begin{equation*}
\left|b_{\alpha \beta j}\right|<a_{\alpha \beta j}, \quad 1 \leqslant j \leqslant \alpha, \beta<\alpha \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{\alpha \alpha j}=(-1)^{j} a_{\alpha \alpha j} \neq 0, \quad 0 \leqslant j \leqslant \alpha, \beta=\alpha \tag{5.4}
\end{equation*}
$$

## 6. - Some methods with subspaces satisfying prescribed boundary conditions.

We shall introduce here a class of methods which illustrates the results in Sections 3 and 4. The class will contain methods of arbitrary order of accuracy but the high order of accuracy will be achieved in the examples of this section only for subspaces which satisfy quite restrictive boundary conditions.

We begin with a particular case, namely the methods analyzed by Douglas and Dupont [4]. Set

$$
\begin{aligned}
& A_{k}(\varphi, \psi)=(\varphi, \psi)+\varkappa k D(\varphi, \psi) \\
& \mathcal{B}_{k}(\varphi, \psi)=(\varphi, \psi)-(\mathbf{1}-\varkappa) k D(\varphi, \psi),
\end{aligned}
$$

where $x \geqslant \frac{1}{2}$ and let $\mathscr{F}_{k}$ be the completion of $G_{0}^{\infty}(\Omega)$ with respect to the norm $a_{k}(\varphi)=A_{k_{k}}(\varphi, \varphi)^{\frac{2}{2}}$. Obviously

$$
c\|\varphi\|_{\dot{\dot{B}}_{h}^{1}} \leqslant a_{k}(\varphi) \leqslant C\|\varphi\|_{\dot{\boldsymbol{A}}_{\hbar}^{\prime}}
$$

The Hilbert space $\mathscr{H}_{k}$ contains the same functions as $\dot{H}^{1}$ and we therefore assume $\left\{S_{h}\right\} \in \dot{S}_{1, v}$ so that in particular the elements of $S_{h}$ vanish on $\partial \Omega$. Hence conditions (i) and (iv) are satisfied with $a=1$. By Cauchy's inequality we have, since $x \geqslant \frac{1}{2}$,

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant\|\varphi\| \cdot\|\varphi\|+\varkappa k D(\varphi, \varphi)^{\frac{1}{2}} D(\psi, \psi)^{\frac{7}{2}} \leqslant a_{k}(\varphi) a_{k}(\varphi)
$$

so that (ii) holds with $b=1$ for $x \neq 1$, and $b=0$ for $x=1$.
To see that Theorem 1 applies it remains only to consider the consistency condition (iii). For $v, y \in \dot{H}^{\infty}$ we have by integration by parts, since the functions vanish on $\partial \Omega$,

$$
\begin{aligned}
& A_{k}(E(k) v, \psi)-B_{k}(v, \psi)= \\
& \quad=((E(k)-I) v, \psi)+k D((\varkappa E(k)+(1-\varkappa) I) v, \psi)= \\
& \quad=((E(k)-I) v, \psi)-k(\Delta(\varkappa E(k)+(1-\varkappa) I) v, \psi)= \\
& \quad=((I-\varkappa k \Delta) E(k) v-(I+(1-\varkappa) k \Delta) v, \psi) .
\end{aligned}
$$

Hence applying Lemma 5.1 with

$$
\begin{equation*}
r(\tau)=\frac{1-(1-x) \tau}{1+x \tau} \tag{6.1}
\end{equation*}
$$

we obtain

$$
\left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right| \leqslant C h^{s}\|v\| \dot{H}^{s} a_{k}(\psi), \quad b \leqslant s \leqslant 2 \mu+2
$$

where $\mu=2$ if $x=\frac{1}{2}$ and $\mu=1$ otherwise. In particular for $x=\frac{1}{2}$ and $\nu=6$, Theorem 1 gives

$$
\left\|E_{k h}^{n} v-E(n k) v\right\|_{\dot{\dot{r}}_{h}^{1}} \leqslant \begin{cases}C h^{4}\|v\|_{\dot{\dot{A}}^{s}}, & s>4 \\ C h^{4} \log \frac{1}{h}\|v\|_{\dot{B}^{4}} \\ C h^{s}\|v\|_{\dot{U}^{s}}, & 1 \leqslant s<4\end{cases}
$$

In order to apply Theorem 2 we choose the same $\mathscr{H}_{k}$ as above. The conditions $\left(\mathrm{i}^{\prime}\right)$, ( $\mathrm{ii}^{\prime}$ ), (iii'), (iv) are then satisfied as before with the appropriate parameters. We now turn to condition (v). The bilinear form $G_{k}(\varphi, \psi)=k D(\varphi, y)$ is here positive definite so that the equations (4.1) have a unique solution $w=Q_{h} v \in S_{h}$. We have with $g_{k}(\varphi)=G_{k}(\varphi, \varphi)^{\frac{1}{2}}$,

$$
\begin{equation*}
g_{k}\left(\left(I-Q_{h}\right) v\right) \leqslant O \inf _{\chi \in S_{h}}\|v-\chi\|_{\dot{\vec{m}}_{h}^{1}} \leqslant C h^{s}\|v\|_{\dot{a}^{s}}, \quad 1 \leqslant s \leqslant \nu . \tag{6.2}
\end{equation*}
$$

In order to estimate $\tilde{v}=\left(I-Q_{h}\right) v$ in $\mathscr{H}_{k}$ it remains to estimate $\tilde{v}$ in $L^{2}(\Omega)$. For this purpose we use a technique due to Nitsone [5]. Let $w \in \dot{H}^{2}$ be defined as the
solution of the Dirichlet problem

$$
\begin{equation*}
-\Delta w=\tilde{v} \text { in } \Omega, \quad w=0 \text { on } \partial \Omega \tag{6.3}
\end{equation*}
$$

Then

$$
\|\tilde{v}\|^{2}=-(\tilde{v}, \Delta w)=D(\tilde{v}, w)
$$

By the definition of $\tilde{v}$ we have

$$
D(\tilde{v}, \chi)=k^{-1} G_{k}(\tilde{v}, \chi)=0, \quad \chi \in S_{h},
$$

so that with $\chi=Q_{h} w$ and $\widetilde{w}=\left(I-Q_{h}\right) w$,

$$
\begin{equation*}
\|\tilde{v}\|^{2}=D\left(\tilde{v},\left(I-Q_{n}\right) w\right) \leqslant O h^{-2} g_{k}(\tilde{v}) g_{k}(\tilde{w}) \tag{6.4}
\end{equation*}
$$

Now by (6.2) and a standard a priori estimate for the solution of (6.3),

$$
g_{k}(\tilde{w}) \leqslant C h^{2}\|w\|_{\dot{H}^{2}} \leqslant C h^{2}\|\tilde{v}\| .
$$

Hence by (6.4),

$$
\|\tilde{v}\| \leqslant O g_{k}(\tilde{v}) \leqslant C h^{v}\|v\|_{\dot{a}^{v}}
$$

This proves that (v) is satisfied with $v_{0}=0$.
In particular, Theorem 2 with $\chi=\frac{1}{2}, v=4$ now gives

$$
\left\|E_{k h}^{n} v-E(n \neq) v\right\|_{\dot{A}_{h}^{1}} \leqslant \begin{cases}O h^{4}\|v\|_{\dot{B}^{s}}, & s>4 \\ O h^{4} \log \frac{1}{h}\|v\|_{\dot{\mathbf{B}}^{4}}, \\ O h^{s}\|v\|_{\dot{H}^{s}}, & 1 \leqslant s<4\end{cases}
$$

Notice the reduction from $v=6$ to $v=4$ in the approximability assumptions for the subspaces. Hence in this case Theorem 2 is stronger than Theorem 1.

The preceding example, as mentioned above, corresponds to the rational function (6.1). For the purpose of including examples of higher order accuracy we shall now construct Galerkin methods based on more general rational functions.

To this end let $r(\tau)=b(\tau) / a(\tau)$ be a rational function satisfying the assumptions of Lemma 5.1. Define for $v, w \in \dot{H}^{\infty}$,

$$
A_{k}(v, w)=(a(-k \Delta) v, w)=\sum_{j=0}^{\alpha} a_{j}(-k)^{j}\left(\Delta^{j} v, w\right)
$$

By integrating by parts we find because of the boundary conditions

$$
\left(\Delta^{2 j} v, w\right)=\left(\Delta^{j} v, \Delta^{j} w\right), \quad-\left(\Delta^{2 j+1} v, w\right)=D\left(\Delta^{j} v, \Delta^{j} w\right)
$$

so that $A_{g}$ is symmetric. In terms of the coefficients of the eigenfunction expansions of $v$ and $w$ we have

$$
A_{k}(v, w)=\sum_{m} a\left(k \lambda_{m}\right) v_{m} w_{m}
$$

and it follows that $a_{k}(\varphi)$ is a norm equivalent (uniformly in $k$ ) to that in $\dot{H}_{n}^{\alpha}$. We now choose $\mathscr{H}_{k}$ to be the completion of $\dot{H}^{\infty}$ with respect to $a_{k}(p)$. Assuming $\left\{S_{h}\right\} \in \dot{S}_{\alpha, v}$, the conditions (i) and (iv) are then satisfied with $a=\alpha$.

Similarly, for $v, w \in \dot{H}^{\infty}$ we define

$$
B_{k}(v, w)=(b(-k \Delta) v, w)=\sum_{m} b\left(k \lambda_{m}\right) v_{m} w_{m}
$$

and make the obvious extension to $\dot{H}^{b} \times \dot{H}^{\alpha}$ with $b=\max (2 \beta-\alpha, 0)$. It follows that (ii) holds with this $b$ since by the assumption (i) of Lemma 5.1,

$$
\begin{aligned}
\left|B_{k}(v, w)\right| & =\left|\sum_{m} b\left(k \lambda_{m}\right) v_{m} w_{m}\right|=\left|\sum_{m} r\left(k \lambda_{m}\right)\left(a\left(k \lambda_{m}\right)^{\frac{1}{b}} v_{m}\right)\left(a\left(k \lambda_{m}\right)^{\frac{1}{2}} w_{m}\right)\right| \leqslant \\
& \leqslant\left(\sum_{m} a\left(k \lambda_{m}\right) v_{m}^{2}\right)^{\frac{1}{2}}\left(\sum_{m} a\left(k \lambda_{m}\right) w_{m}^{2}\right)^{\frac{7}{2}}=a_{k}(v) a_{k}(w)
\end{aligned}
$$

The consistency requirement (iii) is also satisfied as expressed by (5.2) of Lemma 5.1 and hence we may apply Theorem 1 with the appropriate choice of parameters.

The present Galerkin method can be thought of as consisting of solving approximately at each time step an elliptic problem of the form

$$
\begin{aligned}
& a(-k \Delta) w=b(-k \Delta) v \text { in } \Omega \\
& \Delta^{j} w=0 \text { for } j<\alpha \text { on } \partial \Omega
\end{aligned}
$$

the exact solution operator of this problem defines the operator $E_{k}$ appearing in the theory in Section 3.

We shall now consider the application of Theorem 2. We have already treated the case $\alpha=1$ above so that we shall assume below that $\alpha \geqslant 2$. Choosing $\mathscr{H}_{k}$ and $\left\{S_{h}\right\}$ as above, the assumptions ( $\mathrm{i}^{\prime}$ ), (ii'), ( $\mathrm{iii}^{\prime}$ ) and (iv) are again valid with the same parameters as before. We now turn to condition (v). Set

$$
g(\tau)=a(\tau)-b(\tau)=\sum_{j=1}^{\infty} g_{j} \tau^{j}
$$

where the degree of $g$ is at most $\alpha$ and where $g_{1}=1$ by Lemma 5.1, (i), (ii). We shall first make the following additional assumption, namely

$$
\begin{equation*}
g(\tau)>0 \quad \text { for } \quad \tau>0, \quad \text { and } g_{\alpha} \neq 0 \tag{6.5}
\end{equation*}
$$

By this assumption,

$$
\tau^{\alpha} a(\tau) \leqslant C g(\tau)^{2}, \quad \tau>0 .
$$

By (6.5) the bilinear form

$$
G_{k}(v, w)=(g(-k \Delta) v, w)=\sum_{m} g\left(k \lambda_{m}\right) v_{m} w_{m}
$$

is positive definite on $\dot{H}^{\alpha}$. Let $Q_{h}$ be the projection onto $S_{h}$ defined by the inner product $G_{k}(v, w)$. In order to prove condition (v) with $\nu_{0}=0$ we want to prove that

$$
\begin{equation*}
a_{k}\left(\left(I-Q_{h}\right) v\right) \leqslant C h^{v}\|v\|_{\dot{H}^{\nu}} . \tag{6.6}
\end{equation*}
$$

Notice that with $\left(I-Q_{n}\right) v=\tilde{v}$ we have by definition

$$
\begin{equation*}
G_{k}(\tilde{v}, \chi)=0, \quad \chi \in S_{h} \tag{6.7}
\end{equation*}
$$

$$
\begin{equation*}
g_{k}(\tilde{v})=G_{k}(\tilde{v}, \tilde{v})^{\frac{1}{2}} \leqslant C \inf _{x \in \mathbb{S}_{h}}\|v-\chi\|_{\dot{B}_{h}}^{x} \leqslant O h^{s}\|v\|_{\dot{H}^{s}}, \quad \alpha \leqslant s \leqslant v \tag{6.8}
\end{equation*}
$$

Define $\psi$ by

$$
\psi_{m}=\left(\psi, \varphi_{m}\right)=\frac{a\left(k \lambda_{m}\right)}{g\left(k \lambda_{m}\right)} \tilde{v}_{m}
$$

Since $a / g$ is bounded at infinity, $\psi \in \dot{H}^{s}$ when $\tilde{v} \in \dot{H}^{s}$. Setting $\tilde{\psi}=\left(I-Q_{n}\right) \psi$ we obtain by (6.7) and Cauchy's inequality

$$
\begin{equation*}
a_{k}(\tilde{v})^{2}=G_{k}(\tilde{v}, \psi)=G_{k}(\tilde{v}, \tilde{\psi}) \leqslant g_{k}(\tilde{v}) g_{k}(\tilde{\psi}) . \tag{6.9}
\end{equation*}
$$

Using (6.8) with $s=\alpha$ we have by our assumption (6.5),

$$
g_{k}(\tilde{\psi}) \leqslant C h^{\alpha}\|\psi\|_{\dot{B}^{\alpha}} \leqslant C\left(\sum_{m}\left(k \lambda_{m}\right)^{\alpha}\left(\frac{a\left(k \lambda_{m}\right)}{g\left(k \lambda_{m}\right)}\right)^{2} \tilde{v}_{m}^{2}\right)^{\frac{t}{*}} \leqslant C a_{k k}(\tilde{v}),
$$

so that by (6.9) and (6.8) with $s=v$,

$$
a_{k}(\tilde{v}) \leqslant C g_{k}(\tilde{v}) \leqslant C h^{v}\|v\|_{\dot{H}^{v}}
$$

which completes the proof of (6.6).
We shall now show that under an additional assumption on $\left\{S_{n}\right\}$ we can relax the condition $\gamma=$ degree $g=$ degree $a=\alpha$. We now only assume

$$
g(\tau)>0 \quad \text { for } \quad \tau>0
$$

and make the "inverse» assumption

$$
\begin{equation*}
\|\chi\|_{\dot{B}_{n}^{\alpha}} \leqslant C\|\chi\|_{\dot{H}_{h}^{\gamma}}, \quad \chi \in \mathbb{S}_{h} . \tag{6.10}
\end{equation*}
$$

We clearly have

$$
(1+\tau)^{\gamma} \leqslant C(1+g(\tau)),
$$

and it follows that

$$
\|v\|_{\dot{\dot{x}_{h}^{\prime}}} \leqslant C\left(\|v\|+g_{k}(v)\right), \quad v \in \dot{H}^{\gamma}
$$

and hence by the inverse assumption (6.10),

$$
\begin{equation*}
\|\chi\|_{\dot{U}_{n}^{\alpha} \leqslant} \leqslant C\left(\|\chi\|+g_{k}(\chi)\right), \quad \chi \in S_{h} \tag{6.11}
\end{equation*}
$$

Let $Q_{h}$ be, as before, the projection with respect to the inner product $G_{k}(v, w)$ and notice that by Lemma 2.6,

$$
\begin{equation*}
g_{n}\left(\left(I-Q_{n}\right) v\right) \leqslant C h^{s}\|v\|_{\dot{i}^{2}}, \quad \gamma \leqslant s \leqslant \nu . \tag{6.12}
\end{equation*}
$$

We shall first prove

$$
\left\|\left(I-Q_{h}\right) v\right\| \leqslant C h^{v}\|v\|_{\dot{H}^{v}}
$$

In fact, let $\tilde{v}, \psi$ and $\tilde{\psi}$ be defined by

$$
\tilde{v}=\left(I-Q_{h}\right) v, \quad \psi_{m}=\frac{\tilde{v}_{m}}{g\left(k \lambda_{m}\right)}, \quad \tilde{\psi}=\left(I-Q_{h}\right) \psi
$$

We have

$$
\begin{equation*}
\|\tilde{v}\|^{2}=G_{k}(\tilde{v}, \psi)=G_{k}(\tilde{v}, \tilde{\psi}) \leqslant g_{k}(\tilde{v}) g_{k}(\tilde{\psi}) \tag{6.13}
\end{equation*}
$$

and by (6.12) with $s=\gamma$,

$$
g(\widetilde{\psi}) \leqslant O h^{\gamma}\|\psi\|_{\dot{a}^{\gamma}} \leqslant O\left(\sum_{m} \frac{\left(k \lambda_{m}\right)^{y}}{g\left(k \lambda_{m}\right)^{2}} \tilde{v}_{m}^{2}\right)^{\frac{1}{2}} \leqslant O\|\tilde{v}\|
$$

It follows from (6.13) and (6.12) that

$$
\begin{equation*}
\|\tilde{v}\| \leqslant O g_{k}(\tilde{v}) \leqslant C \hbar^{v}\|v\|_{\dot{B}^{v}} . \tag{6.14}
\end{equation*}
$$

Notice that this did not require any inverse assumption.
We have for $\chi \in S_{h}$,

$$
a_{k}\left(\left(I-Q_{h}\right) v\right) \leqslant a_{k}(v-\chi)+a_{k}\left(\chi-Q_{k} v\right)
$$

and by (6.11),

$$
\begin{aligned}
a_{k}\left(\chi-Q_{h} v\right) & \leqslant C\left\|\chi-Q_{h} v\right\|_{\dot{H}_{h}^{\alpha}} \leqslant C\left\{\left\|\chi-Q_{h} v\right\|+g_{k}\left(\chi-Q_{h} v\right)\right\} \leqslant \\
& \leqslant C\left\{\left\|\left(I-Q_{h}\right) v\right\|+g_{k}\left(\left(I-Q_{h}\right) v\right)+\|v-\chi\|_{\dot{H}_{h}^{\gamma}}\right\},
\end{aligned}
$$

so that

$$
a_{k}(\tilde{v}) \leqslant C\left\{\inf _{\chi \in S_{h}}\|v-\chi\|_{\dot{\vec{B}}_{h}^{\alpha}}+\|\tilde{v}\|+g_{k}(\tilde{v})\right\} \leqslant C h^{v}\|v\|_{\dot{\mathcal{A}}^{v}}
$$

from (iv) and (6.14). This proves that (v) holds.
The diagonal and subdiagonal Padé approximations are special cases of rational functions satisfying the assumptions of Lemma 5.1 and therefore Theorem 1 applies to all of these. In particular, this means that the class of methods so characterized contains methods of arbitrarily high order of accuracy. The following two Padé approximations correspond to $\mu=3$ and $\mu=4$, respectively:

$$
r_{21}(\tau)=\frac{1-(1 / 3) \tau}{1+(2 / 3) \tau+(1 / 6) \tau^{2}}, \quad r_{22}(\tau)=\frac{1-(1 / 2) \tau+(1 / 12) \tau^{2}}{1+(1 / 2) \tau+(1 / 12) \tau^{2}}
$$

The application of Theorem 2 is again possible by (5.3), (5.4) and (6.5) for all subdiagonal and odd order diagonal Padé approximations. With an inverse assumption also the even order diagonal Pade approximations are included in the above theory. In the special case $r_{22}$ the inverse assumption (6.10) takes the form

$$
\|\chi\|_{\dot{\xi}_{h}^{2} \leqslant O\|\chi\|_{\dot{H}_{h}^{1}}, \quad \chi \in S_{h} . . . . .}
$$

## 7. - Some methods using subspaces without prescribed boundary conditions.

We shall describe here some methods which are based on work in the elliptic case by Nitsche [6] and Bramble and Nitsche [1]. In the first method we shall present a second order scheme in time in which we require the family of subspaces to satisfy inverse assumptions. For this method only Theorem 2 applies since $A_{k}$ will be definite only on the subspace. A similar fourth order method is then introduced. Finally, a second order method is described which does not require inverse and boundary condition assumptions.

For $\varphi, \psi \in H^{2}$ and $\gamma$ positive we define

$$
N_{\gamma}(\varphi, \psi)=D(\varphi, \psi)-\left\langle\varphi, \frac{\partial \psi}{\partial n}\right\rangle-\left\langle\frac{\partial \varphi}{\partial n}, \psi\right\rangle+\gamma h^{-1}\langle\varphi, \psi\rangle
$$

We shall consider a family of subspaces $\left\{S_{h}\right\} \in \mathcal{S}_{2, v}$ for which the following inverse assumption holds: There is a constant $C_{0}$ independent of $h$ such that

$$
\begin{equation*}
\left|\frac{\partial \chi}{\partial n}\right| \leqslant O_{0} h^{-\frac{1}{2}} D(\chi, \chi)^{\frac{1}{2}}, \quad \chi \in S_{n} \tag{7.1}
\end{equation*}
$$

Setting

$$
d_{h}(\varphi)=\left(D(\varphi, \varphi)+h\left|\frac{\partial \varphi}{\partial n}\right|^{2}+h^{-1}|\varphi|^{2}\right)^{\frac{1}{2}}
$$

we have the following:
Lemua 7.1. - Under the assumption (7.1) there is a constant $\gamma_{0}$ such that for $\gamma \geqslant \gamma_{0}, N_{\gamma}$ is positive definite on $S_{h}$; more precisely, for fixed $\gamma \geqslant \gamma_{0}$, there are constants $c$ and $O$ with

$$
c d_{h}(\chi) \leqslant N_{\gamma}(\chi, \chi)^{\frac{1}{2}} \leqslant C d_{h}(\chi), \quad \chi \in S_{h}
$$

Proof. - The inequality on the left follows from (7.1) and that on the right from Cauchy's inequality (ef. Nitsche [6]).

We shall consider the Galerkin equations

$$
\left(U_{n+1}-U_{n}, \chi\right)+\frac{k}{2} N_{\gamma}\left(U_{n+1}+U_{n}, \chi\right)=0, \quad \chi \in S_{n}
$$

that is, we take

$$
\begin{aligned}
& A_{k}(\varphi, \psi)=(\varphi, \psi)+\frac{k}{2} N_{\gamma}(\varphi, \psi), \\
& B_{k}(\varphi, \psi)=(\varphi, \psi)-\frac{k}{2} N_{\gamma}(\varphi, \psi) .
\end{aligned}
$$

We shall see that in this case Theorem 2 applies. By Lemma 7.1, $A_{k}$ is positive definite on $\$_{h}$ and

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant a_{k}(\varphi) a_{k}(\psi), \quad \varphi, \psi \in \mathbb{S}_{h}
$$

Let $\mathcal{H}_{k}$ be the Hilbert space obtained by completing $C^{\infty}(\bar{\Omega})$ with respect to the norm

$$
\|\varphi\|_{\mathfrak{H}_{k}}=\left(\|\varphi\|^{2}+h^{2} d_{h}(\varphi)^{2}\right)^{\frac{1}{2}}
$$

As an immediate consequence of Lemma 7.1,

$$
c\|\chi\|_{\mathscr{H}_{k}} \leqslant a_{k}(\chi) \leqslant C\|\chi\|_{\mathfrak{H}_{k}}, \quad \chi \in S_{h}
$$

One easily proves by Lemma 2.7 that

$$
\|\varphi\|_{\mathcal{X}_{k}} \leqslant C\|\varphi\|_{\mathbb{Z}_{h}^{2}}
$$

In particular, $\mathscr{H}_{k}$ contains $H^{2}$ and hence also $S_{h}$. For $\varphi, \psi \in \mathcal{X}_{k}$ one has from the definitions,

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant O\|\varphi\|_{\mathfrak{H}_{k}}\|\psi\|_{\mathcal{S}_{k}},
$$

and hence ( $\mathrm{i}^{\prime}$ ), (ii'), (iv) are all satisfied with $a=b=2$. Consider now the consistency condition (iii'). We have after integration by parts and using the boundary conditions, for $v \in \dot{H}^{\infty}, \psi \in \mathbb{S}_{h}$,

$$
N_{\gamma}(v, \psi)=-(\Delta v, \psi)
$$

and hence for such functions $v$ and $\psi$,

$$
\begin{aligned}
\left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right| & =\left|\left((E(k)-I) v-\frac{k}{2}(E(k)+I) \Delta v, \psi\right)\right| \leqslant \\
& \leqslant\left\|\left(I-\frac{k}{2} \Delta\right) E(k) v-\left(I+\frac{k}{2} \Delta\right) v\right\|\|\psi\| \leqslant C h^{s}\|v\|_{\dot{H}^{s}}\|\psi\|, \quad 2 \leqslant s \leqslant 6,
\end{aligned}
$$

with the last estimate following from Lemma 5.1. That (iii') is satisfied with $b=\mu=2$ now follows since $N_{y}$ is positive definite on $S_{h}$ and hence

$$
\|\psi\| \leqslant\left(\|\psi\|^{2}+\frac{k}{2} N_{\gamma}(\psi, \psi)\right)^{\frac{1}{2}}=a_{k}(\psi), \quad \psi \in S_{h}
$$

We finally turn to the approximation property (v). We have the following result of Nitsche [6]:

Lemma 7.2. - For $v \in \dot{H}^{p}$ given, the equations

$$
\begin{equation*}
N_{\gamma}(v-w, \chi)=0, \quad \chi \in S_{h} \tag{7.2}
\end{equation*}
$$

admit a unique solution $w=Q_{n} v \in S_{h}$ and

$$
\left\|\left(I-Q_{h}\right) v\right\|_{\mathfrak{x}_{k}} \leqslant C h^{v}\|v\|_{\dot{H}^{\prime}}
$$

In this case we have

$$
G_{k}(\varphi, \psi)=k N_{\gamma}(\varphi, \psi)
$$

so that the equation in condition (v) is exactly (7.2). Hence the conclusion of Lemma 7.2 implies that ( $v$ ) holds with $v_{0}=0$ and hence Theorem 2 applies. For $s>4, y=4$ the result is

$$
\| E_{k h}^{n} v-E\left(n / \overline{)} v\left\|_{\mathscr{H}_{k}} \leqslant C \hbar^{4}\right\| v \|_{\dot{H}^{s}}\right.
$$

For the purpose of describing also a fourth order method similar to the second order method just introduced we shall employ in addition to the bilinear form $N_{\gamma}(\varphi, \psi)$ also

$$
M_{\gamma}(\varphi, \psi)=(\Delta \varphi, \Delta \psi)+\left\langle\varphi, \frac{\partial \Delta \psi}{\partial n}\right\rangle+\left\langle\frac{\partial \Delta \varphi}{\partial n}, \psi\right\rangle+\gamma h^{-3}\langle\varphi, \psi\rangle
$$

We shall assume this time that $\left\{S_{h}\right\} \in S_{4, y}$ with $\nu \geqslant 4$ and that the following inverse assumptions hold, namely in addition to (7.1),

$$
\begin{equation*}
\left|\frac{\partial \Delta \chi}{\partial n}\right| \leqslant C_{0} \pi^{-\frac{3}{2}}\|\Delta \chi\|, \quad \chi \in S_{k} \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\Delta \chi\| \leqslant C_{0} h^{-1} D(\chi, \chi)^{\frac{1}{2}}, \quad \chi \in S_{n} \tag{7.4}
\end{equation*}
$$

We have the following lemma:
Lemma 7.3. - Under the assumption (7.3) there is a $\gamma_{0}$ such that for $\gamma \geqslant \gamma_{0}$, $M_{\gamma}$ is positive definite on $S_{h}$; more precisely, for each $\gamma \geqslant \gamma_{0}$ there are positive constants $c$ and $C$ with $c\left(\|\Delta \chi\|+h^{-\frac{1}{2}}|\chi|+h^{\frac{3}{2}}\left|\frac{\partial \Delta \chi}{\partial n}\right|\right) \leqslant M_{\gamma}(\chi, \chi)^{\frac{1}{2}} \leqslant C\left(\|\Delta \chi\|+h^{-\frac{3}{2}}|\chi|+h^{\frac{2}{2}}\left|\frac{\partial \Delta \chi}{\partial n}\right|\right), \quad \chi \in S_{h}$.

Proof. - We have at once by the inverse assumption (7.3) with $\varepsilon=\varepsilon_{0} h^{3}$ and $\varepsilon_{0}$ small enough, for $\chi \in S_{h}$,

$$
\begin{aligned}
M_{\gamma}(\chi, \chi)=\|\Delta \chi\|^{2} & +2\left\langle\chi, \frac{\partial \Delta \chi}{\partial n}\right\rangle+\gamma h^{-3}|\chi|^{2} \geqslant \\
& \geqslant\|\Delta \chi\|^{2}-\varepsilon\left|\frac{\partial \Delta \chi}{\partial n}\right|^{2}+\left(\gamma h^{-3}-\varepsilon^{-1}\right)|\chi|^{2}>\frac{1}{2}\|\Delta \chi\|^{2}+\left(\gamma-\varepsilon_{0}^{-1}\right) h^{-3}|\chi|^{2}
\end{aligned}
$$

Using the assumption (7.3) once more, this proves the lemma.
Now let $\gamma$ be large enough that both $N_{\gamma}$ and $M_{\gamma}$ are positive definite on $S_{h}$ as in Lemmas 7.1 and 7.3. Consider the Galerkin equations defined by

$$
\begin{aligned}
& A_{k}(\varphi, \psi)=(\varphi, \psi)+\frac{k}{2} N_{\gamma}(\varphi, \psi)+\frac{k^{2}}{12} M_{\gamma}(\varphi, \psi) \\
& B_{k}(\varphi, \psi)=(\varphi, \psi)-\frac{k}{2} N_{\gamma}(\varphi, \psi)+\frac{k^{2}}{12} M_{\gamma}(\varphi, \psi)
\end{aligned}
$$

Clearly by Lemmas 7.1 and $7.3, A_{k}$ is symmetric positive definite on $S_{h}$ and

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant a_{k}(\varphi) a_{k}(\psi), \quad \varphi, \psi \in S_{h}
$$

Let now $\mathscr{H}_{k}$ be the Hilbert space defined by completion of $O^{\infty}(\bar{\Omega})$ with respect to

$$
\|\varphi\|_{\mathfrak{e}_{k}}=\left(\|\varphi\|^{2}+h^{2} D(\varphi, \varphi)+h^{4}\|\Delta \varphi\|^{2}+h^{3}\left|\frac{\partial \varphi}{\partial n}\right|^{2}+h^{2}\left|\frac{\partial \Delta \varphi}{\partial n}\right|^{2}\right)^{\frac{1}{2}}
$$

It then follows by Lemmas 7.1 and 7.3 and obvious estimates that ( $\mathrm{i}^{\prime}$ ) and (ii') are valid with $a=b=4$.

We now turn to consistency. We have for $v \in \dot{H}^{\infty}, \psi \in \mathcal{S}_{h}$,

$$
N_{\gamma}(v, \psi)=-(\Delta v, \psi), \quad M_{\gamma}(v, \psi)=\left(\Delta^{2} v, \psi\right)
$$

and hence in the same way as above, by (5.1) of Lemma 5.1,

$$
\begin{aligned}
& \left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right|= \\
& \qquad\left(\left(I-\frac{1}{2} k \Delta+\frac{1}{12} k^{2} \Delta^{2}\right) E(k) v-\left(I+\frac{1}{2} k \Delta+\frac{1}{12} k^{2} \Delta^{2}\right) v, \psi\right) \leqslant \\
& \qquad<C h^{s}\|v\|_{\dot{\mathbf{A}}^{s} \|}\|\psi\| \leqslant C h^{s}\|v\|_{\dot{\boldsymbol{A}}^{s}} a_{k}(\psi), \quad 4 \leqslant s \leqslant 10
\end{aligned}
$$

which is (iii') with $b=\mu=4$.
For the purpose of applying Theorem 2 it remains only to prove the approximation property (v). We have again this time

$$
G_{\hat{k}}(v, \chi)=k N_{\gamma}(v, \chi)
$$

and the result therefore follows with $\nu_{0}=0$ from the following:
Levma 7.4. - There is a constant $C$ such that for $v \in \dot{H}^{\nu}$ the equations

$$
N_{\gamma}(w-v, \chi)=0, \quad \chi \in S_{h}
$$

admit a unique solution $w=Q_{h} v \in S_{h}$ and

$$
\left\|\left(I-Q_{h}\right) v\right\|_{\mathcal{H}_{k}} \leqslant C h^{v}\|v\|_{\dot{H}^{y}}
$$

Proof. - By Lemma 7.2 it remains only to prove that with $\tilde{v}=\left(I-Q_{h}\right) v$,

$$
h^{2}\|\Delta \tilde{v}\|+h^{\frac{z}{2}}\left|\frac{\partial \Delta \tilde{v}}{\partial n}\right| \leqslant C h^{\nu}\|v\|_{\dot{\boldsymbol{i}}^{v}}
$$

We have for arbitrary $\chi \in S_{h}$,
$h^{2}\|\Delta \tilde{v}\|+h^{\frac{2}{2}}\left|\frac{\partial \Delta \tilde{v}}{\partial n}\right| \leqslant$

$$
\leqslant h^{2}\|\Delta(v-\chi)\|+h^{\frac{2}{2}}\left|\frac{\partial \Delta(v-\chi)}{\partial n}\right|+h^{2}\left\|\Delta\left(\chi-Q_{k} v\right)\right\|+h^{\frac{2}{2}}\left|\frac{\partial \Delta\left(\chi-Q_{h} v\right)}{\partial n}\right|
$$

Using the inverse assumptions (7.3) and (7.4), the last two terms are majorized by

$$
C h D\left(\chi-Q_{h} v, \chi-Q_{h} v\right)^{\frac{1}{2}} \leqslant C h\left[D(\chi-v, \chi-v)^{\frac{1}{2}}+D(\tilde{v}, \tilde{v})^{\frac{1}{2}}\right]
$$

Hence

$$
h^{2}\|\Delta \tilde{v}\|+h^{\frac{1}{v}}\left|\frac{\partial \Delta \tilde{v}}{\partial n}\right| \leqslant C\left[\inf _{\chi \in S_{h}}\|v-\chi\|_{\mathbb{B}_{h}^{4}}+\left\|\left(I-Q_{h}\right) v\right\|_{\tilde{H}_{h}^{1}}\right] \leqslant C h^{v}\|v\|_{\tilde{\tilde{r}}^{v}},
$$

which completes the proof.
A possible drawback with the above methods is the requirement of inverse assumptions. We shall now present a second order method where this demand is eliminated. The price we pay for this is that we use second order derivatives in the bilinear forms.

For $\varphi, \psi \in H^{2}$ and $\gamma$ positive we define, following Bramble and Nitsche [1],
$K_{\gamma}(\varphi, \psi)=D(\varphi, \psi)-\left\langle\varphi, \frac{\partial \psi}{\partial n}\right\rangle-\left\langle\frac{\partial \varphi}{\partial n}, \psi\right\rangle+\frac{k}{2}(\Delta \varphi, \Delta \psi)+\gamma\left[h^{-1}\langle\varphi, \psi\rangle+\hbar\left\langle\nabla_{s} \varphi, \nabla_{s} \psi\right\rangle\right]$,
where $\nabla_{s}$ denotes the gradient within $\partial \Omega$. We have the following:
Lemina 7.5. - There is a $\gamma_{0}$ such that for $\gamma \geqslant \gamma_{0}, K_{\gamma}$ is positive definite. Furthermore, there is a positive constant $c$ such that

$$
K_{\gamma}(\varphi, \varphi)^{\frac{2}{2}} \geqslant c k\|\Delta \varphi\|^{\frac{z}{2}}, \quad \varphi \in H^{2} .
$$

Proof. - See Bramble and Nitsohe [1].
With this form, we use the Galerkin equations

$$
\left(U_{n+1}-U_{n}, \chi\right)+\frac{k}{2} D\left(U_{n+1}-U_{n}, \chi\right)+\frac{k}{2} \Pi_{\gamma}\left(U_{n+1}+U_{n}, \chi\right)=0, \quad \chi \in S_{n},
$$

that is we define

$$
A_{k}(\varphi, \psi)=(\varphi, \psi)+\frac{k}{2} D(\varphi, \psi)+\frac{k}{2} K_{\gamma}(\varphi, \psi),
$$

and

$$
B_{k}(\varphi, \psi)=(\varphi, \psi)+\frac{k}{2} D(\varphi, \psi)-\frac{k}{2} K_{\gamma}(\varphi, \psi) .
$$

It is an immediate consequence of Lemma 7.5 that $A_{k}(\varphi, \varphi)$ is positive definite and we also have, using the appropriate trace inequalities,

$$
\begin{equation*}
a_{h}(\varphi)=A_{k}(\varphi, \varphi)^{\frac{1}{2}} \leqslant C\|\varphi\|_{B_{n}^{2}} . \tag{7.5}
\end{equation*}
$$

Let $\mathscr{X}_{k}$ be the completion with respect to $a_{k}(\cdot)$ of $C^{\infty}(\bar{\Omega})$. Then $H^{2} \subset \mathscr{H}_{k}$ and hence assuming that $\left\{S_{h}\right\} \in \mathcal{S}_{2, v}$, conditions (i) and (iv) are satisfied with $a=2$. The stability condition in (ii) is a trivial consequence of Lemma 7.5 and $B_{b}$ is defined
on $\dot{H}^{4} \times \mathfrak{H}_{k}$. In the same way as in the above method we have for $v \in \dot{H}^{\infty}, \psi \in C^{\infty}(\bar{\Omega})$,

$$
\begin{aligned}
& D(v, \psi)=-(v, \Delta \psi) \\
& K_{\gamma}(v, \psi)=-(\Delta v, \psi)+\frac{k}{2}(\Delta v, \Delta \psi)
\end{aligned}
$$

so that

$$
\begin{aligned}
& A_{k}(v, \psi)=\left(v-\frac{k}{2} \Delta v, \psi-\frac{k}{2} \Delta \psi\right), \\
& B_{k}(v, \psi)=\left(v+\frac{k}{2} \Delta v, \psi-\frac{k}{2} \Delta \psi\right),
\end{aligned}
$$

and hence by Lemma 5.1 for $2 \leqslant s \leqslant 6$,

$$
\begin{aligned}
&\left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right|=\left|\left(\left(I-\frac{k}{2} \Delta\right) E(k) v-\left(I+\frac{k}{2} \Delta\right) v,\left(I-\frac{k}{2} \Delta\right) \psi\right)\right| \leqslant \\
& \leqslant C h^{s}\|v\|_{\dot{A}^{s}}\left\|\left(I-\frac{k}{2} \Delta\right) \psi\right\| \leqslant C h^{s}\|v\|_{\dot{B}^{s}} a_{k}(\psi)
\end{aligned}
$$

where we have used that by Lemma 7.5,

$$
\left\|\left(I-\frac{k}{2} \Delta\right) \psi\right\| \leqslant\|\psi\|+\frac{k}{2}\|\Delta \psi\| \leqslant C a_{k}(\psi) .
$$

This proves that the consistency condition (iii) is satisfied (with $b=\mu=2$ ) so that Theorem 1 applies.

To see that also Theorem 2 applies with the same $\mathscr{K}_{k}$ as above we only have to discuss condition (v). In this case

$$
G_{k}(\varphi, \psi)=k K_{\gamma}(\varphi, \psi),
$$

and by (7.5) the result follows with $\nu_{0}=0$ from the following:
Lemma 7.6. - For $v \in \dot{H}^{v}$ given, the equations

$$
K_{\gamma}(w-v, \chi)=0, \quad \chi \in S_{h},
$$

admit a unique solution $w=Q_{k} v \in S_{k}$ and

$$
\left\|\left(I-Q_{h}\right) v\right\|_{\mathfrak{R}_{k}} \leqslant O h^{v}\|v\|_{\dot{H}^{v}} .
$$

Proof. - See Bramble and Nitsche [1].

## 8. - Least squares methods.

In this section we shall describe some methods which contain as special cases the methods in Bramble and Thomée [3]. They have the advantage that no boundary behavior will be prescribed for the subspaces and no inverse assumptions will be needed. The class of methods will contain schemes of arbitrarily high order of accuracy.

We first consider a simple example where we do in fact assume that the functions in $S_{h}$ vanish on the boundary. Thus suppose that $\left\{S_{h}\right\} \in \dot{S}_{2, v}$ and consider, for $U_{n}$ given, the problem of minimizing

$$
\left\|\left(I-\frac{k}{2} \Delta\right) \varphi-\left(I+\frac{k}{2} \Delta\right) U_{n}\right\|^{2}
$$

for $\varphi \in S_{h}$. An obvious calculation shows that the unique minimizing function $U_{n+1}$ is obtained by the Galerkin equations

$$
A_{k}\left(U_{n+1}, \chi\right)=B_{k}\left(U_{n}, \chi\right), \quad \chi \in S_{k}
$$

where

$$
\begin{aligned}
& A_{k}(\varphi, \psi)=\left(\left(I-\frac{k}{2} \Delta\right) \varphi,\left(I-\frac{k}{2} \Delta\right) \varphi\right) \\
& B_{k}(\varphi, \psi)=\left(\left(I+\frac{k}{2} \Delta\right) \varphi,\left(I-\frac{k}{2} \Delta\right) \psi\right)
\end{aligned}
$$

We have for $\varphi$ vanishing on $\partial \Omega$,

$$
\begin{equation*}
\left\|\left(I \pm \frac{k}{2} \Delta\right) \varphi\right\|^{2}=\|\varphi\|^{2} \mp k D(\varphi, \varphi)+\frac{k^{2}}{4}\|\Delta \varphi\|^{2} \tag{8.1}
\end{equation*}
$$

In particular, $a_{k}(\varphi)=A_{\bar{k}}(\varphi, \varphi)^{\frac{1}{2}}$ defines a norm on the set of functions in $C^{\infty}(\bar{\Omega})$ which vanish on $\partial \Omega$. Let $\mathscr{H}_{k}$ be the Hilbert space obtained by completion. It is then easy to check that condition (i) holds with $a=2$ and that the norm in $\mathscr{H}_{a}$ is equivalent uniformly in $k$ to that in $\dot{H}_{n}^{2}$.

From (8.1) we obtain immediately,

$$
\left\|\left(I+\frac{k}{2} \Delta\right) v\right\| \leqslant\left\|\left(I-\frac{k}{2} \Delta\right) v\right\|, \quad v \in \mathscr{H}_{k}
$$

and hence the stability condition (ii) follows easily from the definitions.

By Lemma 5.1,

$$
\begin{aligned}
\mid A_{k}(E(k) v, \psi) & -B_{k}(v, \psi)|=|\left(\left(I-\frac{k}{2} \Delta\right) E(k) v-\left(I+\frac{k}{2} \Delta\right) v,\left(I-\frac{k}{2} \Delta\right) \psi\right) \leqslant \\
& \leqslant\left\|\left(I-\frac{k}{2} \Delta\right) E(k) v-\left(I+\frac{k}{2} \Delta\right) v\right\| a_{k}(\psi) \leqslant C h^{s}\|v\|_{\dot{H}^{s}} a_{k}(\psi), \quad 2 \leqslant s \leqslant 6
\end{aligned}
$$

which proves the consistency condition (iii) with $b=\mu=2$.
Since we have assumed condition (iv), it follows that Theorem 1 applies. We shall see that also Theorem 2 applies. Using the same $\mathscr{H}_{k}$ as in Theorem 1 it remains only to prove that condition (v) is satisfied, with $y_{0}=0$.

We have here

$$
G_{k}(\varphi, \psi)=k D(\varphi, \psi)+\frac{k^{2}}{2}(\Delta \varphi, \Delta \psi)
$$

We obtain at once with $Q_{h}$ the projection with respect to the inner product $G_{k}(\varphi, \psi)$, and $\tilde{v}=\left(I-Q_{n}\right) v$, where $v \in \dot{H}^{v}$,

In order to estimate $a_{k}(\tilde{v})$ it remains now only to estimate $\tilde{v}$ in $L^{2}(\Omega)$. We use again Nitsche's technique and let $w$ be the solution of

$$
-\Delta w=\tilde{v} \text { in } \Omega, \quad w=0 \text { on } \partial \Omega
$$

We obtain then, since $\tilde{v}$ vanishes on $\partial \Omega$,

$$
\|\tilde{v}\|^{2}=-(\Delta w, \tilde{v})=D(w, \tilde{v})=k^{-1} G_{k}(w, \tilde{v})-\frac{k}{2}(\Delta w, \Delta \tilde{v})=k^{-1} G_{k}(w, \tilde{v})-\frac{k}{2}(\tilde{v}, \Delta \tilde{v}) .
$$

Setting $\tilde{w}=\left(I-Q_{h}\right) w$ and using the fact that by the definition of $Q_{h}$,

$$
G_{k}\left(Q_{n} w, \tilde{v}\right)=0
$$

we obtain

$$
\begin{equation*}
\|\tilde{v}\|^{2}=k^{-1} G_{k}(\tilde{w}, \tilde{v})+\frac{k}{2} D(\tilde{v}, \tilde{v}) \leqslant k^{-1} g_{k}(\tilde{w}) g_{k}(\tilde{v})+\frac{1}{2} g_{k}(\tilde{v})^{2} \tag{8.3}
\end{equation*}
$$

Application of (8.2) with $s=2$ to $w$ gives

$$
k^{-1} g_{k}(\tilde{w}) \leqslant C\|w\|_{\dot{H}^{3}} \leqslant C\|\tilde{v}\|,
$$

and we easily conclude from (8.2) and (8.3) that

$$
\|\tilde{v}\| \leqslant C g_{k}(\tilde{v}) \leqslant C h^{v}\|v\|_{\dot{H}^{v}},
$$

which completes the proof.
We shall now turn to the general situation and consider, for a rational function

$$
r(\tau)=\frac{b(\tau)}{a(\tau)}
$$

with

$$
a(\tau)=\sum_{j=0}^{\alpha} a_{j} \tau^{j}, \quad b(\tau)=\sum_{j=0}^{\beta} b_{j} \tau^{j}
$$

where $\beta \leqslant \alpha$ and

$$
\begin{equation*}
a_{0}=b_{0}=1, \quad\left|b_{j}\right|<a_{0}, \quad j=1, \ldots, \alpha \tag{8.4}
\end{equation*}
$$

the problem of minimizing, for $\varphi \in \boldsymbol{S}_{h}$,

$$
\left\|a(-k \Delta) \varphi-b(-k \Delta) U_{n}\right\|^{2}
$$

This time we do not want to assume that the elements of $\mathcal{S}_{h}$ vanish on $\partial \Omega$ and in minimizing we therefore add a boundary term to the above expression so that we minimize with a certain positive number $\gamma$, the size of which will be made precise below,

$$
\left\|a(-k \Delta) \varphi-b(-k \Delta) U_{n}\right\|^{2}+\gamma \sum_{j=0}^{\alpha-1} k^{2 j+\frac{1}{2}}\left|\Delta^{j} \varphi\right|^{2}
$$

Notice that for $t$ positive the exact solution of the continuous problem not only vanishes on $\partial \Omega$ but that also $\Delta^{j} u(x, t)=0, x \in \partial \Omega, j=1,2, \ldots$, so that the requirement that certain $\Delta^{j} p$ be small on $\partial \Omega$ is natural.

The minimizing function $U_{n+1}$ satisfies the Galerkin equations with

$$
\begin{aligned}
& A_{k}(\varphi, \psi)=(a(-k \Delta) \varphi, a(-k \Delta) \psi)+\gamma \sum_{j=0}^{\alpha-1} k^{2 j+\frac{1}{2}}\left\langle\Delta^{j} \varphi, \Delta^{j} \psi\right\rangle \\
& B_{k}(\varphi, \psi)=(b(-k \Delta) \varphi, a(-k \Delta) \psi)
\end{aligned}
$$

Obviously $A_{k}$ is positive definite. Letting $\mathscr{H}_{k}$ be the completion of $C^{\infty}(\bar{\Omega})$ with respect to $a_{h}(\cdot)$ and taking $\left\{S_{h}\right\} \in S_{2 \alpha, v}$ we find that (i), (iv) are satisfied with $a=2 \alpha$.

We have for $v \in \dot{H}^{\infty}, \psi \in \bar{O}^{\infty}(\bar{\Omega})$,

$$
\begin{aligned}
& \left|A_{k}(E(k) v, \psi)-B_{k}(v, \psi)\right|=|(a(-k \Delta) E(k) v-b(-k \Delta) v, a(-k \Delta) \psi)| \leqslant \\
& \quad \leqslant\|a(-k \Delta) E(k) v-b(-k \Delta) v\| \cdot\|a(-k \Delta) \psi\| \leqslant C h^{s}\|v\|_{\dot{H}^{s}} a_{k}(\psi), \quad 2 \beta \leqslant s \leqslant 2 \mu+2,
\end{aligned}
$$

by Lemma 5.1, which proves (iii) with $b=2 \beta$.

Since $B_{k}$ is defined on $\dot{H}^{2 \beta} \times \mathscr{H}_{k}$, in order to be able to apply Theorem 1 it remains only to discuss the stability inequality in (ii). We have

$$
\left|B_{k}(\varphi, \psi)\right|=|(b(-k \Delta) \varphi, a(-k \Delta) \psi)| \leqslant\|b(-k \Delta) \varphi\| \cdot\|a(-k \Delta) \psi\|
$$

The stability requirement is therefore satisfied for large enough $\gamma$ by the following lemma:

Lemma 8.1. - For any positive $K$ there is a $\gamma_{0}$ such that for any rational function $r(\tau)$ satisfying (8.4) and with $\max _{i} a_{j} \leqslant K$, we have for $\gamma \geqslant \gamma_{0}, v \in C^{\infty}(\bar{\Omega})$,

$$
\|b(-k \Delta) v\|^{2} \leqslant\|a(-k \Delta) v\|^{2}+\gamma \sigma^{-\frac{1}{2}} \sum_{j=0}^{\alpha-1} k^{2 j+\frac{1}{2}}\left|\Delta^{j} v\right|^{2}
$$

where

$$
\sigma=\min _{j=1, \ldots, \alpha}\left(a_{j}^{2}-b_{j}^{2}\right)
$$

For the purpose of the proof we introduce some notation. First let

$$
V=\left(\sum_{j=0}^{\alpha-1} k^{2 j+\frac{1}{2}}\left|\Delta^{j} v\right|^{2}\right)^{\frac{1}{2}}
$$

Secondly, for $v$ given and $j=1, \ldots, \alpha$, let $v=H_{j}+z_{j}$ where

$$
\begin{array}{lll}
\Delta^{j} H_{j}=0 \text { in } \Omega, & \Delta^{l} H_{j}=\Delta^{l} v \text { on } \partial \Omega, & l=0, \ldots, j-1, \\
\Delta^{j} z_{j}=\Delta^{j} v \text { in } \Omega, & \Delta^{l} z_{j}=0 \text { on } \partial \Omega, & l=0, \ldots, j-1,
\end{array}
$$

and set

$$
Z=\left(\sum_{j=0}^{\alpha-1} k^{2 j+\frac{j}{2}}\left|\frac{\partial \Delta^{j} z_{j+1}}{\partial n}\right|^{2}\right)^{\frac{1}{2}}
$$

We proceed to prove three lemmas.
Lemma 8.2. - There is a constant $O$ such that for any $\varepsilon>0$ we have with $\delta=(\varepsilon / 4 O)^{\frac{1}{2}}, x=\frac{1}{2} C^{\frac{z}{2}} \varepsilon^{-\frac{1}{2}}$ that

$$
k(v, \Delta v)+\delta k^{\frac{3}{2}}\left|\frac{\partial z_{1}}{\partial n}\right|^{2} \leqslant \varepsilon k^{2}\|\Delta v\|^{2}+\varkappa k^{\frac{1}{2}}|v|^{2} .
$$

Proof. - We have using Green's formula and the fact that $D\left(H_{1}, z_{1}\right)=0$,

$$
\begin{equation*}
(v, \Delta v)=\left(v, \Delta z_{1}\right)=\left\langle v, \frac{\partial z_{1}}{\partial n}\right\rangle-D\left(v, z_{1}\right)=\left\langle v, \frac{\partial z_{1}}{\partial n}\right\rangle-D\left(z_{1}, z_{1}\right) \tag{8.5}
\end{equation*}
$$

Since $z_{1}=0$ on $\partial \Omega$ we have for any $\varepsilon_{1}>0$ (Lemma 4.2 in Bramble and Thomée [3]),

$$
\begin{equation*}
\left|\frac{\partial z_{1}}{\partial n}\right|^{2} \leqslant \varepsilon_{1}\left\|\Delta z_{1}\right\|^{2}+\frac{C}{\varepsilon_{1}} D\left(z_{1}, z_{1}\right) \tag{8.6}
\end{equation*}
$$

and hence, since $\Delta z_{1}=\Delta v$, by adding the appropriate multiples of (8.5) and (8.6) with $\delta=(\varepsilon /(4 O))^{\frac{1}{2}}, \varepsilon_{1}=2 \delta O k^{\frac{1}{2}}$,

$$
k(v, \Delta v)+2 \delta k^{2}\left|\frac{\partial z_{1}}{\partial n}\right|^{2} \leqslant \varepsilon k^{2}\|\Delta v\|^{2}+k\left\langle v, \frac{\partial z_{1}}{\partial n}\right\rangle,
$$

from which Lemma 8.2 follows with $x=(4 \delta)^{-1}$.
Lemma 8.3. - With $\varepsilon, \delta$ and $x$ as above we have

$$
\sum_{j=0}^{\alpha-1} k^{2 j+1}\left(\Delta^{j} v, \Delta^{j+1} v\right)+\delta Z^{2} \leqslant \varepsilon \sum_{j=1}^{\alpha} k^{2 j}\left\|\Delta^{j} v\right\|^{2}+\pi V^{2}
$$

Proof. - This follows at once by applying Lemma 8.2 to $(k \Delta)^{j} v$ for $j=0, \ldots, \alpha-1$ and adding if we notice that

$$
\Delta^{j} v=\Delta^{j} H_{j+1}+\Delta^{j} z_{j+1},
$$

where $\Delta^{j} H_{j+1}$ is harmonic and $\Delta^{j} z_{j+1}$ vanishes on $\partial \Omega$.
Lemma 8.4. - For $j<l-1$ we have

$$
\left(\Delta^{j} v, \Delta^{l} v\right)=\left(\Delta^{j+1} v, \Delta^{l-1} v\right)+\left\langle\Delta^{j} v, \frac{\partial \Delta^{l-1} z_{l}}{\partial n}\right\rangle-\left\langle\Delta^{l-1} v, \frac{\partial \Delta^{j} z_{j+1}}{\partial n}\right\rangle
$$

Proof. - Using Green's formula we obtain

$$
\begin{aligned}
\left(\Delta^{j} v, \Delta^{l} v\right)- & \left(\Delta^{j+1} v, \Delta^{l-1} v\right)=\left(\Delta^{j} v, \Delta^{l} z_{l}\right)-\left(\Delta^{j+1} z_{j+1}, \Delta^{l-1} v\right)= \\
& =\left\langle\Delta^{j} v, \frac{\partial \Delta^{l-1} z_{l}}{\partial n}\right\rangle-\left\langle\Delta^{l-1} v, \frac{\partial \Delta^{j} z_{j+1}}{\partial n}\right\rangle-D\left(\Delta^{j} v, \Delta^{l-1} z_{l}\right)+D\left(\Delta^{l-1} v, \Delta^{j} z_{j+1}\right)
\end{aligned}
$$

Here

$$
D\left(\Delta^{j} v, \Delta^{l-1} z_{l}\right)=D\left(\Delta^{j} H_{j+1}, \Delta^{l-1} z_{l}\right)+D\left(\Delta^{j} z_{j+1}, \Delta^{l-1} z_{l}\right)=D\left(\Delta^{j} z_{j+1}, \Delta^{l-1} z_{l}\right),
$$

since $\Delta^{j} H_{j+1}$ is harmonic and $\Delta^{i-1} z_{l}$ vanishes on $\partial \Omega$. Similarly

$$
D\left(\Delta^{l-1} v, \Delta^{j} z_{j+1}\right)=D\left(\Delta^{l-1} z_{l}, \Delta^{j} z_{j+1}\right)
$$

which completes the proof.

Proof of Lemma 8.1. - Consider

$$
R=\|a(-k \Delta) v\|^{2}-\|b(-k \Delta) v\|^{2}=\sum_{j, l \leqslant \alpha}(-k)^{i+l}\left(a_{j} a_{l}-b_{j} b_{l}\right)\left(\Delta^{j} v, \Delta^{l} v\right)
$$

For $j+l=2 r$ even we obtain by repeated use of Lemma 8.4 and Cauchy's inequality,

$$
(一 k)^{j+l}\left(\Delta^{j} v, \Delta^{l} v\right) \geqslant k^{2 r}\left\|\Delta^{r} v\right\|^{2}-Z V,
$$

and for $j+l=2 r+1$ odd we obtain similarly

$$
(-k)^{j+i}\left(\Delta^{j} v, \Delta^{l} v\right) \geqslant-k^{2 r+1}\left(\Delta^{r} v, \Delta^{r+1} v\right)-Z V
$$

Hence there are positive constants $c_{1}$ and $c_{2}$ such that

$$
R \geqslant \sigma \sum_{r=1}^{\alpha} k^{2 r}\left\|\Delta^{r} v\right\|^{2}-c_{1} \sum_{r=0}^{\alpha-1} k^{2 r+1}\left(\Delta^{r} v, \Delta^{r+1} v\right)-c_{2} Z V .
$$

Hence by Lemma 8.3,

$$
R \geqslant\left(\sigma-\varepsilon c_{1}\right) \sum_{r=1}^{\alpha} k^{2 r}\left\|\Delta^{r} v\right\|^{2}+c_{1} \delta Z^{2}-c_{1} \nsim V^{2}-c_{2} Z V
$$

Choose now $\varepsilon=\frac{1}{2} \sigma / c_{1}$. Then using the form of $\delta$ and $\psi$ we obtain

$$
R \geqslant \frac{1}{2} \sigma \sum_{r=1}^{\alpha} k^{2 r}\left\|\Delta^{r} v\right\|^{2}-\gamma \sigma^{-\frac{1}{2}} V^{2}
$$

for sufficiently large $\gamma$, which completes the proof.
We now turn to the application of Theorem 2. We shall use the same space $\mathscr{H}_{k}$ as above so that it only remains to discuss condition (v). We have here

$$
G_{k}(\varphi, \psi)=(g(-k \Delta) \varphi, a(-k \Delta) \psi)+\gamma \sum_{i=0}^{\alpha-1} k^{2 j+\frac{1}{z}}\left\langle\Delta^{j} \varphi, \Delta^{j} \psi\right\rangle
$$

where

$$
g(\tau)=a(\tau)-b(\tau)=\sum_{j=1}^{\infty} g_{j} \tau^{j}, \quad g_{j}>0, j=1, \ldots, \alpha
$$

Lemma 8.5. - For $\tilde{\gamma}$ sufficiently large there is a positive constant $c$ such that for $\gamma \geqslant \tilde{\gamma}$,

$$
G_{k}(v, v) \geqslant c\left\{\sum_{j=1}^{\infty} k^{2 j}\left\|\Delta^{j} v\right\|^{2}+\sum_{j=0}^{\alpha-1} k^{2 j+\frac{1}{2}}\left|\Delta^{j} v\right|^{2}\right\}, \quad v \in C^{\infty}(\bar{\Omega})
$$

Proof. - In the same way as in the proof of Lemma 8.1 we see that

$$
\tilde{R}=(g(-k \Delta) v, a(-k \Delta) v)=\sum_{j, l}(-k)^{j+l} g_{j} a_{l}\left(\Delta^{j} v, \Delta^{l} v\right) \geqslant c \sum_{j=1}^{\alpha} k^{2 j}\left\|\Delta^{j} v\right\|^{2}-\tilde{\gamma} V^{2}
$$

and the result threfore follows at once.
It follows that with $g_{k}(v)=G_{k}(v, v)^{\frac{1}{2}}$ we have

$$
\begin{equation*}
G_{k}(\varphi, \psi) \leqslant C g_{k}(\varphi) a_{k}(\psi) \tag{8.7}
\end{equation*}
$$

As a consequence of the positivity of $G_{k}(v, v)$ the equations

$$
G_{k}(w-v, \chi)=0, \quad \chi \in S_{n}
$$

admit, for $v \in \dot{H}^{v}$ given, a unique solution $w=Q_{h} v \in S_{h}$. It remains to estimate $a_{k c}(\tilde{v})$ where $\tilde{v}=\left(I-Q_{h}\right) v$. As a consequence of Lemma 8.5,

$$
a_{k}(v) \leqslant C\left(\|v\|+g_{k}(v)\right)
$$

Hence, since

$$
g_{k}(\tilde{v}) \leqslant C \inf _{\chi \in S_{h}}\|v-\chi\|_{\dot{R}_{h}^{2 \alpha}} \leqslant C h^{v}\|v\|_{\dot{B}^{v}}
$$

it remains to obtain a similar estimate for $\tilde{v}$ in $L^{2}(\Omega)$.
For this purpose, let $w \in \dot{H}^{2 \alpha}$ be the solution of

$$
\begin{aligned}
g(-k \Delta) w & =\tilde{v} \text { in } \Omega \\
\Delta^{j} w & =0, \quad j<\alpha, \quad \text { on } \partial \Omega
\end{aligned}
$$

This solution exists and is unique by the positivity of $g$. We may then write

$$
\begin{equation*}
\|\tilde{v}\|^{2}=(\tilde{v}, g(-k \Delta) w)=(g(-k \Delta) \tilde{v}, w)+\Gamma_{k}(\tilde{v}, w) \tag{8.8}
\end{equation*}
$$

where $\Gamma_{r}(\tilde{v}, w)$ are the boundary terms obtained in the integration by parts.
Consider first the first term on the right in (8.8). It may be written

$$
(g(-k \Delta) \tilde{v}, w)=(g(-k \Delta) \tilde{v}, a(-k \Delta) w)+(g(-k \Delta) \tilde{v},(I-a(-k \Delta)) w)
$$

Now by the definition of $v$ we have for $\chi \in S_{h}$,

$$
(g(-k \Delta) \tilde{v}, a(-k \Delta) w)=G_{k}(\tilde{v}, w)=G_{\hat{k}}(\tilde{v}, w-\chi)
$$

so that by (8.7), using Lemmas 2.7 and 2.6 ,
$|(g(-k \Delta) \tilde{v}, a(-k \Delta) w)| \leqslant C g_{k}(\tilde{v}) \inf _{\chi \in \mathcal{S}_{h}} a_{x_{k}}(w-\chi) \leqslant O g_{k}(\tilde{v}) \inf _{\chi \in S_{h}}\|w-\chi\|_{z_{h}^{2 \alpha}} \leqslant C g_{k}(\tilde{v}) h^{2 \alpha}\|w\|_{\dot{I}^{2 \alpha}}$.

For the purpose of estimating the last factor on the right we notice that since

$$
\tau^{\alpha} \leqslant C g(\tau), \quad \tau>0
$$

we have

$$
h^{2 \alpha}\|w\|_{\dot{B}^{2 \alpha}} \leqslant C\left(\sum_{m}\left(k \lambda_{m}\right)^{2 \alpha} w_{m}^{2}\right)^{\frac{1}{2}} \leqslant C\left(\sum_{m} g\left(k \lambda_{m}\right)^{2} w_{m}^{2}\right)^{\frac{1}{2}} \leqslant C\|g(-k \Delta) w\|=C\|\tilde{v}\|,
$$

so that

$$
|(g(-k \Delta) \tilde{v}, a(-k \Delta) w)| \leqslant C g_{k}(\tilde{v})\|\tilde{v}\|
$$

Similarly, since

$$
|a(\tau)-1| \leqslant O g(\tau), \quad \tau>0
$$

we obtain

$$
\|(I-a(-k \Delta)) w\| \leqslant C\|g(-k \Delta) w\|=C\|\tilde{v}\|
$$

and hence

$$
|(g(-k \Delta) \tilde{v},(I-a(-k \Delta)) w)| \leqslant C g_{k}(\tilde{v})\|\tilde{v}\|
$$

so that altogether,

$$
\begin{equation*}
|(g(-k \Delta) \tilde{v}, w)| \leqslant C g_{k}(\tilde{v})\|\tilde{v}\| . \tag{8.9}
\end{equation*}
$$

We now want to consider the boundary term $\Gamma_{k}(\tilde{v}, w)$. Assume first $\left\{S_{h}\right\} \in \dot{S}_{2 \alpha, v}$. Then $\tilde{v} \in \dot{H}^{2 \alpha}$ and $\Gamma_{k}(\tilde{v}, w)=0$. In this case we may thus conclude from (8.8) and (8.9) that

$$
\|\tilde{v}\| \leqslant C g_{k}(\tilde{v})
$$

and hence

$$
a_{k}(\tilde{v}) \leqslant O g_{k}(\tilde{v}) \leqslant C h^{v}\|v\|_{\dot{u}^{v}} .
$$

In this case Theorem 2 applies with $\nu_{0}=0$.
Consider now the general case $\left\{S_{h}\right\} \in S_{2 \alpha, v}$. We have for any $\varepsilon>0$,
$\left|\Gamma_{k}(\tilde{v}, w)\right| \leqslant C \sum_{j=1}^{\alpha} \sum_{l=0}^{j-1} k^{i}\left|\left\langle\frac{\partial}{\partial n} \Delta^{i-l-1} w, \Delta^{i} \tilde{v}\right\rangle\right| \leqslant C\left[\sum_{i=0}^{a-1} \varepsilon k^{2 j+\frac{1}{2}}\left|\frac{\partial}{\partial n} A^{j} w\right|^{2}+\varepsilon^{-1} g_{k}(\tilde{v})^{2}\right]$.

But since, for $j<\alpha, \Delta^{j} w=0$ on $\partial \Omega$ we have for these $j$,

$$
\left|\frac{\partial}{\partial n} \Delta^{i} w\right| \leqslant C\left\|\Delta^{j+1} w\right\|
$$

Since $\tau^{j+1} \leqslant C g(\tau)$ we obtain as above

$$
k^{j+1}\left\|\Delta^{j+1} w\right\|=\left(\sum_{m}\left(k \lambda_{m}\right)^{2(j+1)} w_{m}^{2}\right)^{\frac{1}{2}} \leqslant O\|\tilde{v}\|
$$

so that with $\varepsilon$ a small multiple of $k^{\frac{1}{2}}$,

$$
\left|\Gamma_{k}(\tilde{v}, w)\right| \leqslant \frac{1}{2}\|\tilde{v}\|^{2}+C k^{-\frac{1}{2}} g_{k}(\tilde{v})^{2} .
$$

This gives with (8.8) and (8.9),

$$
\|\tilde{v}\| \leqslant C k^{-\frac{1}{2}} g_{k}(\tilde{v})
$$

so that finally

$$
a_{k}(\tilde{v}) \leqslant C h^{\nu-\frac{1}{2}}\|v\|_{\dot{\mathcal{B}}^{v}}
$$

In this case Theorem 2 applies with $\nu_{0}=\frac{1}{2}$.
Remark. - Consider now the case in which we only have

$$
a_{j}>0, \quad\left|b_{j}\right| \leqslant a_{j}, \quad j=0, \ldots, \alpha
$$

This for instance is the case with the diagonal Pade approximations. We may then apply Lemma 8.1 to $(1+\beta k) a(\tau)$ and $b(\tau)$ for some $\beta>0$ and obtain with a new $\gamma$,

$$
\|b(-k \Delta) v\|^{2} \leqslant(1+\beta k)^{2}\left[\|a(-k \Delta) v\|^{2}+\gamma \sum_{j=0}^{\alpha-1} k^{2 j}\left|\Delta^{j} v\right|^{2}\right] .
$$

Defining this time

$$
A_{k}(\varphi, \psi)=(a(-k \Delta) \varphi, a(-k \Delta) \psi)+\gamma \sum_{i=0}^{\alpha-1} k^{2 j}\left\langle\Delta^{j} \varphi, \Delta^{j} \psi\right\rangle
$$

we obtain with $B_{k}$ as before

$$
\left|B_{k}(\varphi, \psi)\right| \leqslant(1+\beta k) a_{k}(\varphi) a_{k}(\psi) .
$$

In the special case

$$
r(\tau)=\frac{1-\frac{1}{2} \tau}{1+\frac{1}{2} \tau}
$$

this was used in Bramble and Thomée [3] to obtain results for the corresponding scheme with the assumption $k h^{-2}=$ constant replaced by $k^{2} h^{-3} \geqslant$ constant.
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