Discriminant Analysis with Gabor Phase for Robust Face Recognition

Jianfei Zhu'* Dong Cao**

Sifei Liu3

Zhen Lei®* Stan Z. Li®>*t

"nstitute of Intelligent Information Processing, Xidian University, Xi’an, China
2Hohai University, No. 1 Xikang Road, Nanjing, Jiangsu Province, China
3Center for Biometrics and Security Research & National Laboratory of Pattern Recognition,
Institute of Automation, Chinese Academy of Sciences
4China Research and Development Center for Internet of Thing

feilongzjf@gmail.com, {dcao,sfliu,zlei,szli}@cbsr.ia.ac.cn

Abstract

This paper presents an occlusion robust image represen-
tation method and apply it to face recognition. Inspired
from the recent work [15], we propose a Gabor phase differ-
ence representation for occlusion robust face recognition.
Based on the good ability of Gabor filters to capture image
structure and the robustness to image occlusion shown in
this paper, Gabor phase features are expected to be discrim-
inative and robust for face representation in occlusion case.
Besides, we adopt spectral regression based discriminant
analysis with the extracted Gabor phase features to find the
most discriminant subspace to classify different faces. In
this way, an occlusion robust face image discriminant sub-
space is derived. Extensive experiments with various occlu-
sion cases show the efficacy of the proposed method.

1. Introduction

Image occlusion is a great challenge for face recognition.
Although face recognition in good condition has been well
addressed, its performance in uncontrolled environment like
occlusion is still an open problem. There are mainly two
categories to deal with face occlusion problem. One is to
extract occlusion robust face representation, and the other is
to design robust classifier or apply partial matching mecha-
nism.

Most existing methods fall into the latter category. That
is, they are pursued to find robust face matching method to
deal with face recognition with occlusion. Park et al. [12]
proposed a face representation structure ARG (attributed re-
lational graph) containing all the geometric quantities and
the structural information. In testing phase, a face is repre-
sented by the ARG structure, and the partial ARG matching
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is processed for the holistic matching. Kim et al. [6] pro-
posed LS-ICA method that uses locally salient information
of important facial parts to make full use of the recognition-
by-parts way. It imposes additional localization limitation
while computing ICA architecture I basis images to create
part-based local basis images. Zhang et al. [19] divided the
images into local regions, and the Kullback-Leibler diver-
gence (KLD) is used to estimate the probability of occlu-
sion for every region. The importance of feature vectors
in regions with high occlusion probability are weakened so
that the robust face recognition with occlusion is achieved.
Hotta [4] proposed local Gaussian summation kernel with
SVM for face recognition with partial occlusion. A series
of local kernels are constructed and the summation of them
is used to replace the global kernel in traditional SVM so
that the robustness to occlusion is improved. Jia and Mar-
tinez [5] proposed robust SVM to deal with the feature vec-
tors with missing entries because of the image occlusion. Yi
Ma and his group [17][20] proposed a series of sparse rep-
resentation classifier (SRC) based face recognition meth-
ods. SRC treats the probe image as a linear combination of
gallery images and the sparse constraints are imposed onto
the solutions. Their method demonstrated good robustness
to face recognition, especially with occlusions. Yi, Lei and
Li [18] combined local features and SRC to realize robust
NIR face recognition with eye glasses occlusions.

There is few work in the first category. Singh et al. [14]
used 2D log polar Gabor transform and learned a dynamic
neural network architecture to extract phase based textural
features to deal with disguises problem in face recognition.
Liu et al. [10] proposed a generalization of kernel discrim-
inant analysis, where they extracted the face features by
comparing the face images with a set of face images and
grouping the similarity scores. Recently, Tzimiropoulos
et al. [15] proposed a principle component analysis (PCA)
representation of gradient orientation. They revealed that
the gradient orientation differences of occlusion and non-



occlusion areas usually obey uniform distribution. The
combination of gradient orientation and cosine similarity
measure provides a good representation for face occlusion
image.

In this paper, we propose a Gabor phase based occlusion
robust face representation method. First, we analyze the Ga-
bor phase (GP) difference of occlusion and non-occlusion
areas and find that GP difference is more stable than gradi-
ent orientation in the case of occlusion and it is expected
to be more robust than gradient orientation to image oc-
clusion. Second, we combine the multi-scale and multi-
orientation Gabor responses to utilize more sufficient in-
formation useful for face recognition. Third, a discrimi-
nant analysis method is adopted to find the most discrim-
inant subspace to obtain the discriminant and compact oc-
clusion robust face representation. Experiments on various
databases show that the proposed method achieves better
performance than some state-of-the-art methods.

The rest of this paper is organized as follows. Section 2
introduces the Gabor phase feature and analyzes the ro-
bustness of Gabor phase feature for face image occlusion.
Section 3 details the spectral regression based discrimi-
nant analysis method. Experimental results and analysis are
demonstrated in Section 4 and in Section 5, we conclude the

paper.

2. Occlusion Robust Gabor Phase Information
2.1. Gabor filters

Gabor filter has been widely and successfully used in
face recognition [7, 9, 16]. The Gabor kernels are defined
as follows:
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The Gabor kernels in Eq. 1 are all self-similar since they can
be generated from the same filter, the mother wavelet, by
scaling and rotating via the wave vector k,, ,,. Each kernel is
a product of a Gaussian envelope and a complex plane wave,
and can be separated into real and imaginary parts. Hence, a
band of Gabor filters is generated by a set of various scales
and rotations.

2.2. Gabor phase vs. Gradient orientation

The recent work [15] shows that gradient orientation is
robust to image occlusion. The principle of their observa-

tion is that the gradient orientation difference of two ran-
domly selected nature images follows a uniform distribution
and the metric by summing the cosine value of gradient ori-
entation differences equals zero. Based on this character-
istic, they claim that the gradient orientation difference is
robust to image occlusion because the occlusion areas are
automatically ignored when computing the similarity met-
ric between two images. However, in our experiment, we
find that given an image pair, one of which is occluded,
the gradient orientation difference does not always (approx-
imately) follows uniform distribution. Even it does, we ar-
gue that simply ignoring the occlusion area is not a good
way for robust face recognition. For example, suppose a
and b are images from the same person and c is an image
belonging to another person. In the normal case, the simi-
larity metric of @ and b is larger than that of a and ¢ (or b and
c). However, when b is occluded, since the occluded area is
ignored like in gradient orientation, the similarity metric be-
tween a and b may be smaller than that of ¢ and ¢, resulting
in the misclassification. In this paper, we argue that a good
occlusion robust face representation should make the simi-
larity of the occluded images as close as that of the normal
ones, rather than simply ignores the occluded areas.

We carry out the following experiment to compare Ga-
bor phase and gradient orientation in the occlusion case. We
pick out 5000 pairs of faces from the FERET [13] database.
Suppose P; and P; are one pair of them, ¢; and ¢; are gra-
dient orientation (or Gabor phase) of P; and P; and A¢;;
is the difference between ¢; and ¢;, we define the dissimi-
larity between the two faces using the cosine kernel as fol-
lows [15]:

s(6i,¢5) = Y _ cos(Adi;(p)) 3)
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where K = {1,...,k} is the set of pixel indices.

Then, we pollute one of the two images by setting the
pixels of the half bottom face to zero to simulate the oc-
clusion case, as shown in Fig. 1. Denoting the correlation
between the two original faces as s;, and the correlation be-
tween the two faces in the occlusion case as s, the effect
of the occlusion on the similarity between the two faces can
be measured as:
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where N = 5000 is the number of image pairs we used
in the experiment. The larger of £ means the stronger ef-
fect of occlusion on the similarity between two face images.
Table 1 shows the comparison of value E between gradient
orientation and Gabor phase. For the Gabor phase, one scale
with eight orientations are listed. From the result, one can
see that that in some orientations (e.g., orientation 1, 2 &



Figure 1. The first two images are the original face pair and the last
two images are the face pair where the second picture is partially
occluded.

Figure 2. The first row are the original faces without occlusion and
the second row are the original faces under occlusion.

N

Figure 3. The first row are the faces without occlusion represented
by Gabor magnitude and the second row are the faces under occlu-
sion represented by Gabor magnitude, while the third row are the
reconstructions of the faces under occlusion represented by Gabor
magnitude.

8), the effect measure value of Gabor phase is significantly
smaller than that of gradient orientation, meaning that Ga-
bor phase in these orientations is more robust to occlusion
than gradient orientation. In the following, we integrate the
robust Gabor phase information to obtain face occlusion ro-
bust representation.

2.3. Gabor phase vs. Gabor magnitude

Traditional face recognition prefers Gabor magnitude
feature due to its robustness to illumination and misalign-
ment. However, in the occlusion case, we find that Gabor
phase response is more stable and robust than Gabor mag-
nitude one.

We use 50 aligned face images from Yale B face
database [3]. The images are from the same subject but
captured under different lighting conditions. The first ten
pictures are occluded by a 24 x 18 Pongo face placed at
random locations. Gabor magnitude and phase features are
extracted from these images respectively (here we use scale
2 and orientation 1 as an example). After that, PCA is
applied on Gabor magnitude or phase images and the first
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Figure 4. The first row are the faces without occlusion represented
by Gabor phase and the second row are the faces under occlu-
sion represented by Gabor phase, while the third row are the re-
constructions of the faces under occlusion represented by Gabor
phase.

eight principle components are used to reconstruct the face
image. Fig. 2 shows the original faces with/without oc-
clusion. Fig. 3 shows the Gabor magnitude faces and its
reconstructed ones. Fig. 4 shows the Gabor phase faces and
its reconstructed ones. We can see that the occlusion part
in Gabor magnitude face is more obvious than that in Ga-
bor phase face, indicating that Gabor phase representation is
more robust to image occlusion and is suitable for occlusion
robust face recognition.

3. Spectral Regression based Discriminant
Analysis

As in [15], we measure the dissimilarity between two
images using the cosine kernel as
s(i 0;) = Y cos(Adij(p)) )
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where ¢;, ¢; are Gabor phase (or Gradient orientation) rep-
resentations of face images, A¢;; is the difference between
them and K = {1,...,k} is the set of pixel indices. With
the mapping z;(¢;) = e/%, we can further apply discrim-
inant analysis method to the transformed data z; to derive
the most separable subspace to be classified.

In this paper, we utilize spectral regression (SR) to derive
the discriminant subspace efficiently. Spectral regression
(SR) [1] is an efficient alternative framework for traditional
discriminant analysis method. SR models the discriminant
analysis as a regression problem. The computational ex-
pensive process of eigenvalue decomposition is avoided and
hence it greatly reduces the computational cost. Unlike tra-
ditional discriminant analysis, SR solves the solution with
two steps. First, the discriminant low dimension embed-
dings are derived. Second, the relationship between the low
dimension embeddings and the original data is learned. As
stated in [2], for LDA, the discriminant low dimension em-
beddings can be constructed in a straightforward way as:



Table 1. The comparison of value E between Gradient orientation and Gabor phase. GO and GP denotes gradient orientation and Gabor

phase respectively.

Method | GO | GPori.1 | GPori.2 | GPori. 3 | GPori. 4 | GPori.5 | GPori. 6 | GPori. 7 | GP ori. 8
E 0.47 0.27 0.20 0.35 0.36 0.56 0.33 0.48 0.19
2, 3 and orientations 1, 2, 8 get better performance. In the
following experiments, we utilize the Gabor phase features
ye =10,...,0,1,...,1, 0,...,0 [T, k=1,...,c (6) with scales 2, 3 and orientations 1, 2, 8 to represent faces.
N N N —
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where c is the class number and m; is the sample number in
i-th class. Under linear assumption, the second step can be
formulated as a least square regression problem to learn the
projective matrix from the original data to the low dimen-
sion subspace as described in [1] :

a = argmin Z(aTxi —)? @)
i=1

where m is the total sample number.

4. Experiments

In this section we conduct comprehensive experiments
to verify the effectiveness of the proposed algorithm. Both
simulated and real occlusion cases are tested. In simu-
lated experiment, we consider the occlusion by deliberately
adding facial wearings like glasses, masks and hats etc.
Moreover, we compare various methods in the case of oc-
clusion caused by eyeglasses on NIR face recognition prob-
lem, where the high light reflectance always makes the sit-
uation worse.

In the following experiments, two face features (gra-
dient orientation and Gabor phase) with four subspace
learning methods (PCA, FLDA, RLDA and SRLDA) are
combined. There are totally eight combinations: GPCA
(gradient orientation+ PCA), GFLD (gradient orientation+
FLDA), GRLDA (gradient orientation+ regularized LDA),
GSRLDA (gradient orientation+ spectral regression LDA),
GPPCA (Gabor phase+ PCA), GPFLD (Gabor phase +
FLDA), GPRLDA (Gabor phase + regularized LDA), GP-
SRLDA (Gabor phase + spectrum regression LDA).

4.1. Way to choose the scales and orientations for
Gabor phase feature

Multi-scale and multi-orientation Gabor phase features
are utilized. In order to improve the efficiency of the algo-
rithm, we try to select the optimal scales and orientations
for Gabor phase representation. Five scales and eight ori-
entations of Gabor filters are compared. We combine the
Gabor phase features with SRLDA and compare the recog-
nition accuracy on FERET face database. Fig. 5 shows the
recognition accuracy for 40 Gabor filters. Overall, scales

Performance of different scales and orientations

Scale Orientation

Figure 5. Rank-1 face recognition rate with different scales and
orientations for Gabor phase feature on FERET database.

4.2. Artificial occlusion experiment

In this experiment, we use FERET [13] database to eval-
uate the proposed algorithm by adding artificial occlusion to
the original images. Several occlusion masks are designed
and placed at random locations within the face images (Fig.

4.2).
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(a) Occlusion Mask (b) Occlusion Sample

Figure 6. Examples of occlusion mask and occlusion sample used
in our experiment.

We collect 1204 subjects from FERET database, and
there are totally 3988 samples, most of which are frontal
faces. The images are divided into three sets, named train-
ing set, target set and query set. We randomly select half



of subjects to form the training set. For each person not in-
cluded in the training set, one image is selected as the target
one and the left images make up the query set. We design
two experimental settings to examine the robustness of dif-
ferent methods to occlusion. In the first setting, there is no
occlusion in training and target sets and all images in query
set are artificially occluded. In the second setting, there is
no occlusion in target set. Partial images in training set and
query set are artificially occluded. The second setting is
used to evaluate the robustness of different methods when
there is occlusion in training set. The images in query set
are compared with the images in target set and the Rank-1
recognition accuracy is reported.

Table 2 lists the recognition results of various methods
on FERET database. Gabor phase based methods always
outperform gradient orientation based ones, validating that
Gabor phase feature is an occlusion robust face represen-
tation. The combination of Gabor phase information and
spectral regression achieves the best recognition result.

Table 2. Rank-1 recognition rates of different methods on FERET
database with artificial occlusion.

Setting 1
Method PCA | LDA | LDA | SRLDA
Gradient orientation | 0.53 | 0.28 0.58 0.60
Gabor phase 0.65 | 0.61 0.61 0.67
Setting 2
Method PCA | LDA | RLDA | SRLDA
Gradient orientation | 0.62 | 0.21 0.67 0.67
Gabor phase 0.72 | 0.71 0.68 0.72

4.3. Real occlusion experiment

In this part, we compare the performance of different
methods on AR [11] face database with real occlusions. The
AR database consists of more than 4,000 images of 126 sub-
jects, including 70 males and 56 females. The images were
taken in two sessions separated by two weeks, considering
expression (neutral, smile, anger and scream),illumination
and occlusion (sunglass and scarf) variations. Fig. 7 shows
some examples from AR face database. In this experiment,
we select 64 male and 52 female subjects from the database,
each of which contains 26 images taken in two sessions.
Half of the subjects (32 males and 26 females) are selected
to make up the training set and the left ones make up the
testing set. As in the first experiment, we adopt two experi-
mental settings to examine the robustness of different meth-
ods. In the first setting, there is no occlusion in training set.
We utilize 1 ~ 7 and 14 ~ 20 images from each person for
training. In testing phase, the first sample of each person is
treated as the target one and the images with number 8 ~ 13
and 21 ~ 26 make up the query set. In the second setting,
all the images in training set are used for training. In testing
phase, the first image of each person is utilized as the target

one and the left images are used as the query ones. The im-
ages in query set are compared with the image in target set
and the Rank-1 recognition accuracy is reported.
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Figure 7. Examples of face images from AR database with differ-
ent expressions, illuminations and occlusions.

The experimental results are shown in Table 3. It can
be seen that Gabor phase feature achieves better recogni-
tion performance than gradient orientation representation in
the occlusion case, validating the robustness of Gabor phase
representation. The combination of Gabor phase and spec-
tral regression achieves the highest recognition rate.

Table 3. Rank-1 recognition rates of different methods on AR
database.

Setting 1
Method PCA | LDA | RLDA | SRLDA
Gradient orientation | 0.75 | 0.44 0.67 0.70
Gabor phase 0.85 | 0.73 0.78 0.86
Setting 2
Method PCA | LDA | RLDA | SRLDA
Gradient orientation | 0.70 | 0.25 0.63 0.68
Gabor phase 0.83 | 0.71 0.73 0.84

4.4. Data occluded by eyeglasses

Figure 8. NIR face sample, the left face is the face with eyeglasses
and the right face is the face without eyeglasses

Now we turn to evaluate the performance of the proposed
method in near infrared (NIR) face recognition problem.



Although NIR based face recognition achieves very high ac-
curacy [8], one of the main problems is that the face images
are easily contaminated by high light reflectance, especially
when there are eyeglasses. Fig. 8 illustrates two examples
where the appearances of images with/without eyeglasses
changes dramatically, especially in eye region. In this part,
we check the performance of the proposed method (GP-
SRLDA) in eyeglasses occluded NIR face images and com-
pare it with PCA of gradient orientation [15] and multi-scale
block local binary pattern (MBLBP) + SRLDA [8], which is
one of the state-of-the-art methods in NIR face recognition.

There are 239 subjects in NIR database, each of which
contains images with or without eyeglasses. In training
phase, 3794 images without eyeglasses from 120 subjects
are used. In testing phase, one sample without eyeglasses
for each person from the other 119 subjects are selected to
form the target set and the rest 2218 images with eyeglasses
are used as the query set. The images from the query set are
compared with those in target set and the rank-1 recognition
rate is reported to compare different methods.

Table 4 lists the recognition rate results of different meth-
ods. It can be seen that the proposed method (Gabor Phase
+ SRLDA) achieves highest recognition rate compared to
GPCA and MBLBP+SRLDA in the eyeglasses occlusion
case. It validates that the Gabor phase information is robust
to eyeglasses occlusion in NIR images and is effective to
improve the state-of-the-art performance of NIR face recog-
nition.

Table 4. Recognition rate of different methods on NIR face
database with eyeglasses occlusion.

Method GPCA | MBLBP+SRLDA | GPSRLDA

Recognition Rate | 0.70 0.82 0.89

5. Conclusion

In this paper, we propose a Gabor phase representation
with spectral regression discriminant analysis method for
robust face recognition with occlusions. Instead of the Ga-
bor magnitude features widely used in face recognition or
the gradient orientation proposed in [15], we show that Ga-
bor phase features are more robust to face occlusion and
thus more efficient for face representation in the occlusion
case. Moreover, the spectral regression in complex domain
is adopted to find the discriminant occlusion robust sub-
space for face recognition. Extensive experimental results
demonstrate that the proposed method is robust to image
occlusion in face recognition and outperforms the existing
ones.
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