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Abstract

Local binary pattern (LBP) and its variants are effective
descriptors for face recognition. The traditional LBP like
features are extracted based on the original pixel or patch
values of images. In this paper, we propose to learn the dis-
criminative image filter to improve the discriminant power
of the LBP like feature. The basic idea is after the image
filtering with the learned filter, the difference of pixel dif-
ference vectors (PDVs) between the images from the same
person is consistent and the difference between the images
from different persons is enlarged. In this way, the LBP like
features extracted from the filtered images are considered
to be more discriminant than those extracted from the orig-
inal images. Moreover, a coupled discriminant image filters
learning method is proposed to deal with the heterogenous
face images matching problem by reducing the feature gap
between the heterogeneous images. Experiments on FER-
ET, FRGC and a VIS-NIR heterogeneous face databases
validate the effectiveness of our proposed image filter learn-
ing method combined with LBP like features.

1. Introduction

Face recognition has attracted much attention due to it-
s potential value for applications and its theoretical chal-
lenges. In real world, the face images are usually affect-
ed by different expressions, poses, occlusions and illumi-
nations, and the difference of face images from the same
person could be larger than that from different ones. There-
fore, how to extract robust and discriminant features which
make the intra-person faces compact and enlarge the margin
among different persons has become a critical and difficult
problem in face recognition.

Up to now, many face representation approaches have
been introduced, including subspace based holistic features
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and local appearance features [14]. Typical holistic features
include the well known Principal Component Analysis (P-
CA) [25], Linear Discriminant Analysis (LDA) [2], Inde-
pendent Component Analysis (ICA) [4] etc.

Local appearance features, as opposed to holistic fea-
tures like PCA and LDA, have certain advantages. They are
more stable to local changes such as illumination, expres-
sion and inaccurate alignment. Gabor [17, 12] and local
binary patterns (LBP) [1] are two representative features.
Gabor wavelets capture the local structure corresponding to
specific spatial frequency (scale), spatial locality, and selec-
tive orientation. It has been demonstrated to be discrimina-
tive and robust to illumination and expression changes. Lo-
cal binary patterns (LBP) which describes the neighboring
changes around the central point, is a simple yet effective
way to represent faces. It is invariant to monotone trans-
formation and is robust to illumination changes to some ex-
tent. The combination of Gabor and LBP further improves
the face recognition performance. A lot of work has been
proposed in this branch [28, 27, 13].

1.1. Related Work

Figure 1. Three-step way to extract LBP like feature.

In general, LBP like feature extraction can be decom-
posed into three steps (Fig. 1). First, an image filter is ap-
plied to reduce the noise affection and enhance the useful
information. Second, certain pixel patterns on the filtered
image are sampled and compared. Third, the encoded im-
age is derived based on the pixel comparison results and en-
coding rules. From this view, in original LBP [1], the first
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filtering step is skipped and the LBP feature is extracted
from the original image directly. The neighboring pixel val-
ues are compared with the central point and the LBP feature
is encoded with a uniform pattern definition. In LGBP [28],
a bank of Gabor filters with different scales and orientations
are first applied and the LGBP feature is extracted from the
Gabor magnitude responses. Recently, there is some work
to learn the LBP encoder at the third step. Cao et al. [3]
utilize unsupervised methods (random-projection tree and
PCA tree) to learn the encoder and the PCA dimension re-
duction method is applied to get a compact face descriptor.
Guo et al. [7] propose a supervised learning approach based
on Fisher separation criterion to learn the encoder of LBP.
In [19], authors propose to construct a decision tree for each
region to encode the pixel comparison result and in [20], a
heuristic algorithm is used to find the optimal pixel compar-
ison pairs for discriminative face representation. To the best
of our knowledge, there is little work on image filter learn-
ing for LBP like feature extraction. The most related work
is the “Volterrafaces” [10] in which various “Volterra” ker-
nels are learned and a vote mechanism is adopted for face
recognition. However, it is not relevant to LBP like feature
extraction.

1.2. Our Contribution

In this work, our attention is focused on the first step
of LBP like feature extraction and the last two steps adopt
the same way as in the original method. For most exist-
ing LBP related methods, the image filter in the first step
is defined in an ad hoc way and it is difficult to obtain its
optimal formulation. In this paper, we propose to learn the
image filter in a data-driven way. A discriminant analysis
is applied to learn the optimal filter so that after filtering,
more discriminative information useful for LBP like feature
can be explored. The LBP like features extracted from these
responses are hence expected to be more effective for face
representation.

The second contribution of this paper is to propose a cou-
pled discriminant image filters learning method for hetero-
geneous image matching. By appropriate formulation, cou-
pled image filters for different modalities are learned simul-
taneously so that the LBP like features extracted from the
filtered images are similar. The feature difference of het-
erogeneous images is reduced and it makes the matching
easier.

2. Discriminative Image Filter Learning for
Local Binary Pattern

Without loss of generality, we take multi-scale block lo-
cal binary pattern (MBLBP) [16] for example to show how
we can learn the image filters to improve the discriminative
power of LBP codes. In MBLBP, the mean values of local
regions rather than the pixel values are compared. From the

three-step view (Fig. 1), the mean filter is first applied to
the image and then the ordinary LBP codes are extracted.
The mean filter is able to reduce the noise to some exten-
t, however, it may not be the optimal one to enhance the
discriminative ability for face recognition.

In this work, we propose to learn an image filter that ex-
plores discriminative information for consequent face rep-
resentation and recognition. That is, to reduce the variances
of intra persons and meanwhile enlarge the margin between
images from different persons. Given an image 𝐼 , its fil-
tered image is denoted as 𝑓(𝐼). Considering the LBP pat-
tern sampling strategy, the pixel difference vector (PDV)
can be grouped as 𝑑𝑓(𝐼)𝑝 = [𝑓(𝐼)𝑝1 − 𝑓(𝐼)𝑝, 𝑓(𝐼)𝑝2 −
𝑓(𝐼)𝑝, ⋅ ⋅ ⋅ , 𝑓(𝐼)𝑝𝑑 − 𝑓(𝐼)𝑝], where 𝑓(𝐼)𝑝𝑖 is the pixel val-
ue of filtered image at position 𝑝𝑖, {𝑝1, 𝑝2, ⋅ ⋅ ⋅ , 𝑝𝑑} ∈
𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟(𝑝) and 𝑑 is the number of neighbors. Note that
𝑑𝑓(𝐼)𝑝 is a row vector. The purpose of image filter learn-
ing is to find the filter 𝑓 so that after the image filter-
ing, the PDVs of images from the same person are simi-
lar. Here, we use the Fisher criterion [6] to evaluate the
discriminative ability of the pixel difference vector. Let
𝑑𝑓(𝐼)𝑝𝑖𝑗 be the 𝑝-th PDV of 𝑗-th sample from class 𝑖, and
𝑑𝑓(𝐼)𝑖𝑗 = [𝑑𝑓(𝐼)1𝑖𝑗 , 𝑑𝑓(𝐼)

2
𝑖𝑗 , ⋅ ⋅ ⋅ , 𝑑𝑓(𝐼)𝑁𝑖𝑗 ] be the PDV set

from the 𝑗-th image of class 𝑖, where 𝑁 is the PDV number
for each image, the within and between class scatters can
then be computed as

𝑆𝑤 =
𝐿∑

𝑖=1

𝐶𝑖∑

𝑗=1

(𝑑𝑓(𝐼)𝑖𝑗 − 𝑑𝑓(𝑚)𝑖)(𝑑𝑓(𝐼)𝑖𝑗 − 𝑑𝑓(𝑚)𝑖)
𝑇

𝑆𝑏 =

𝐿∑

𝑖=1

𝐶𝑖(𝑑𝑓(𝑚)𝑖 − 𝑑𝑓(𝑚))(𝑑𝑓(𝑚)𝑖 − 𝑑𝑓(𝑚))𝑇

(1)

where 𝐿 is the total class number and 𝐶𝑖 is the sample num-
ber of 𝑖-th class. 𝑑𝑓(𝑚)𝑝𝑖 is the mean vector of PDVs at po-
sition 𝑝 on filtered images from the 𝑖-th class and 𝑑𝑓(𝑚)𝑝

is the total mean vector of PDVs at position 𝑝 over the
sample set. 𝑑𝑓(𝑚)𝑖 = [𝑑𝑓(𝑚)1𝑖 , 𝑑𝑓(𝑚)2𝑖 , ⋅ ⋅ ⋅ , 𝑑𝑓(𝑚)𝑁𝑖 ] and
𝑑𝑓(𝑚) = [𝑑𝑓(𝑚)1, 𝑑𝑓(𝑚)2, ⋅ ⋅ ⋅ , 𝑑𝑓(𝑚)𝑁 ] are augmented
vectors by concatenating mean vectors over different posi-
tions.

Under linear assumption, suppose the image filter vector
to be 𝑤, and the value of filtered image at position 𝑝 can
be represented as 𝑓(𝐼)𝑝 = 𝑤𝑇 𝐼𝑝, where 𝐼𝑝 denotes the im-
age patch vector centered at position 𝑝. Similarly, the PDV
𝑑𝑓(𝐼)𝑝 can be represented as 𝑑𝑓(𝐼)𝑝 = 𝑤𝑇 𝑑𝐼𝑝. Substitut-
ing it into Eq. 1, we get

𝑆𝑤 = 𝑤𝑇 (

𝐿∑

𝑖=1

𝐶𝑖∑

𝑗=1

(𝑑𝐼𝑖𝑗 − 𝑑𝑚𝑖)(𝑑𝐼𝑖𝑗 − 𝑑𝑚𝑖)
𝑇 )𝑤

= 𝑤𝑇𝑆𝑤𝑤

𝑆𝑏 = 𝑤𝑇 (

𝐿∑

𝑖=1

𝐶𝑖(𝑑𝑚𝑖 − 𝑑𝑚)(𝑑𝑚𝑖 − 𝑑𝑚)𝑇 )𝑤

= 𝑤𝑇𝑆𝑏𝑤

(2)
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where 𝑑𝐼𝑖𝑗 is PDVs extracted from the 𝑗-th image of class
𝑖, 𝑑𝑚𝑖 is the mean PDVs matrix for the 𝑖-th class and 𝑑𝑚 is
the total mean PDVs matrix.

The larger the ratio of 𝑆𝑏 to 𝑆𝑤, the more discrimi-
nant information explored by the image filter. The opti-
mal solution 𝑤 which maximizes the ratio of 𝑆𝑏 to 𝑆𝑤 can
be obtained by solving the generalized eigenvalue problem
𝑆𝑏𝑤 = 𝜆𝑆𝑤𝑤 with its leading eigenvalue.

3. Coupled Image Filters Learning for Hetero-
geneous Images

Recently, more and more attention has been paid to het-
erogeneous face image matching (multi-modal face recog-
nition) problem. Heterogeneous faces (faces with different
modalities) are defined as faces which are captured in d-
ifferent environments or by different devices, e.g., visual
(VIS) vs. near infrared (NIR), VIS vs. Sketch etc, which are
common in many real applications like law enforcement and
video surveillance. In heterogeneous face image matching
cases, the image appearance differs so much that the tra-
ditional texture based face recognition methods don’t work
well on them. Previous work mainly focuses on transform-
ing the heterogeneous face images into the same modality
for matching or developing an advanced classifier that is
robust to the modality gap of features extracted from het-
erogeneous images. In this paper, we try to reduce the gap
from different modalities at the feature level to simplify the
heterogeneous face recognition problem. From the three-
step view (Fig. 1), Zhang et al. [29] has proposed a coupled
encoding method at the third step to reduce the difference
of heterogeneous features. Our work focuses on the first
step. Coupled image filters are learned so that the responses
of filters are as similar as possible for heterogeneous im-
ages from the same person, and the features extracted from
the filtered heterogeneous images are supposed to be more
consistent with each other. In the following, we take LBP
like feature as an example to show how the coupled dis-
criminative image filters can be learned and applied to face
representation.

As mentioned before, the LBP like feature is encoded on
a series of difference of pixel pairs, which are called pixel
difference vectors (PDVs). The purpose of coupled image
filters learning is to reduce the difference of PDVs for the
heterogeneous images from the same person and meanwhile
enlarge the difference margin of them for those images from
the different subjects. Let 𝐼𝑉 and 𝐼𝑀 be the face images
with two modalities (e.g., visual and near infrared modal-
ities) and their filtered images are denoted as 𝑓(𝐼𝑉 ) and
𝑓(𝐼𝑀 ). Suppose 𝑑𝑓(𝐼𝑉 )𝑝𝑖𝑗 and 𝑑𝑓(𝐼𝑀 )𝑝𝑖𝑗 be the 𝑝-th het-
erogeneous PDVs of 𝑗-th sample pair from the 𝑖-th class.
Following the Fisher criterion stated in Sec. 2, the objective
of our coupled image filters learning can be formulated to
maximize the ratio of between class scatter to within class

scatter. Denoting

𝑆𝑉 𝑀
𝑤 =

𝐿∑

𝑖=1

𝐶𝑖∑

𝑗=1

(𝑑𝑓(𝐼𝑉 )𝑖𝑗 − 𝑑𝑓(𝑚𝑀 )𝑖)(𝑑𝑓(𝐼
𝑉 )𝑖𝑗 − 𝑑𝑓(𝑚𝑀 )𝑖)

𝑇

𝑆𝑉 𝑀
𝑏 =

𝐿∑

𝑖=1

𝐶𝑖(𝑑𝑓(𝑚
𝑉 )𝑖 − 𝑑𝑓(𝑚𝑀 ))(𝑑𝑓(𝑚𝑉 )𝑖 − 𝑑𝑓(𝑚𝑀 ))𝑇

(3)

where 𝑑𝑓(𝐼𝑉 )𝑖𝑗 , 𝑑𝑓(𝐼𝑀 )𝑖𝑗 , 𝑑𝑓(𝑚𝑉 )𝑖, 𝑑𝑓(𝑚𝑀 )𝑖, 𝑑𝑓(𝑚𝑉 ),
𝑑𝑓(𝑚𝑀 ) are defined similarly as in Sec. 2 and the super-
script 𝑉 or 𝑀 is the modality indicator. The between and
within class scatters can then be defined as

𝑆𝑤 = 𝑆𝑉 𝑉
𝑤 + 𝑆𝑀𝑀

𝑤 + 𝑆𝑉𝑀
𝑤 + 𝑆𝑀𝑉

𝑤

𝑆𝑏 = 𝑆𝑉 𝑉
𝑏 + 𝑆𝑀𝑀

𝑏 + 𝑆𝑉𝑀
𝑏 + 𝑆𝑀𝑉

𝑏

(4)

Under linear assumption, the filtered images 𝑓(𝐼𝑉 ) and
𝑓(𝐼𝑀 ) at position 𝑝 can be formulated as 𝑓(𝐼𝑉

𝑝
) =

𝑤𝑉 𝑇
𝐼𝑉

𝑝
and 𝑓(𝐼𝑀

𝑝
) = 𝑤𝑀𝑇

𝐼𝑀
𝑝
, where 𝐼𝑉

𝑝
and 𝐼𝑀

𝑝

are original image patch vectors centered at position 𝑝 for
heterogeneous image pair and 𝑤𝑉 and 𝑤𝑀 are coupled im-
age filter vectors. Substituting it into Eq. 4, followed by
matrix operations, we can get the form as 𝑆𝑤 = 𝑤𝑇𝑆𝑤𝑤
and 𝑆𝑏 = 𝑤𝑇𝑆𝑏𝑤, where 𝑤 = [𝑤𝑉 ;𝑤𝑀 ]. The optimal
solution 𝑤 that maximizes the ratio of 𝑆𝑏 to 𝑆𝑤 can then
be obtained by solving the generalized eigenvalue problem
𝑆𝑏𝑤 = 𝜆𝑆𝑤𝑤 with its leading eigenvalue. The coupled
discriminative filters 𝑤𝑉 and 𝑤𝑀 are finally obtained by
splitting 𝑤 appropriately.

4. Image Filter Learning based Descriptor

Figure 2. The pipeline of face representation and recognition with
image filter learning based descriptor.

Fig. 2 illustrates the pipeline of image filter learning
based method for face representation and recognition. In
training phase, the (coupled) discriminative image filter is
learned for homogenous or heterogenous face images. In
testing phase, given two input images, they are first filtered
with the learned filter(s) and then the LBP like codes are
encoded from the filtered images. After that, the histogram
based features are extracted to represent face images. Prop-
er classifier is finally adopted to measure the similarity of
the input two images.
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Extended LBP Coding. Ordinary LBP models the re-
lations between the central pixel and its neighboring pix-
els. In this work, we further model the absolute values of
difference of the central point and the neighboring pixels
to enhance the discriminative power of the descriptor. This
method is firstly proposed by Huang et al. [8] and applied to
3D depth face recognition. They use three bits to model the
difference between the central pixel and neighboring pixel-
s since they find most of the difference values are smaller
than 8. Here, we first normalize the difference values and
then use one bit to model the difference for the reason of
noise tolerance and efficiency of feature matching. Suppose
𝑑 = [𝑑0, 𝑑1, ⋅ ⋅ ⋅ , 𝑑7]𝑇 is the difference vector between the
central point and its surrounding pixels, it is first normal-
ized into [0,1] with its minimal value 𝑑𝑚𝑖𝑛 and maximal
value 𝑑𝑚𝑎𝑥 as 𝑑𝑖 = (𝑑𝑖 − 𝑑𝑚𝑖𝑛)/(𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛). The val-
ues which are larger than 0.5 is set to 1 and those which
are not larger than 0.5 is set to 0. In this way, a 8-bit binary
string can be obtained and its decimal value is considered as
a supplemental code to the original LBP. This improvement
is denoted as the extended LBP (ELBP) in the left paper.

Classifier. For traditional homogeneous face recogni-
tion, we use the histogram intersection measure to compute
the similarity of two images. For heterogenous face im-
age matching, we use the linear coupled spectral regression
(LCSR) [11] to find the common discriminant subspace and
the cosine distance is adopted to compute the similarity of
heterogenous image pair. The common discriminant sub-
space is learned from the training set.

Fusion. In order to improve the robustness of the results,
we adopt multi-scale analysis by varying the radius of LBP
sampling. We use the simple sum rule [9] to fuse the simi-
larity scores of multi-scale LBPs.

5. Experiments

We compare our image filter learning based method with
some state-of-the-art descriptors. For homogeneous face
recognition, FERET [23] and FRGC [22] face databases are
used to evaluate the performance of different methods. For
heterogenous face image matching, we compare the perfor-
mance of different methods on a visual image (VIS) and
near infrared (NIR) face database [15].

5.1. Data Description

The FERET database is one of the largest publicly avail-
able databases. The training set contains 1002 images. In
test phase, there are one gallery set containing 1196 images
from 1196 subjects, and four probe sets (fb, fc, dup1 and
dup2) including expression, illumination and aging varia-
tions. In this experiment, we use a subset of training set
containing 540 images from 270 subjects to learn the dis-
criminant image filter. All the images are rotated, scaled

and cropped into 142 × 120 size according to the provided
eye coordinates. No further preprocessing is adopted.

The images in FRGC v1.0.4 are used in this part. The
gallery set contains 943 controlled images and the probe set
contains 943 uncontrolled images, both from 275 subject-
s. The controlled and uncontrolled images were captured
under indoor and outdoor environments respectively. All
the images are normalized into 142× 120 size according to
the provided eye coordinates and no further preprocessing
is adopted.

The VIS-NIR database was collected by CBSR for het-
erogeneous biometric research. There are totally 5097 im-
ages, including 2095 VIS and 3002 NIR ones from 202 per-
sons in the database. In this experiment, we use the for-
mer 100 persons with their VIS and NIR images as training
set. The left images from 102 persons form the testing set.
There is no intersection of images or subjects between train-
ing and testing sets. In testing phase, the gallery set consist-
s of VIS images and the NIR images are used as the probe
ones. All the images are cropped into 128×128 size accord-
ing to the automatically detected eye coordinates and the
Difference-of-Gaussian (DoG) preprocessing method [24]
is adopted to remove the low and high frequency noise in
VIS and NIR images.

5.2. Results and Discussions

5.2.1 Homogeneous Face Recognition

We compare proposed method with popular descriptors like
LBP, MBLBP, LGBP, LLGP etc. For simplicity, the image
filter size in this paper is fixed to 5 × 5 and the sampling
number is set to 8. The sampling radius 𝑟 is varied from
{3, 5, 7}. The discriminant image filter is learned from a
training subset containing 540 images from 270 subjects.
All the methods are tested following the four standard test-
ing protocols (fb, fc, dup1, dup2).

Table 1 lists the rank-1 recognition rates of differen-
t methods on four probe sets of FERET. For ease of repre-
sentation, the proposed method is denoted as IFL-LBP𝑟

𝑠 and
IFL-ELBP𝑟

𝑠, where 𝑠 is the scale size of image filter and 𝑟
is the sampling radius, so as the MBLBP. In MBLBP, the
block size and the sampling radius are always the same as
described in original paper. From Table 1, one can see that
IFL-LBP significantly outperforms MBLBP, indicating that
the learned image filter does improve the discriminative a-
bility than the mean filter. Comparing single IFL-LBP with
LGBP, which is a combination of 40 Gabor filters, the best
performance of the single IFL-LBP is competitive with that
of LGBP. It indicates that the image filter learning based
method is an effective and efficient method for face repre-
sentation. However, in fc probe set with lighting variation,
IFL-LBP works much worse than LGBP. It may be due to
that the image filter learning based method is a data-driven
one and the lack of images with various lighting conditions
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in training set affects the robustness of the learned image
filter to lighting variation. The performance of multi-scale
IFL-LBP fusion is similar to the best performance of sin-
gle IFL-LBP in each probe set, but more stable than the
single IFL-LBP. By introducing the extended LBP coding,
IFL-ELBP improves the recognition rates by 5 percent in
fc probe set compared with IFL-LBP. It verifies that the
ELBP is a good and useful extention of original LBP to
explore more discriminant and robust information. Over-
all, the image filter learning based (extended) LBP feature
outperforms ordinary LBP feature and achieves comparable
performance with state-of-the-art descriptors, validating the
effectiveness of learning based filter for face representation.
It is worth noting that the image filter learning cannot only
be combined with LBP, but also with other LBP like face
representations, such as DT-LBP, DLBP etc.

Table 1. Comparison results (recognition rate) of proposed method
with state-of-the-art methods on FERET database.

Methods fb fc dup I dup II

LBP [1] 0.97 0.79 0.66 0.64
LGBP [28] 0.98 0.97 0.74 0.71
LVP [21] 0.97 0.70 0.66 0.50
LGT [12] 0.97 0.90 0.71 0.67

HGPP [27] 0.98 0.99 0.78 0.76
LLGP [26] 0.97 0.97 0.75 0.71

DT-LBP [19] 0.99 0.63 0.67 0.48
DLBP [20] 0.99 0.48 0.68 0.55

MBLBP3
3 0.98 0.62 0.61 0.37

MBLBP5
5 0.98 0.41 0.57 0.35

MBLBP7
7 0.98 0.30 0.55 0.33

MBLBP-Fusion 0.98 0.46 0.59 0.37
IFL-LBP3

5 0.98 0.88 0.75 0.77
IFL-LBP5

5 0.98 0.86 0.76 0.79
IFL-LBP7

5 0.98 0.80 0.72 0.77
IFL-LBP-Fusion 0.98 0.88 0.77 0.79

IFL-ELBP-Fusion 0.99 0.93 0.76 0.78

In order to examine the generalization of the learned
image filter, we further conduct experiments on FRGC
database. The image filter is learned from the FERET train-
ing set. We compare the performance of proposed IFL-LBP,
IFL-ELBP with LBP and MBLBP methods. Table 2 shows
that all the image filter learning based methods outperform
the ordinary LBP and MBLBP, indicating the good gener-
alization of the learned image filter. The fusion of multi-
scale IFL-LBP and IFL-ELBP coding can further improve
the face recognition performance, which is consistent with
the results on FERET database.

Table 2. Comparison results (recognition rate) on FRGC database.

Methods Rec. rate Methods Rec. rate
LBP 0.13 IFL-LBP3

5 0.49
MBLBP3

3 0.46 IFL-LBP5
5 0.49

MBLBP5
5 0.34 IFL-LBP7

5 0.49
MBLBP7

7 0.22 IFL-LBP-Fusion 0.59
MBLBP-Fusion 0.37 IFL-ELBP-Fusion 0.61

5.2.2 Heterogeneous Faces Matching

We test the heterogeneous face image matching on VIS-NIR
face database. As in former experiment, the learned coupled
image filter size is fixed to be 5×5 and the sampling number
is set to 8. The sampling radius is varied from {3, 5, 7}. The
proposed coupled image filter learning based methods are
denoted as CIFL-LBP and CIFL-ELBP. We first compare
the performance of CIFL-LBP with MBLBP without LCSR
learning. After extracting the histogram feature for CIFL-
LBP or MBLBP, the histogram intersection is adopted to
measure the similarity of different images. Table 3 lists the
recognition rates of different descriptors. The coupled im-
age filter learning based methods significantly outperform
MBLBP and LBP. It beats the best result of MBLBP by 24
percent, validating that CIFL-LBP can explore more power-
ful discriminant information than MBLBP in heterogeneous
case. The fusion of multi-scale CIFL-LBP and the extend-
ed LBP coding further improves the recognition rates by 3
and 13 percent respectively, indicating the effectiveness of
multi-scale fusion and ELBP coding.

Table 3. Recognition rates of methods with histogram intersection
metric on VIS-NIR database.

Methods Rec. rate Methods Rec. rate
LBP 0.36 CIFL-LBP3

5 0.55
MBLBP3

3 0.31 CIFL-LBP5
5 0.49

MBLBP5
5 0.17 CIFL-LBP7

5 0.41
MBLBP7

7 0.17 CIFL-LBP-Fusion 0.58
MBLBP-Fusion 0.19 CIFL-ELBP-Fusion 0.68

Next, we compare CIFL-ELBP with LBP, MBLBP,
SIFT [18], HoG [5] descriptors using LCSR classifier. LC-
SR is trained on the training set and the cosine distance
is used as the similarity measure. For MBLBP and CIF-
ELBP, the fusion results of three sampling radiuses are re-
ported. Table 4 lists the recognition rates of different de-
scriptors and Fig. 3 illustrates the corresponding Receiv-
er Operator Characteristic (ROC) curves. The proposed
CIFL-ELBP descriptor has superior performance over LBP,
MBLBP, SIFT and HoG. It achieves 95% in recognition
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rate and 63.4% in verification rate when false accept rate
is 0.001.

Table 4. Recognition rates of different descriptors with LCSR on
VIS-NIR database.

Method LBP MBLBP SIFT HoG CIFL-ELBP
Rec. rate 0.61 0.79 0.82 0.83 0.95
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Figure 3. ROC curves of LBP, MBLBP, SIFT, HoG and CIFL-
ELBP. The LCSR classifier with cosine metric is used for classifi-
cation.

6. Conclusions

This paper proposes an image filter learning method for
LBP like face representation. By grouping the image patch-
es appropriately, the discriminant learning is applied to find
the optimal image filter that enhances the discriminative
power of LBP like feature. Moreover, we extend the image
filter leaning to heterogeneous face image matching. Cou-
pled discriminant image filters are learned simultaneously
to reduce the feature gap between different face modalities.
Experiments on traditional VIS face recognition and VIS-
NIR heterogeneous face recognition validate the effective-
ness of the proposed method. In future, we will investigate
more image filter learning method combined with various
face representations to improve the face recognition perfor-
mance.
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