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Many proteins undergo a conformational transition upon binding to their cognate binding partner,
with intrinsically disordered proteins (IDPs) providing an extreme example in which a folding tran-
sition occurs. However, it is often not clear whether this occurs via an “induced fit” or “conforma-
tional selection” mechanism, or via some intermediate scenario. In the first case, transient encounters
with the binding partner favour transitions to the bound structure before the two proteins dissociate,
while in the second the bound structure must be selected from a subset of unbound structures which
are in the correct state for binding, because transient encounters of the incorrect conformation with
the binding partner are most likely to result in dissociation. A particularly interesting situation in-
volves those intrinsically disordered proteins which can bind to different binding partners in different
conformations. We have devised a multi-state coarse-grained simulation model which is able to cap-
ture the binding of IDPs in alternate conformations, and by applying it to the binding of nuclear
coactivator binding domain (NCBD) to either ACTR or IRF-3 we are able to determine the binding
mechanism. By all measures, the binding of NCBD to either binding partner appears to occur via an
induced fit mechanism. Nonetheless, we also show how a scenario closer to conformational selection
could arise by choosing an alternative non-binding structure for NCBD. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4873710]

I. INTRODUCTION

Protein-protein interactions perform many key functions,
ranging from cell adhesion to signal transduction. In many
cases, the bound conformation of one, or possibly both, of
the binding partners differs from the predominant conforma-
tions populated at equilibrium, creating a challenge for meth-
ods predicting bound structures and binding equilibria.1 A
related and classic problem is to discern the mechanism by
which the binding takes place. Two extreme scenarios have
been contemplated.2–10 In one, commonly known as confor-
mational selection,5 the bound conformation must be adopted
prior to the encounter with the binding partner in order for
binding to occur. The other extreme viewpoint is known as
induced fit, in which formation of the correct bound confor-
mation is facilitated by the presence of the binding partner,
as originally proposed by Koshland.11 Such a mechanism has
been inferred for the recognition and proof-reading of tRNA
by the ribosome12–14 and for the open/closed transition of
polymerases.15 In the case of intrinsically disordered proteins
(IDPs), which often adopt specific structures upon binding
to other proteins or nucleic acids,16, 17 one may ask whether
the bound conformation of the IDP must be adopted prior to
binding, or must be induced by the binding partner.18–20 This
question is most relevant when the bound conformation is not
already the dominant population in the unbound state. Of par-
ticular interest are those IDPs that are able to interact with
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multiple binding partners,21 sometimes even adopting a dif-
ferent folded structure in the context of a different binding
partner.20, 21

The distinction between these two binding mechanisms
may seem somewhat ill-defined: on the one hand, the bound
state must always exist with some finite probability even in the
absence of the partner, while on the other hand, the presence
of the binding partner would be expected to favour a transition
to the bound conformation, if binding is favourable. However,
the distinction can be made more precise by thinking about
what happens during typical binding events. We sketch out
the different scenarios in Fig. 1. In the absence of the part-
ner (Fig. 1(a)), the protein flips stochastically between (in this
case) two alternative conformations, only one of which has
a high affinity for the binding partner. In the conformational
selection scenario (Fig. 1(b)), the binding partner only binds
after a transition to the bound conformation has taken place; if
the protein encounters its partner while not in its bound con-
formation, dissociation is more likely to occur than a transi-
tion to the bound conformation. For induced fit (Fig. 1(c)),
association with the binding partner accelerates transitions to
the bound conformation. If the transition between bound and
unbound conformations is highly cooperative, and it is hard
for the non-binding conformation to make favourable con-
tacts with the binding partner, then a conformational selec-
tion mechanism would be favoured. The opposite scenario,
of rapid transitions between non-binding and binding con-
formations together with the ability to form binding con-
tacts even in the unbound state, would tend to favour induced
fit.22–24
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FIG. 1. Illustration of alternative binding mechanisms. (a) A schematic
illustration of an intrinsically disordered protein with two alternative stable
conformations within the unbound state, corresponding to states which can
(red triangle) and cannot (blue square) bind to a given binding partner (green
pac-man), which may or may not itself be disordered. The thick black curve
represents a bistable flipping between these two conformations over time.
(b) The effect of the binding partner when the binding mechanism is con-
formational selection (no reduction in average first passage time from non-
binding to binding). (c) Situation when the binding mechanism is induced fit
(reduction in first passage time for conformational change).

Experiments have yielded valuable results on many as-
pects of IDP structure and function. The most powerful meth-
ods are single molecule FRET experiments, which can pro-
vide information on the overall dimensions25 and dynamics26

of unbound IDPs, and NMR experiments which give more
localised and higher resolution structural data27, 28 and also
mechanistic insights.29 Kinetic experiments can yield infor-
mation on binding mechanism,30–35 in particular when used
in conjunction with a protein engineering approach. In gen-
eral, however, it is challenging to resolve mechanistic scenar-
ios from experiment alone. How can these two scenarios be
distinguished in molecular simulation? One possibility is to
use the binding transition state.18, 19 If this resembles the un-
bound state, it is clear evidence in favour of induced fit, while
if the structure is almost exactly the bound one, it suggests
conformational selection; intermediate scenarios are also pos-
sible. Here, we propose an alternative method, based on first
passage times for conformational transitions in a multi-state
coarse-grained model, as described below.

The nuclear coactivator binding domain (NCBD) of
CREB-binding protein (CBP) is an intrinsically disordered
protein (IDP) in the absence of any binding partner,36 al-
though there is, nonetheless, significant secondary structure
formation.37, 38 Like many IDPs, it does adopt a structure on
binding to its cognate partners, and of particular interest is

(a)

(c)

(b)

FIG. 2. Structures of IDPs and binding partners considered. (a) NCBD (blue)
in complex with ACTR (green), (b) NCBD (blue) in complex with IRF3 (red),
(c) protein G, used as a putative alternate conformation.

the fact that it forms two different folded conformations when
bound to two different binding partners: the ACTR domain
of p160 (henceforth ACTR)36 and the interferon regulatory
factor IRF-3 (henceforth IRF3),39 for which the structures of
the bound complexes are shown in Figs. 2(a) and 2(b), re-
spectively. While other IDPs may have short recognition se-
quences which can adopt different structures upon binding to
different partners, what is noteworthy in the case of NCBD
is the size of the domain which makes the switch. NMR ex-
periments have shown that the predominant form of NCBD in
solution resembles the ACTR-bound form,37 but that an ex-
cited state – possibly corresponding to a structure resembling
the IRF3-bound form – is in exchange with the major con-
former on a millisecond time scale.40 We have previously38

used large scale atomistic simulations to investigate structure
formation in the unbound state of NCBD, and others have
used a multi-scale approach to study unbound NCBD.41 Here,
we study the binding mechanism of NCBD to its partners; this
complements recent experimental studies, focussed on the as-
sociation of NCBD to ACTR,33–35 as we discuss below. Al-
though ACTR also undergoes a disorder to order transition
upon binding, we have chosen to restrict our attention here
to the mechanism as seen from the point of view of NCBD.
Since all-atom methods would be a challenging starting point
for investigation of the binding mechanism (although they
may be useful at a later stage to provide more detail),42, 43

here we adopt a coarse-grained model.
Because standard structure-based models of protein fold-

ing and binding cannot capture multiple folded states, we have
developed a novel multi-state structure-based model to inves-
tigate the binding mechanism of NCBD to ACTR and to IRF3.
This allows the population of both bound conformers with a
single energy function. Note that the unbound state is still dis-
ordered, although there are two basins of attraction within it,
consistent with experiment.40 We use this model to investigate
the mechanism of binding to each binding partner. By study-
ing the first passage times for crossing to the bound energy
surface in the presence and absence of the binding partner,
we are able to distinguish induced fit from conformational se-
lection mechanisms. We find that NCBD binds to both ACTR
and IRF3 by a mechanism very much like induced fit, with a



175102-3 M. Knott and R. B. Best J. Chem. Phys. 140, 175102 (2014)

strong reduction in time taken to cross to the bound conforma-
tion in the presence of the binding partner. Using a fictitious
model where the alternate folded structure of NCBD is taken
to be that of protein G, we show that it is also possible to ob-
tain a mechanism more resembling conformational selection.
Analysis of binding transitions confirms the picture provided
by the first passage times.

II. MODEL AND METHODS

Simulating coupled folding and binding events with
atomistic simulations44 would be a very computationally de-
manding task,43 unless one had some prior insight into the
mechanism, allowing for the sampling to be accelerated. We
therefore adopt a coarse-graining scheme, in which the en-
ergy landscape for binding of each pair of proteins is given
by a structure-based (Gō) model.45 This is a coarse-grained
model in which each residue is represented by a bead cen-
tred on the Cα carbon, and the short-range pair potential is
constructed in such a way that interactions between a pair of
residues can only be favourable for native contacts (i.e., when
that same pair is in contact in the native state). Such a model
is motivated by the hypothesis that evolution has designed se-
quences in such a way that competition from non-native con-
tacts is minimised; this concept is known as the “principle
of minimal frustration.”46 Gō models have been successful47

in describing a range of phenomena, from protein folding
mechanisms48 to protein association,49 domain swapping,50

protein misfolding,51 and association of IDPs with their bind-
ing partners.18, 19, 52, 53

However, these models each describe only one folded
(and one unfolded) free energy minimum (excepting native-
like intermediates), and would therefore not be appropriate for
describing the association of an IDP with two different bind-
ing partners where it binds them in very different structures.
To address this shortcoming, we have constructed a double-
Gō variant which combines Gō potentials derived from dif-
ferent structures into a hybrid system whose partition func-
tion at a defined mixing temperature Tmix is equal to the
sum of the partition functions of the separate Gō potentials
at Tmix.54, 55 Similar schemes for combining more than one
structure-based model have been proposed based on quantum
mechanical mixing56, 57 or by combining contacts from dif-
ferent models in a pairwise fashion.58, 59 The advantage of the
present formulation is that it does not sacrifice the cooperative
formation of folded structures, and allows an arbitrary num-
ber of different conformations to be included easily. Multi-
Gō models of various flavours have been successfully applied
to the study of problems such as conformational transitions
in adenylate kinase,56, 60–62 calmodulin55, 58 and glutamine-
binding protein,57 base-flipping in B-DNA,63 activation of
src-kinase,64 conformational exchange between different pro-
tein folds,59, 65 structural transitions in motor proteins,66 and
protein binding mechanisms.67

A. Double (or multi) Gō model

The double Gō method describes the system by two dif-
ferent energy functions E1 and E2. These energy functions

are defined for every possible conformation of the system,
but each is centred on a different conformation, R1 or R2,
in which it is a minimum. The total energy E is calculated by
exponential mixing:54

e−βmixE = e−βmixE1 + e−βmixE2 , (1)

where E1 and E2 are the two single-Gō energy surfaces, and
βmix = 1/kBTmix is an inverse mixing temperature, which
is unrelated to the simulation temperature. (This can be ex-
tended to more than two energy functions simply by adding
more exponential terms to the sum.) The effect of the expo-
nential mixing is that, in a given conformation, the energy
function that produces the lower energy will dominate the dy-
namics. In particular, if the system is near to the conformation
on which one of the energy functions is centred, that function
will tend to dominate. The system may be able to make tran-
sitions between the surfaces E1 and E2 when they are close
enough.

The mixing temperature Tmix is the parameter that gov-
erns the extent to which the lower energy will dominate, in
any given conformation. In our simulations, we used kBTmix

= 10 kcal mol−1 for 1ZOQ to 1KBH in the presence of
ACTR, kBTmix = 12 kcal mol−1 for 1KBH to 1ZOQ in the
presence of IRF3, and kBTmix = 16 kcal mol−1 for 1PGB to
1KBH in the presence of ACTR. We can consider the relative
extent to which E will change in response to a change in E1

or E2:

∂E/∂E2

∂E/∂E1
= exp

(

−
�E

kBTmix

)

, (2)

where �E = E2 − E1. When kBTmix ≪ |�E|, the total energy
is overwhelmingly governed by the lower of the contributing
energies, while in the limit kBTmix ≫ |�E|, both would con-
tribute equally. In making a transition, the largest energy gap
that the system can readily jump is of the order of kBTmix.

A good choice of mixing temperature is essential to the
double Gō model. It should be low enough so that when the
protein is in the vicinity of one of the native structures, the
energy surface derived from that structure dominates the av-
erage, i.e., when the instantaneous structure at time t, R(t), is
near folded structure 1, the energy E(R(t)) will be close to
E1(R(t)) and near structure 2, close to E2(R(t))). Only in the
more unfolded regions of configuration space will significant
mixing between the two surfaces occur. In this way, the com-
bined potential remains faithful to the original surfaces in the
vicinity of their respective native states, where they are ex-
pected to be most accurate. If Tmix is too high, we will instead
be simulating an unphysical hybrid surface in which, for ex-
ample, both energy functions contribute to the average even
when close to one of the native states. However, the mixing
temperature must also be high enough to allow mixing when
far from the native states, so that transitions between the sur-
faces can be observed on a reasonable time scale. The ability
to find a value of Tmix that satisfies both requirements for a
given pair of reference configurations depends on a physically
reasonable choice for the individual energy functions E1 and
E2 (see below).
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B. Single Gō model

Each state of NCBD was based on a Gō type model
derived from the experimental structure in complex with
a binding partner: PDB entries 1KBH36 and 1ZOQ39 for
NCBD:ACTR and NCBD:IRF3, respectively. An alternative
non-binding state was also modeled on the folded structure
of protein G, PDB entry 1PGB,88 as described below. The to-
tal energy function is a simple sum over harmonic bonds and
pairs of contacts. All angle and dihedral angle terms were set
to zero; instead, short range contacts were allowed as native
contacts (all contacts i, j with |i − j| ≥ 3 are permitted).

Each energy function (E1 or E2) can be written as a sum
of three terms:

E1,2 =
∑

j=i+1

V
(B)
ij (rij ) +

∑

j>i

V
(R)
ij (rij ) +

∑

i,j∈N

V
(N)
ij (rij ), (3)

where rij is the distance between residues i and j. The purpose
of the first term is to maintain the bonds between neighbour-
ing residues

V
(B)
ij (rij ) = κ (B)

(

rij − r
(0)
ij

)2
, (4)

where κ (B) = 378 kcal mol−1 Å−2 is a spring constant and r
(0)
ij

is the distance between residues i and j in the reference con-
formation (R1 or R2).

The second term V
(R)
ij provides residues with repulsive

cores that repel one another. Many Gō models use repulsive
cores whose range depends on the native conformation. While
this helps to increase the cooperativity of the model, it be-
comes impracticable in a double Gō model: both E1 and E2

need to have reasonable values for all accessible conforma-
tions, to avoid the situation where a conformation is accessi-
ble according to one energy function, but largely inaccessible
according to the other because of a very high energy. This
means that the repulsion should have the same range for both
surfaces. This is also a more physically reasonable picture,
since the closest approach of two residues should be indepen-
dent of the native structure, while the attractive terms in the
Gō model may be more long ranged. To achieve this, we sepa-
rate the repulsive part of the Karanicolas and Brooks 12-10-6
potential68 at the minimum, in a manner similar to the Weeks-
Chandler-Anderson (WCA) approach for simple liquids:69

V
(R)
ij (rij )

ǫ
(R)
ij

=

{

1 + V KB(rij ), rij ≤ σ
(R)
ij

0, rij ≥ σ
(R)
ij

, (5)

where ǫ
(R)
ij = 1.0 kcalmol−1 is an energetic parameter gov-

erning the strength of the repulsion, and σ
(R)
ij is the range of

the repulsion. Although the range must be the same for ev-
ery energy surface, in principle it can be different for different
residues. We use σ

(R)
ij = 4 Å for all residues. The Karanicolas-

Brooks potential V KB(rij ) is given by

V KB(rij ) = 13

(

σ
(R)
ij

rij

)12

− 18

(

σ
(R)
ij

rij

)10

+ 4

(

σ
(R)
ij

rij

)6

.

(6)
In addition to the repulsion, we need an interaction between
pairs of residues that are regarded as making contacts in the

native conformation. We treat a pair as forming a contact if
two non-hydrogen atoms, one from each residue, are found
within 5 Å of one another in the native conformation. We
include in the energy function E1 the intermolecular inter-
actions from structure R2, and vice versa. In doing so, we
make the physically reasonable assumption that the IDP is
not required to adopt the correct bound structure before it can
form attractive pairwise interactions with the binding partner
(assuming otherwise would essentially presuppose a confor-
mational selection mechanism). The energy of interaction be-
tween pairs is

V
(N)
ij

ǫ
(N)
ij

= − exp

⎛

⎝−
1

2

(

rij − r
(0)
ij

s
(N)
ij

)2
⎞

⎠. (7)

Here, s
(N)
ij = 0.5 Å is a parameter governing the width of the

attractive well, while ǫ
(N)
ij governs its depth. This parameter

is set to 1.0 kcalmol−1 for all contacts between NCBD and a
binding partner (ACTR or IRF3), and also for all intraprotein
contacts within the binding partner. For intraprotein contacts
within NCBD, it is set to 1.0 kcalmol−1 for the 1KBH model,
but is scaled in the other models in order to keep the stability
of the reference state of an isolated NCBD molecule approxi-
mately equal to that in 1KBH: to 1.183 and 1.215 kcal mol−1

in 1ZOQ (when binding to ACTR and IRF3, respectively) and
to 0.910 kcal mol−1 in 1PGB.

1. Q value

The fraction of native contacts, Q, an indicator of the ex-
tent to which native structure is present in a given conforma-
tion, is defined by

Q =
1

N

∑

ij

exp

⎛

⎝−
1

2

(

rij − r
(0)
ij

s
(N)
ij

)2
⎞

⎠, (8)

where s
(N)
ij is set to 0.5 Å for all contacts, and the sum is taken

over the subset of N contacts (intermolecular or intramolec-
ular or both) whose residues i and j are separated by at least
five positions along the chain.

C. Binding simulations

All simulations were performed in CHARMM,70, 71 mod-
ified to include the double-Gō model. First passage binding
simulations were run using Langevin dynamics with a time
step of 0.01 ps and a friction coefficient of 0.1 ps−1. An ini-
tial unbound ensemble was generated by running simulations
with the interprotein interactions all set to be repulsive (i.e.,
third term in Eq. (3) is set to zero), but with all other details
of the model remaining the same. Configurations from these
simulations (in which the protein was on the incorrect energy
surface for binding), were selected at intervals of 100 ns and
used as the starting point for binding simulations. A transi-
tion between energy surfaces was considered to have occurred
once the energy according to the target surface was lower
than that according to the starting surface in two consecutive



175102-5 M. Knott and R. B. Best J. Chem. Phys. 140, 175102 (2014)

snapshots separated by 0.1 ns. A total of 100 first passage time
runs was conducted for each binding scenario.

III. RESULTS AND DISCUSSION

We have constructed a hybrid potential based on the
bound structures of NCBD with ACTR (PDB reference:
1KBH36) and with IRF3 (PDB reference: 1ZOQ39). This al-
lows NCBD to bind to these two binding partners in the
correct native conformations, but still to populate an un-
bound state which is disordered. Langevin dynamics simula-
tions in the hybrid potential allow the protein to flip between
the two conformations. This can be monitored by calculat-
ing the intramolecular contact energy of NCBD, shown in
Fig. 3(a), where three transitions between IRF3-bound and
ACTR-bound energy surfaces are shown. Our assumption of
only two stable attractors within the unbound state, based on
the two bound structures, may appear an oversimplification.
However, it is consistent with recent NMR dynamics exper-
iments on unbound NCBD, which found a millisecond-time
scale two-state conformational exchange between the domi-
nant ACTR-bound conformer and an alternate, high energy
state which may correspond to the IRF-3 bound form.40 Note
also, that although the unbound structures may have some
similar features to the bound states on which they are mod-
eled, their tertiary structure is still substantially disordered
(as expected for the unfolded state of any Gō-like model).
The experimental evidence suggests that the state similar to
the ACTR-bound structure is somewhat more favoured in iso-
lated NCBD,37, 40 with an equilibrium population of ∼90%.
In our model, the state similar to the ACTR-bound structure
is still the most favoured, although with slightly reduced pop-
ulation (∼75%). The transition time between conformations
in such a model is clearly a critical determinant of the type of
mechanism.22–24 In our model, we can control the rate of tran-
sitions between the two conformations in the unbound state
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FIG. 3. Double Gō model for NCBD. (a) Energies of NCBD in the absence
of binding partner, (b) in the presence of the intrinsically disordered partner
ACTR and (c) in the presence of the folded binding partner IRF3. In each case
the energies for the models based on the structure in complex with ACTR and
with IRF3 are given in green and blue, respectively. (d) Alternative model in
which the unbound state of NCBD is artificially represented by protein G
(protein G energy in purple). Note that the offsets in energy between graphs
are the result of differing internal energies of the binding partner (if present).

by varying the mixing temperature Tmix. We have chosen a
mixing temperature in our model which approximately repro-
duces the time scale of transitions between unbound confor-
mations of NCBD: in our model, the transition times are of the
order ∼0.1 μs. Because we have used a low Langevin friction
coefficient of 0.1 ps−1 (relative to ∼50 ps−1 for water) to ac-
celerate dynamics, and because of the smoother energy land-
scape for a coarse-grained model, the simulation times are
shorter than experiment by a factor of 100–1000.19, 72 Thus,
the model transition time scale is roughly consistent with the
experimental relaxation time of the order of ∼0.1 ms.

A. Transition times

Having established that the system can flip between these
energy surfaces at equilibrium in the absence of a binding
partner, we next conducted first-passage binding simulations,
in which the system was initialised from the incorrect confor-
mation for binding for a given partner, and simulations were
run with a spherical boundary potential until a binding event
occurred. The radius of the boundary sphere was 62.035 Å,
which gives the same volume as a cubic box of side length
100 Å, and leads to protein concentrations of 1.66 mM. Rep-
resentative examples of binding events are shown in Figs. 3(b)
and 3(c) for NCBD binding to ACTR and IRF3, respectively.
Due to the additional stabilising influence of the binding part-
ner, the bound structure is much lower in energy than unbound
conformations, and so unbinding transitions are not observed
on the simulation time scale shown.

By running a large number of binding simulations, we
can characterise the binding mechanism in each case. While
there are many ways to describe binding mechanism, we have
exploited the ability of our model to discriminate between al-
ternative conformations based on their energy. We determine
the first passage time for the system to cross to the bound
energy surface relative to the time taken in the absence of
the binding partner. Clearly, for induced fit binding, the time
taken to cross to the bound surface should be reduced by the
presence of the binding partner, while in an extreme confor-
mational selection scenario, no difference in first passage time
would be observed.

We show the results of this analysis in Figs. 4(a) and
4(b) for binding to ACTR and IRF3 respectively, by plot-
ting the proportion of simulations remaining on the original
energy surface at each time point. In both cases, the pres-
ence of the second protein greatly reduces the time to cross
to the bound energy surface, indicating an induced-fit type of
mechanism, as has been inferred for the binding of several
other IDPs.18, 19, 52 An induced fit mechanism is favoured by a
rapidly interconverting unfolded state.41 An induced-fit mech-
anism is interesting in the context of a two-state exchange in
the unfolded state, which by itself would be highly suggestive
of conformational selection. Our results show that an induced
fit mechanism is still possible in this situation, when the bind-
ing partner is able to accelerate the transition to the binding
conformation.

In order to illustrate that our model can accommodate a
range of scenarios, we have constructed an alternative double-
Gō model in which the alternate conformation is not one of
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FIG. 4. Statistics of first passage times for binding. (a) NCBD binding to
ACTR, (b) NCBD binding to IRF3, (c) NCBD-G binding to ACTR (here
protein G rather than the IRF3-bound structure is used as the alternate con-
formation). Blue curves give the survival probability for the unbound confor-
mation in the absence of a binding partner and red curves give the survival
probability in the presence of the binding partner. In (c), the purple curve rep-
resents the survival probability for the NCBD-G model in which inter- and
intramolecular contacts have been scaled equally in the construction of the
model.

the bound states of NCBD, but rather the folded state of pro-
tein G (PDB reference: 1PGB).73 While the two bound states
of NCBD each consist of three helices with similar helical
boundaries – and so may be argued to differ mainly in ter-
tiary packing – protein G has an α/β structure bearing little
resemblance to NCBD. By using this alternate conformation,
we construct a hypothetical model of NCBD in which the sec-
ondary structure of the bound conformation is no longer sig-
nificantly populated under unbound conditions. In this case a
scenario closer to conformational selection would be antici-
pated, because of the larger rearrangement required to inter-
convert the two conformations and the slower associated time
scale. In Fig. 3(d) we show a representative binding trajectory
of the chimeric protein (hereafter referred to as NCBD-G),
and in Fig. 4(c) we show the statistics of first passage times
for NCBD-G crossing from the protein G energy surface to
the ACTR-bound one, in the presence and absence of ACTR.
The behaviour of this system clearly resembles conforma-
tional selection much more closely, although the ACTR does
still affect the rate of energy surface crossing, indicating a
small induced-fit effect.

Our analysis of first passage times provides a novel,
and unequivocal method for analyzing binding mechanism,
which is complementary to existing flux-based approaches.
Nonetheless, we can simply relate our results to flux, if we
assume that all steps are irreversible, which is valid if the re-
verse processes are highly improbable on the time scale of
interest. In this case, the relative flux via an “induced-fit”
pathway may be computed as φIF = 1 − τ+

MFPT/τ−
MFPT, where

τ+
MFPT and τ−

MFPT are the first passage times for conformational
change in NCBD in the presence and absence of the ligand,
respectively. Using this approximation, we obtain relative in-
duced fit fluxes φIF of 0.87 and 0.89 for binding of NCBD to
ACTR and IRF3, and 0.62 for binding of NCBD-G to ACTR,
confirming our earlier intepretation.

Because the relative strengths of intra- and interprotein
interactions may affect the binding mechanism, we have in-
vestigated this effect in the context of the NCBD-G model. In
addition to separately scaling the intramolecular contacts in
order to achieve a given stability, as in the model described
above, we also adopted a more conservative approach. In this
alternative approach, the intermolecular contacts were scaled
by the same amount as the intramolecular ones, correspond-
ing to the assumption that inter- and intramolecular interac-
tions should be of similar strength. Remarkably, we find that
this has little effect on the binding mechanism of NCBD-G
(Fig. 4(c)), with a φIF of 0.65 relative to 0.62 for the origi-
nal model, suggesting that the mechanism is robust to small
variations in scaling of intermolecular interactions.

B. Binding transition paths

Our analysis of first passage times provides quantitative
evidence for the type of binding mechanism which is adopted
in each case. In order to obtain more structural insight into
the binding mechanism of NCBD to ACTR and IRF3, we
have analysed binding transition paths in more detail. Tran-
sition paths are those segments of trajectories during which
the binding and folding take place, i.e., excluding the time
spent exploring unbound configurations prior to binding, or
non-productive transient encounters. As is the case with pro-
tein folding, all of the mechanistic information about binding
can be obtained from these transition paths.74

Examples of complete binding transition paths are shown
in Fig. 5(a). In each case, the fractions of intermolecular con-
tacts, and the fractions of NCBD intramolecular contacts, are
shown in blue and red, respectively, each running from zero at
the start of the transition to near unity at the end. Already from
this single example, it is apparent that substantial formation
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FIG. 5. Binding transition paths. (a) Examples of single binding events for
each system, showing the fraction of intermolecular contacts (blue) and in-
tramolecular contacts within NCBD (red). Broken vertical lines indicate po-
sitions of the snapshots given in Fig. 6. (b) Binding of NCBD to IRF3.
Top panel: Average intermolecular Q (purple) and average intramolecular
NCBD contacts (orange); middle panel: individual intramolecular Q trajec-
tories; lower panel: individual intermolecular Q trajectories. For averaging,
trajectories were aligned at the point at which the 1KBH and 1ZOQ energy
surfaces cross. (c) Binding of NCBD to ACTR, legend as in (b). (d) Binding
of NCBD-G to ACTR.
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of intermolecular contacts can occur before the intramolecu-
lar structural transition takes place. We also show a transition
path for the binding of the chimeric NCBD-G to ACTR in
Fig. 5(a). In that case, there is clearly a partially bound inter-
mediate which remains fully in the protein G conformation.

We have averaged the results of many transition paths
similar to those in Fig. 5(a). In order to synchronise the times
in each path, we define t = 0 to be the time at which the transi-
tion between the global E1 and E2 energy surfaces takes place.
The results of these averages are shown in Figs. 5(b)–5(d),
together with the overlaid results of all trajectories. These
support the conclusion from the individual examples, that the
formation of intermolecular contacts precedes any structural
transition of NCBD when binding to either IRF3 or ACTR.
This is reminiscent of the “fly-casting” mechanism that has
been proposed to increase the rate of protein association for
IDPs, in which the capture radius for binding is effectively in-
creased by the ability of the IDP to form transient interactions
with the binding partner while still unfolded.75 An earlier sim-
ulation study using a single-Gō model, with carefully cali-
brated secondary structure, similarly predicted an initial for-
mation of inter-protein contacts prior to folding of the NCBD,
when binding to ACTR, consistent with our results.53 The
results we obtain with our double-Gō model are completely
consistent with the conclusions of our earlier all-atom study
of the isolated NCBD.38 In that work, we found that although
the unbound state was still significantly disordered, there was
evidence that some features of the binding interface were al-
ready present. The presence of such an interface would help
to enhance the efficiency of the induced-fit mechanism that
we find here.

By contrast, the formation of bound and most intermolec-
ular contacts occurs simultaneously for the chimeric NCBD-
G when binding to ACTR. While the binding of NCBD to
either target molecule clearly occurs via induced fit, the situ-
ation for the binding of NCBD-G to ACTR is somewhat less
clear cut. Clearly, the final transition from the non-natively
bound intermediate to the bound state occurs via something
very close to ideal conformational selection. However, it is
also evident that the binding must slightly alter the energy
landscape of NCBD-G in such a way as to make the transition
to the bound energy surface more favourable. An idealised
conformational selection mechanism would require that it be
more likely for the proteins to dissociate before any transi-
tion to the bound conformation could occur.24 This would
have presumably been the case if there were a greater degree
of “frustration”76 between the NCBD-like contacts to ACTR,
and the contacts stabilizing protein G.

We can also follow individual transition events in order
to zoom in on the structural changes occurring as the two pro-
teins bind. In Fig. 6, we show representative snapshots drawn
from specific points along the binding transition paths (indi-
cated by broken vertical lines in Fig. 5(a)). These illustrate
very nicely the features of each mechanism. In the binding of
NCBD to ACTR, the two proteins initially associate in a dis-
ordered state (since ACTR is also an IDP), Fig. 6(a). At the
point at which the energy surfaces cross, Fig. 6(b), substan-
tial native-like intermolecular interactions have been formed,
with the fully native-like structure being adopted only later,

(e)

(g)

(j) (k)
(i)

(c)
(b)(a)

(f)(d)

(h)

FIG. 6. Snapshots extracted from binding transitions. (a)–(c) Snapshots on
the transition paths for binding of NCBD to ACTR in Fig. 5 (a); (d)–(f) anal-
ogous snapshots for binding of NCBD to IRF3; (g)-(k) snapshots for binding
of NCBD-G to ACTR.

Fig. 6(c). A similar sequence of events is observed in the bind-
ing of NCBD to the folded IRF3. In this case, however, the
NCBD is even more disordered at the point where the energy
surfaces cross, Fig. 6(e)—the higher degree of disorder may
be possible because the binding partner is already folded in
this case.

Finally, a somewhat different sequence of events oc-
curs in the binding of NCBD-G to ACTR: the NCBD ini-
tially binds to the ACTR in the folded protein G structure
(Figs. 6(g) and 6(h)), and remains in this structure, unfold-
ing only at the point at which the energy surfaces cross
(Fig. 6(j)), as in a conformational selection scenario. Note,
however, that the acceleration of transition rate to the NCBD
conformation in the presence of ACTR indicates that the bar-
rier for transition is lowered in the bound complex, so that this
mechanism also has some features of an induced-fit pathway.
The intention of this example was of course to show that there
are scenarios in which our model results in prototypical con-
formational selection. The reason that the mechanism does
not completely conform to conformational selection probably
relates to the fact that the binding partner in this case is a dis-
ordered protein (ACTR): thus, even though the NCBD-G may
initially be in the incorrect conformation to form favourable
intermolecular contacts, the ACTR can deform around it to
make these contacts, reducing the probability of encounter
complex dissociation and favouring transition to the bound
state.

Our finding of an induced-fit mechanism for NCBD bind-
ing to ACTR is confirmed by recent experimental evidence
from a protein engineering analysis of the binding transition
states, which show that, apart from weak native-like inter-
actions, the transition state is largely disordered,33, 34 with
�-values for binding in the range 0–0.2. We have also calcu-
lated �-values for binding of NCBD to ACTR based on the
simulations, using a simple contact based analysis, i.e., we de-
fine the � value of residue i as �(i) = (q‡(i) − qU(i))/(qF(i) −

qU(i)), where q‡(i), qU(i) and qF(i) are the fraction of its native
contacts formed by residue i in the binding transition state,
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FIG. 7. �-values for binding of NCBD to ACTR. Black curve shows esti-
mate from simulation, red and magenta symbols are experimental data in the
absence and presence of TMAO, respectively. Negative �-values are given
by unfilled symbols.

unfolded state and folded state, respectively. Here, we assume
the binding transition state is close to where the energy sur-
faces cross, and use the structures closest to this point on each
transition path to represent it. These simulation �-values are
slightly higher than the experimental data (Fig. 7), but bearing
in mind the approximations involved, they qualitatively agree
on the partial formation of structure in the transition state.

Although NCBD-G is an example which has been some-
what artificially contrived in this work in order to illustrate
a point, it does raise an intriguing possibility: could folded
proteins have evolved specifically to bind to different bind-
ing partners with very different structures? In fact, it has re-
cently been shown that it is possible to design proteins with
98% sequence identity which fold to different structures—
namely, a variant of protein G (GB98) and a three-helix bun-
dle (GA98).77 While each protein has a natural ligand, the
ability of the GA98 variant to bind both ligands (human
serum albumin immunoglobulin and immunoglobulin G for
GA98 and GB98 respectively) suggests strongly that it can
adopt either folded structure, depending on which ligand it
is bound to.77, 78 This is consistent with the hypothesis that
such bistable structures may function as evolutionary bridges
between proteins carrying out different functions, supported
by recent experimental and theoretical work.79–82 In addi-
tion, several natural examples exist of proteins that popu-
late different native states in the presence of different binding
partners83–85 and are not intrinsically disordered, indicating
that this is not a property unique to IDPs. Nonetheless, it is
likely to be easier for nature to design IDPs to bind in differ-
ent structures, because of the larger contribution made by the
binding interface to the overall stability. There is also likely
to be a difference in the binding mechanism, with conforma-
tional selection likely to be more important for predominantly
folded proteins which can bind in different folded states, be-
cause the barrier to transitions between these two states is
likely to be larger than for IDPs. This difference in mechanism
may also have functional implications: for example, induced-
fit binding may be optimal for enhancing binding rates, while

conformational selection may be preferred when it is neces-
sary to damp the response to the fluctuating concentration of
a ligand.

IV. CONCLUSION

We have developed a two-state coarse-grained model
which is able to describe the binding of an IDP to different
binding partners, even in a situation where it binds in differ-
ent conformations. In the absence of a binding partner, the
protein flips between two conformations in a two-state fash-
ion, which is consistent with the conformational exchange ob-
served in NMR relaxation-dispersion experiments. By incor-
porating the binding partner into the simulation, we are able
to use the change in rate of flipping between these alternative
conformations as a novel criterion for assessing the binding
mechanism. We find that binding of NCBD to either ACTR
or IRF-3 closely resembles an induced fit scenario. This is
not an artefact of the model, as we show that it is possible to
obtain a situation closer to conformational selection by choos-
ing a different alternative folded structure. One limitation of
our present study is the neglect of non-native contacts; while
specific non-native contacts are generally not important for
protein folding,74, 86 non-specific non-native interactions can
help to enhance the binding rates of IDPs by increasing the
chance that they remain in contact after initial encounter.19, 87

The fact that non-native contacts reduce the probability of
dissociation should not alter our conclusions, however, as it
would only enhance the likelihood of an induced fit mecha-
nism. The coarse-grained models we present here may assist
a more detailed investigation of the mechanism with atom-
istic models in two ways: (i) they may be used to guide the
atomistic simulations in biased sampling, or (ii) they may
be used to determine the mechanism by post-processing the
trajectories using the coarse-grained energy functions to de-
termine when the switching occurs, analogously to what has
been done here.
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