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Abstract

For face recognition with image sets, while most exist-

ing works mainly focus on building robust set models with

hand-crafted feature, it remains a research gap to learn bet-

ter image representations which can closely match the sub-

sequent image set modeling and classification. Taking sam-

ple covariance matrix as set model in the light of its recen-

t promising success, we present a Discriminative Covari-

ance oriented Representation Learning (DCRL) framework

to bridge the above gap. The framework constructs a fea-

ture learning network (e.g. a CNN) to project the face im-

ages into a target representation space, and the network is

trained towards the goal that the set covariance matrix cal-

culated in the target space has maximum discriminative a-

bility. To encode the discriminative ability of set covariance

matrices, we elaborately design two different loss function-

s, which respectively lead to two different representation

learning schemes, i.e., the Graph Embedding scheme and

the Softmax Regression scheme. Both schemes optimize the

whole network containing both image representation map-

ping and set model classification in a joint learning manner.

The proposed method is extensively validated on three chal-

lenging and large scale databases for the task of face recog-

nition with image sets, i.e., YouTube Celebrities, YouTube

Face DB and Point-and-Shoot Challenge.

1. Introduction

With the rapid development of multimedia technologies,

increasing interest has been attracted on face recognition

with image sets in real-world applications such as video

surveillance, classification with images from multi-view

camera networks or online face books, etc. Different from

traditional single-shot image based face recognition task,

for face recognition with image sets, both the gallery and

probe samples are image sets, each of which contains a large

number of images belonging to the same class. Neverthe-

less, large intra-class variations are usually contained in the

image sets due to changes in pose, expression, illumination

and other factors, thus how to represent these variations us-

ing robust set models and further discover invariance from

them is considered a key issue.

Among the existing set models, set covariance matrix has

gained a promising success [39, 37, 26, 15]. As a natural

second-order statistics, set covariance matrix characterizes

each image set with different number of samples as a fixed-

dimensional and comparable representation compactly and

effectively, thus is chosen to represent image set in this pa-

per. Since non-singular covariance matrices lie on a specific

Symmetric Positive Definite (SPD) Riemannian manifold,

their distances are usually measured with the Riemannian

metrics, e.g., the Log-Euclidean metric (LEM) [2]. Alterna-

tively, several works [5, 35, 36] propose to apply the matrix

logarithm operator to convert a covariance matrix from the

SPD manifold to a vector in the tangent space at the identity

matrix where Euclidean geometry applies.

For face recognition with image sets, most existing

works, e.g., [39, 26, 24, 15, 41, 13], etc., mainly focus on

building robust set models with hand-crafted feature. More-

over, motivated by the proven success of deep network,

class-specific neural networks are trained in [17, 25] to ex-

tract image representations in different image sets respec-

tively, which learn the within-class structure merely using

the class-specific mechanism yet without an explicit set rep-

resentation. Thus, we argue that it still remains a research

gap to learn more desirable image representations which

can closely match the subsequent image set modeling and

classification.

To address this issue, we present a Discriminative Co-

variance oriented Representation Learning (DCRL) method

which aims to learn a feature learning network, such as
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Figure 1: Conceptual illustration. The basic idea is to find a shared mapping φΘ(·) which projects the images of different sets

into a target feature space such that the set model (i.e., set covariance matrix) calculated in this target space has maximum

discriminative ability. More precisely, since φΘ(·) is a CNN which is parameterized by Θ, we seek to find a value of Θ
to meet such optimization objective. Note that the green and blue arrows denote feeding forward and back propagation

respectively. (a) Given a pair of image sets (Xi, Xj), the Graph Embedding scheme optimizes Θ through minimizing the

Log-Euclidean metric (LEM) weighted by an affinity matrix A , whose entries correspond to pairs of set covariance matrices

calculated in the target image feature space. (b) For the Softmax Regression scheme, we seek to find a Θ which ensures that

log-covariance vectors corresponding to different sets can be classified by a softmax regression machine.

Convolutional Neural Network (CNN), to project the im-

ages into a target feature space such that the set covari-

ance matrices calculated in this target space have maxi-

mum discriminative ability. Under the DCRL framework,

we propose two different representation learning schemes,

i.e., the Graph Embedding scheme and the Softmax Re-

gression scheme, based on two elaborately designed loss

functions respectively. In particular, the Graph Embedding

scheme, inspired by the general graph embedding frame-

work for dimensionality reduction [44], takes pairs of im-

age sets as training input and tries to minimize the LEM

weighted by an affinity matrix whose entries correspond to

pairs of set covariance matrices calculated in the target s-

pace. While the Softmax Regression scheme has its initial

motivation from the multi-class classification layer in con-

ventional fine-tuned neural networks [3], here we conduct

softmax regression on log-covariance vectors which are en-

sured to follow the Euclidean geometry as mentioned above.

Note that for both representation learning schemes, the two

stages contained in the whole network, i.e., image feature

learning and set model classification, are jointly optimized

with back-propagation. Fig. 1 shows the overall schematic

flowchart of the two representation learning schemes.

2. Related Work

In this section, we give a review of recent methods for

face recognition with image sets. Generally speaking, most

of these methods tend to represent the image set by some

model and then study the dissimilarity measure between the

models of different sets. Regarding the type of image set

modeling, the existing methods can be categorized into four

general classes, which respectively characterize image set

with linear/affine subspace, nonlinear manifold, face dictio-

nary and statistical models.

Linear/affine subspaces are used to model the image set

for their simplicity and efficiency. For instance, methods of

[43, 23] measure the image set similarity by the principal

angles of two linear subspaces. Then following a pioneer-

ing work of [6], a series of methods [18, 45, 9, 7, 13] are

proposed to approximate each image set with one or mul-

tiple convex geometric regions (affine or convex hull). Ad-

ditionally, methods of [14, 16] model image sets as points

(i.e. linear subspaces) on Grassmann manifold and define

Grassmann kernels to conduct discriminative learning on

the manifold.

Considering the complicated variations contained in the

image set, some methods model the image set by more so-

phisticated nonlinear manifold. Among them, some meth-

5600



ods attempt to partition the image set manifold into sev-

eral local linear models. For instance, in [40], Manifold-

Manifold Distance (MMD) is computed by integrating the

distances between pair-wise local linear models. Manifold

Discriminant Analysis (MDA) [38] further extends MMD

to solve the supervised between-manifold distance. Cui et

al. [12] present an image set alignment method for more

precise local model matching. In [8], the nearest pair of

local linear subspaces is searched by joint sparse approxi-

mation and then the image set dissimilarity is measured by

distance between such nearest pair.

Recently, face dictionary is explored as a representation

for image set and the works in face dictionary and sparse

representation are extended from still images to videos. For

example, Chen et al. [10, 11] present video-based dictio-

nary learning methods, and then classification is conduct-

ed based on integrating the minimum residuals from the

learned models. Further, a simultaneous feature and dic-

tionary learning (SFDL) method is proposed in [24] so that

discriminative information can be jointly exploited.

In the literature, statistical models have also been em-

ployed for image set modeling due to their capacity in char-

acterizing the set data distribution. Some methods repre-

sent each image set with some parametric distribution, such

as single Gaussian [31] or Gaussian Mixture Model (GM-

M) [1], and use the Kullback-Leibler Divergence (KLD) as

the dissimilarity measure. Wang et al. [39] present a Co-

variance Discriminative Learning (CDL) method to model

the image set by its covariance matrix, and further derive

a Riemannian kernel to conduct discriminative learning on

the Symmetric Positive Definite (SPD) manifold. Lu et al.

[26] propose to combine multiple order statistics as features

of image sets, and develop a localized multi-kernel metric

learning (LMKML) algorithm for classification. Harandi et

al. [15] attempt to learn an orthonormal projection from

the high-dimensional SPD manifold to a low-dimensional,

more discriminative one. Wang et al. [41] propose to model

the image set with a GMM and derive a series of kernels for

Gaussians to conduct Discriminant Analysis on Riemanni-

an manifold of Gaussian distributions (DARG).

In addition to the above methods, motivated by the suc-

cess of deep learning, an Adaptive Deep Network Template

(ADNT) [17] is presented to learn a deep reconstruction

network for each class, thereby classification is conducted

based on minimum reconstruction error from the learned

class-specific models. To further take discriminative in-

formation into account, Lu et al. [25] propose a Multi-

Manifold Deep Metric Learning (MMDML) method. De-

spite the relatively good performance of these methods, they

also suffer from some limitations as the class-specific mod-

els need to be passed through by images in each test image

set and thereby bring growingly high complexity with large

number of classes in the gallery. More recently, Zhang et

al. [47] present a deep learning based method to jointly con-

duct face representation adaptation and clustering in videos.

3. Basic Idea

In this paper, we propose a new method named Discrimi-

native Covariance oriented Representation Learning (DCR-

L) for face recognition with image sets. In the following, we

start with illustrating the basic idea of the proposed method.

As mentioned above, we aim to learn more discrimina-

tive image representations which are consistent with image

set modeling as well as subsequent classification. Specifi-

cally, we learn a feature learning network to project the im-

ages into a target feature space such that the set covariance

matrices calculated in this target space can be better dis-

criminated. Therefore, there are two pivotal challenges: 1)

constructing the feature learning network structure, 2) de-

signing loss functions to jointly optimize the two stages of

image feature learning and set model classification.

As for the first challenge, since Convolutional Neural

Network (CNN) has been extensively studied as feature

extractor in the problem of single-shot image based face

recognition, we could refer to the structure of some success-

ful examples, such as DeepID [33, 32, 34], FaceNet [30]

and VGG-Face [28], etc. By passing all the images through

the feature learning network, we can project them into a tar-

get feature space and subsequently calculate the sample co-

variance matrix for each image set. Thereby each image set

containing variable number of face images are merged as a

fixed-size unified representation which is compact, efficient

and more desirably, discriminative. Then how to define the

optimization objective and to train this network remains to

be tackled as the second challenge.

To cope with the second challenge, we define the loss

function to characterize the training goal of set model clas-

sification. Specifically, we design two loss functions ex-

actly in allusion to the two representative strategies for dis-

criminative learning, i.e., learning discriminative metric and

learning classification function. Thus minimizing these loss

functions respectively leads to two different representation

learning schemes, that is, the Graph Embedding scheme and

Softmax Regression scheme. For both of the two schemes,

the architecture is optimized as a whole and the parameters

for the feature learning network and the set model classifi-

cation are trained jointly through back-propagation.

4. Discriminative Covariance oriented Repre-

sentation Learning (DCRL)

Suppose there are n training image sets {Xi}
n
i=1 with

corresponding class labels {yi}
n
i=1, where yi ∈ [1,m]. A-

mong them, Xi ∈ R
Ni×D contains D-dimensional original

feature vectors of Ni images. The original feature vector of

a face image is the concatenation of intensity of all pixels.
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4.1. Image Feature Extraction

Due to the property of compact structure and thereby

relatively low computation complexity, we choose a fea-

ture learning network which has similar structure with that

in [32]. It should be noted that it is natural to extend to

other network designs for boosting performance, which al-

lows our DCRL framework to benefit from the progress

of state-of-the-art deep models for single-shot image based

face recognition.

To perform image feature extraction, all the images in

each input image set are passed through the feature learning

network. We denote φΘ(·) as the mapping from the original

image feature to the target feature space, where Θ is the

parameters of the network. Therefore, for an image set Xi,

its projection hi in the target feature space is denoted as

hi = φΘ(Xi), (1)

where hi consists of Ni row feature vectors, which are com-

puted by passing Xi through the feature learning network

image by image.

4.2. Set Covariance Modeling

Having extracted the image features in each image set,

it is desirable to merge them to a compact, fixed-size and

discriminative set representation, which facilitates perfor-

mance improvement while saving the time and space cost.

A lot of set models have been extensively researched in re-

cent years and among them, the set covariance model has

achieved promising success [39, 37, 26, 15] due to its fa-

vorable properties of integrating the variation information

of an image set with any number of image samples into a

comparable representation.

We thus choose to model an image set Xi with the set

covariance matrix Ci of the extracted image features hi, and

Ci is calculated as follows.

Ci = hT
i JNi

hi (2)

where the centering of hi is performed by a constant matrix

JNi
.

JNi
=

1

Ni − 1
(INi

−
1

Ni

1Ni
) (3)

is determined by Ni, which is the number of images in the

i-th image set. INi
and 1Ni

denote the identity matrix and

the matrix of all ones, whose size are Ni × Ni. Besides,

to guarantee the non-singularity, a standard regularizer is

imposed by adding a small positive perturbation to the co-

variance matrix Ci.

4.3. Network Optimization

In this paper, we present two different representation

learning schemes, i.e., the Graph Embedding scheme and

Softmax Regression scheme. Next, we introduce the two

schemes and explain how to jointly optimize the two stages

of representation mapping and set model classification.

4.3.1 Graph Embedding Scheme

The Graph Embedding scheme is trained on pairs of im-

age sets. Given pairs of set covariance matrices computed

by the extracted image features, we expect that their Log-

Euclidean metric (LEM) to be small for pairs from the same

class and large for those from different classes. Inspired by

the graph embedding framework [44], we define an affin-

ity matrix to encode the data structure and semantic rela-

tionship in the original image space. Then, minimizing the

distance between set covariance matrices weighted by the

affinity matrix is thus defined as the optimization objective.

The Graph Embedding scheme is illustrated as Fig. 1a.

Firstly, we measure the distance between two set covari-

ance matrices Ci and Cj calculated in the target space. S-

ince the non-singular covariance matrices lie on the Sym-

metric Positive Definite (SPD) manifold, their distance can

be measured with the Log-Euclidean metric (LEM) [2]:

LEM(Ci, Cj) = ‖log(Ci)− log(Cj)‖F , (4)

where log(·) is the ordinary matrix logarithm operator. Let

Ci = UiΣiU
T
i be the eigen-decomposition of Ci, its log-

covariance matrix is formulated as:

log(Ci) = Uilog(Σi)U
T
i . (5)

Secondly, to drive the set covariance matrices to be dis-

criminative, we utilize a graph embedding framework with

the graph defined by a real-valued symmetric affinity ma-

trix A ∈ R
n×n, where each element Aij measures the re-

lationship between two sets Xi and Xj . While A can be

constructed via several strategies, here we simply define it

as follows:

Aij =











dij , if Xi ∈ Nw(Xj) or Xj ∈ Nw(Xi)

−dij , if Xi ∈ Nb(Xj) or Xj ∈ Nb(Xi)

0, otherwise

(6)

where dij = exp(−LEM2(Ci, Cj)/σ
2). Nw(Xi) consists

of Kw nearest neighbors of Xi that share the same label

as yi, while Nb(Xi) contains Kb nearest neighbors of Xi

belonging to different classes from Xi.

Finally, we define the optimization objective in the fol-

lowing:

Θ = argmin
Θ

J(Θ) (7)

where

J(Θ) =
1

4

∑

i,j

AijLEM2(Ci, Cj). (8)
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4.3.2 Softmax Regression Scheme

For the Softmax Regression scheme, we refer to the conven-

tional strategy for fine-tuning a neural networks, i.e., wiring

a softmax regression machine to the output layer. Neverthe-

less, it is non-trivial as the set covariance matrices lie on a

specific SPD Riemannian manifold. In view of the fact that

the SPD matrices can be transformed to log-covariance vec-

tors in the tangent space at the identity matrix, we develop

an optimization objective such that log-covariance vectors

corresponding to different image sets can be classified by a

softmax regression machine. Fig. 1b gives an illustration of

its conceptual architecture.

We start with transforming Ci to a log-covariance vec-

tor vi via vectorizing the log-covariance matrix log(Ci) in

Equ. 5. Since the log-covariance vectors follow the Eu-

clidean geometry, we present an optimization objective that

log-covariance vectors calculated in the target space can be

classified by a softmax regression machine. Formally, the

optimization objective is of the form:

Θ′ = argmin
Θ′

J(Θ′) (9)

where

J(Θ′) =
1

n

n
∑

i=1

m
∑

j=1

1{yi = j} log(oij) (10)

is the logistic regression cost function and Θ′ = {Θ,W, b}.

n is the number of training image sets and m denotes the

number of classes. 1{·} is the indicator function, that is,

1{true} = 1, 1{false} = 0. oij is the estimated probabil-

ity of vi for the i-th class, i.e., oij = P (yi = j|vi;W, b).

oij =
eWjvi+bj

∑

l e
Wlvi+bl

(11)

where Wj denotes the j-th row of W , and bj is the j-th ele-

ment of b.
Due to space limitation, the detailed derivation of the

gradients in Sec. 4.3.1 and 4.3.2 is given in our supplemen-

tary materials. Accordingly, the optimization problems de-

fined in Equ. 7 and 9 are solved with Stochastic Gradient

Descent.

4.4. Classification

In the testing stage, given a test image set, we first pass

the images through the learned image feature learning net-

work φΘ∗(·). Its set covariance matrix is obtained based

on the learned image features, hence the problem is cast-

ed as the discrimination of set covariance matrices. The set

covariance matrices can be naturally classified by the corre-

sponding Riemannian metrics, e.g., LEM used in this paper.

Alternatively they can also serve as the extracted image set

representation on which existing covariance discriminative

learning methods are performed to further enhance perfor-

mance.

4.5. Implementation Details

For network training, we perform the data augmentation

to generate more image sets by random sampling in exist-

ing image sets and to enlarge each image set via randomly

cropping, flip and color shuffle. Through these strategies,

we can further enrich the variation to the training process,

which leads to better robustness against noises in the data.

The structure of the feature learning network is similar

with the one in [32] which takes the RGB image of size

55 × 47 as input. It consists of four convolutional layer-

s and a fully-connected layer. The first three convolutional

layers are followed by max-pooling. By passing through the

feature learning network, a 160-dimensional feature vector

is extracted for each sample image. For more details of net-

work structure, please refer to the supplementary materials.

The two proposed schemes are implemented in Titan-

X GPU with 12GB memory using a modified Caffe deep

learning toolbox [20]. The learning rate is initially set to

0.01 and reduced following polynomial curve with gamma

value equal to 0.5. The momentum is set as 0.9 and the

weight decay is set as 0.0005.1

4.6. Discussion

4.6.1 Differences from Related Methods

Though both the SPD Manifold Learning (SPDML) method

[15] and our proposed Graph Embedding scheme aim to

learn discriminative covariance models, they differ essen-

tially in the following aspects: 1) SPDML is an SPD man-

ifold learning method, while our method aims to learn im-

age representations to drive the corresponding set model to

be discriminative. 2) In SPDML, two types of metric, i.e.,

AIM and Stein metric, are chosen due to the affine invari-

ant constraint. While this extra constraint is not necessarily

imposed in our DCRL framework, our method is open to a

wider range of SPM measures. Here we choose the more ef-

ficient LEM which favorably overcomes the computational

limitation of AIM and the failure of Stein metric in defining

the true manifold geodesics.

One of the main innovations of our method is that we

develop a deep architecture for image set classification. In

the literature, there are only two similar works which ex-

plore the application of deep learning technique in image set

classification, i.e., ADNT [17] and MMDML [25]. Howev-

er, their ideas are totally different from ours in that both of

them expect a deep structure itself to model the variation

in each image set implicitly, which is nevertheless hard to

be captured. On the contrary, our method utilizes the set

1 The source code is available at http://vipl.ict.ac.cn/resources/codes.

5603



covariance model to characterize the variation within each

image set compactly and effectively. Besides, both ADNT

and MMDML learn one deep structure for one class, which

brings a large amount of parameters to learn and makes the

training as well as the testing process reduplicative. On the

contrary, our method trains a common mapping, which not

only avoids redundant parameters but also explores the im-

plicit common pattern in different sets.

4.6.2 Differences between the Two Proposed Schemes

While under the framework of DCRL, we give two rep-

resentation learning schemes, i.e., the Graph Embedding

scheme and Softmax Regression scheme, it should be no-

ticed that both of them are efficient and different from the

following perspectives.

1) The usage of discriminative information. The Graph

Embedding scheme works through learning discriminative

metric, while the Softmax Regression scheme back prop-

agates the discriminative information by using a softmax

classification function. This makes them have different fo-

cuses which complement and reinforce the whole frame-

work of DCRL.

2) The form of the objective functions. The Graph Em-

bedding scheme exploits an affinity matrix to make the tar-

get space reserve the data structure and semantic relation-

ships which are implicit in raw image space. In contrast,

the Softmax Regression scheme directly connects the target

space with the class label space by assigning each data point

a probability of each class.

5. Experiments

We evaluate our proposed method on three challeng-

ing and large datasets: YouTube Celebrities (YTC) [22],

YouTube Face DB (YTF) [42] and Point-and-Shoot Chal-

lenge (PaSC) [29]. Among them, the YTC dataset is used

to evaluate our performance in the task of face identifica-

tion with image sets, and the YTF and PaSC datasets are

used to evaluate our performance in the task of face verifi-

cation with image sets. In our experiments, the protocol and

performance measure all follow the original literature.

5.1. Databases Description and Settings

The YTC dataset [22] contains 1,910 YouTube videos

of 47 subjects. Most videos are low resolution which lead-

s to noisy and low-quality image frames. The number of

frames for these videos varies from 8 to 400. We conducted

ten-fold cross validation experiments and randomly selected

three clips for training and six for testing for each subjec-

t in each of the ten folds, which is similar with protocol in

[38, 39, 12, 24].

The YTF dataset [42] contains 3,425 videos of 1,595

subjects. There are large variations in pose, illumination,

and expression, and resolution in these videos. We fol-

lowed the same settings with benchmark tests in [42]. 5,000

video pairs are collected randomly and half of them are

from the same subject, half from different subjects. These

pairs are then divided into 10 splits and each split contains

250 ’same’ pairs and 250 ’not-same’ pairs. Thus we con-

ducted ten-fold cross validation on these splits.

The PaSC dataset [29] consists of 2,802 videos of 265

people, and half of these videos are captured by controlled

video camera, the rest are captured by hand held video cam-

era. It has a total of 280 sets for training and verification ex-

periments were conducted using control or handheld videos

as target and query respectively.

5.2. Comparison Methods and Parameter Settings

We first compared our performance with several state-of-

the-art image set classification methods including: Discrim-

inant Canonical Correlation analysis (DCC) [23], Manifold-

to-Manifold Distance (MMD) [40], Manifold Discriminan-

t Analysis (MDA) [38], Affine Hull based Image Set Dis-

tance (AHISD) [6], Convex Hull based Image Set Distance

(CHISD) [6], Covariance Discriminative Learning (CDL)

[39], Localized Multi-kernel Metric Learning (LMKML)

[26], SPD Manifold Learning (SPDML-AIRM,SPDML-

Stein) [15], Adaptive Deep Network Template (ADNT)

[17], Discriminant Analysis on Riemannian manifold of

Gaussian distributions (DARG) [41] and Multi-manifold

Deep Metric Learning (MMDML) [25].

We employed the implementations provided by the orig-

inal authors, except for MMDML. Since the source code

of MMDML has not been released, we implemented it ac-

cording to the description in [25]. For fair comparison,

the referred parameters of each method were followed by

the original references. In MMD and MDA, we used the

default parameters in [40, 38]. For AHISD, CHISD, we

searched the PCA energy when learning the linear subspace

through cross validation, and reported the best result for

each method. In CDL, we used KDA for discriminative

learning and the same setting as [39] on the YTC and PaSC

datasets. For LMKML, we utilized the same setting as [26].

For SPDML-AIRM and SPDML-Stein, we searched vw and

vb following the direction of [15]. For DARG, we report-

ed the results of the “MD+LED” kernel which, as in [41],

outperforms other kernels. Note that on the YTF dataset

we cannot get the exact label, but only know whether an

image pair belong to the same subject. Therefore, for DC-

C, we utilized a pairwise version and for CDL and DARG

we used a kernel version of SILD [21] rather than KDA.

While MMDML cannot deal with verification task, we only

tested it by face identification task on the YTC dataset. In

our method, parameters for constructing the affinity matrix

were tuned via cross validation on different datasets.

On the YTC and YTF datasets, the gray intensity fea-
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Method Accuracy

DCC [23] 66.81±3.25

MMD [40] 65.30±3.23

MDA [38] 66.98±3.19

AHISD [6] 63.69±3.13

CHISD [6] 66.46±2.41

CDL [39] 69.70±1.13

LMKML [26] 70.31±2.52

SPDML-AIRM [15] 62.87±4.47

SPDML-Stein [15] 60.25±3.29

ADNT [17] 66.75±3.82

DARG [41] 77.09±2.65

MMDML [25] 69.81±4.62

FN-CDL 85.21 ±1.57

GE-CDL 91.03±1.22

SR-CDL 94.85±0.96

Table 1: Comparisons on the YTC dataset. Note that aver-

age accuracy ± standard deviation (%) is reported.

tures are used as the original references for the comparison

image set classification methods except ADNT where a Lo-

cal Binary Pattern (LBP) [27] feature is extracted as in [17].

Moreover, on the PaSC dataset, we followed a work of [4]

to extract the state-of-the-art deep features for the compari-

son image set classification methods, and only reported the

results of some methods which are representative and have

achieved good performance on YTC and YTF due to the

large scale of PaSC.

For our proposed DCRL framework, we tested the per-

formances of the two proposed schemes. Hereinafter, the

Graph Embedding scheme is denoted by “GE” and the Soft-

max Regression scheme is called as “SR”, where classifica-

tion is performed by using CDL on the learned covariance

matrices and computing the similarities on the resulting dis-

criminative space. Besides, we also give the result by using

the image features from a feature learning network, which

is trained for single-shot image classification, to compute

set covariance matrices. This comparison network is de-

noted by “FN” and is a DeepID2 [32] network with one

single CNN. On all the three datasets, we pre-trained the

proposed feature learning network by the CFW dataset [46]

containing about 150,000 images from 1,580 subjects. For

the training stage, on YTF the corresponding training data

was employed to fine-tune the network; on PaSC, the COX

face dataset [19] was used as auxiliary training data together

with the training set of PaSC; on YTC, we directly extracted

image features with a well-trained model for PaSC.

5.3. Results and Analysis

5.3.1 Comparison with the State-of-the-art

Firstly, we give a comparison result with the above state-of-

the-art image set classification methods. We conducted face

Method Accuracy

DCC (pair) [23] 70.84

MMD [40] 64.96

AHISD [6] 66.50

CHISD [6] 66.24

CDL(pair) [39] 69.74

SPDML-AIRM [15] 66.11

SPDML-Stein [15] 65.85

DARG [41] 73.01

FN-CDL 79.07

GE-CDL 81.34

SR-CDL 82.25

Table 2: Comparisons on YTF. The performance is evaluat-

ed by the mean accuracy in this table.

Method Control Handheld

DCC [23] 39.87 37.05

CDL [39] 46.07 44.53

ADNT [17] 41.72 38.68

DARG [41] 47.73 44.02

FN-CDL 52.31 50.15

GE-CDL 55.65 53.06

SR-CDL 56.43 55.73

Table 3: Comparisons on PaSC. Note that the verification

rates (%) at a false accept rate (FAR) of 0.01 on PaSC is

reported in this table. Here, “ Control ” denotes the exper-

iment using the control videos as target and query, while

“ Handheld ” implies that the handheld videos are used as

target and query.

identification experiments on the YTC dataset and face ver-

ification experiments on the YTF and PaSC dataset. Tab. 1

tabulates the average recognition accuracy and standard de-

viation over ten-fold trials on the YTC dataset. The com-

parisons on the YTF dataset are shown in Tab. 2 and the

performance is evaluated by the mean accuracy over ten-

fold trials. Tab. 3 lists the verification rates (%) at a false

accept rate (FAR) of 0.01 on the PaSC dataset. Besides,

Fig. 2a and 2b shows the Receiving Operating Characteris-

tic (ROC) curves on the YTF and PaSC dataset respectively.

Note that in Fig. 2b, we highlight the verification rate at a

false accept rate (FAR) of 0.01 by a vertical dotted line as

its performance is usually reported on the PaSC dataset in

previous literatures.

We can see from the results that the two proposed

schemes both achieve superior performances in most tests.

In the following, we give a brief analysis about the experi-

mental results and try to conclude the probable causes.

1) Set covariance matrix model, which is used in CDL,

LMKML, SPDML and our proposed approach, outperform-
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(a) YTF (b) PaSC

Figure 2: Comparisons of ROC curves on the YTF and PaSC dataset. On the PaSC dataset, the performance of the verification

rate at a false accept rate (FAR) of 0.01 (often reported in previous literature) is shown by the vertical dotted line.

FN GE SR

-LEM 33.63 35.74 34.52

-CDL 52.31 55.65 56.43

Table 4: Comparisons of different feature learning strate-

gies (classified using LEM or CDL) on the control videos

of the PaSC dataset.

s other set models promisingly in our experiments. This

demonstrates the capability of covariance matrix to charac-

terize the data structure of the image set.

2) Compared with other methods based on covariance

matrix model, our proposed method shows better perfor-

mance. This can be attributed to the learned image repre-

sentations which more closely match the classification of

the set covariance models.

3) In comparison with other deep model based method-

s ADNT and MMDML, our method yields better results,

which implies the explicit use of discriminative information

and set covariance model can facilitate the classification.

4) While on YTC our method has obtained a much high-

er performance than other methods which shows again the

potential of image feature learning on this dataset, it should

be noted that the comparison is not in a totally fair setting

since external data were exploited to train our network for

feature extraction and the RGB input contains more infor-

mation than the gray intensity one.

5) Performances of all the methods on PaSC are relative-

ly poor due to the low-quality and bad-alignment of face

region images on PaSC. Even so, the Softmax Regression

scheme with CDL still achieved an accuracy of 56.63% for

control videos and 55.48% for handheld videos.

5.3.2 Comparisons of Feature Learning Strategies

To further manifest the superiority of our DCRL frame-

work, we conducted experiments to employ different fea-

ture learning strategies before classifying with LEM or

CDL. The comparisons of their performance are shown in

Tab. 4. Clearly, our proposed method outperforms FN,

which can be attributed to the benefit that the learned image

representation is consistent with the set covariance model

and also supports our motivation to facilitate classification

of set covariance model.

6. Conclusion

This paper develops a Discriminative Covariance orient-

ed Representation Learning (DCRL) framework for face

recognition with image sets. Our method mainly con-

tributes an early attempt in learning deep representations

for images which is exactly suitable with both set covari-

ance modeling and classification with such models. Our

contributions mainly lie in three folds: 1) Our method ex-

tracts and organizes the discriminative information implic-

it in the images and image sets jointly which significantly

facilitates the image set classification. 2) Flexible and effi-

cient representation can be learned automatically due to fa-

vorable capability of deep learning in modeling nonlinearity

and extracting discriminative information. 3) The proposed

method can be not only directly used, but also seamlessly

integrated with existing covariance modeling methods. Ex-

tensive experiments show that our method achieves impres-

sive performance for face recognition with image sets.

In the future, the appealing idea of learning image rep-

resentations consistent with both image set modeling and

subsequent classification can be extended to other image set

models as well as other deep model designs.
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