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Abstract
Intrinsically disordered proteins (IDPs) have been implicated in a number of human diseases,
including cancer, diabetes, neurodegenerative and cardiovascular disorders. Although for some of
these conditions molecular mechanisms are now better understood, the big picture connecting
distinct structural properties and functional repertoire of IDPs to pathogenesis and disease
progression is still incomplete. Recent studies suggest that signaling and regulatory roles carried
out by IDPs require them to be tightly regulated, and that altered IDP abundance may lead to
disease. Here, we propose another link between IDPs and disease that takes into account disease-
associated missense mutations located in the intrinsically disordered regions. We argue that such
mutations are more prevalent and have larger functional impact than previously thought. In
addition, we demonstrate that deleterious amino acid substitutions that cause disorder-to-order
transitions are particularly enriched among disease mutations compared to neutral polymorphisms.
Finally, we discuss potential differences in functional outcomes between disease mutations in
ordered and disordered regions, and challenge the conventional structure-centric view of missense
mutations.

Recent predictions suggest that more than 40% of human proteins have at least one long
region ( ≥30 residues) that under physiological conditions does not fold into a fixed three-
dimensional structure.1 These intrinsically unstructured or intrinsically disordered regions
(IDRs) mediate important biological functions such as post-translational modification,
molecular recognition and assembly, as well as binding to other proteins, DNA and RNA.2–6

Intrinsically disordered proteins (IDPs) frequently serve as hubs in protein–protein
interaction networks,7 and their disordered regions allow binding to multiple partners.8,9 In
comparison to ordered regions, IDRs generally have lower sequence conservation,10 with
the exception of IDRs involved in RNA binding and chaperone activity.11 Disordered
proteins were shown to be involved in a number of human diseases,12,13 and disruption of
tight regulation of IDPs could be a contributor to disease pathogenesis.14 Given the high
prevalence of disordered regions in the human proteome1,15,16 and their involvement in
human diseases, below we explore whether disease-associated mutations could be found in
IDRs and what is a possible impact of such mutations on protein disorder.

Historically, disease-associated mutations have been studied from a structural
perspective,17–22 and much of the attention was focused on understanding how missense
mutations influence folding, stability, solubility, activity and other structure-based properties
of proteins. Significant progress has been made over the years in classifying potential
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functional effects of single nucleotide polymorphisms (SNPs), especially in the context of
their influence on human health. This is illustrated by the development of numerous
predictors of functional impact of SNPs (ref. 23–25 and others). However, the majority of
these methods are structure-and/or conservation-based, which limits their applicability in
protein regions with unknown structure or low sequence conservation. In addition, until
recently only conserved regions of proteins were considered to be functionally important. As
a consequence, existing methods often classify mutations within non-conserved regions as
tolerant, not damaging or benign,26 because they are believed to be functionally neutral. For
example, the SIFT algorithm tends to incorrectly classify the effect of mutations located in
non-conserved,27 solvent accessible or disordered regions of proteins.26 Recent studies
demonstrated that prediction accuracy, in particular within disordered regions, can be
improved by incorporating prior functional information such as loss or gain of post-
translational modification sites or catalytic residues.26,28 Here, we focus on missense
mutations in IDRs and argue that mutations in generally non-conserved disordered regions
can be highly deleterious because they can produce dramatic changes in disordered
structure. Importantly, we propose that properties of mutations in disordered regions need to
be taken into account when predicting the effects of missense mutations on protein structure
and function. Below, we discuss the differences in the functional impact of mutations in
ordered and disordered regions and relate them to different disease mechanisms.

We predicted disorder in the dataset of proteins that carry annotated disease mutations from
the UniProt database29 using three different disorder predictors30–32 and observed that 20–
25% of disease mutations were mapped to predicted disordered regions (Vacic and
Iakoucheva, submitted). We believe that this number may be an underestimate because at
least some of the mutations in UniProt are annotated as being disease-related because they
disrupt important functional sites inferred from known structures. Then, we in silico mutated
the wild type protein sequences to mimic the annotated disease mutations. We observed that
20% of disease mutations located in disordered regions cause disorder-to-order (D → O)
transitions, defined here and throughout this manuscript as a change from predicted disorder
(score ≥0.5) into order (score <0.5).30 In the two control data-sets, annotated
polymorphisms from UniProt and neutral evolutionary substitutions, percentages of
mutations that cause D → O transitions were significantly lower (11.5% and 7.3%, Fisher’s
exact P = 1.06 × 10−32 and 5.47 × 10−105, respectively). Table 1 shows representative
examples of D → O mutations that affect experimentally confirmed disordered regions of
proteins from the DisProt database.33 In total, we have collected over 700 annotated disease
mutations from UniProt that cause D → O transitions based on the disorder prediction score.
As evident from these examples, disease mutations can also affect disordered regions, and
some of them can disrupt disordered conformation via D → O transitions.

Ordered and disordered proteins have distinct functional repertoires: while ordered proteins
are mainly involved in metabolism, biosynthesis, catalysis and related cellular processes,
disordered proteins carry out regulatory and signaling roles.4,5,34 Disordered regions are
believed to be involved in low affinity and high specificity binding of IDPs to their
targets.35,36 It is therefore likely that the functional impact of disease mutations in these two
types of regions would also differ. A plausible hypothesis for the impact of disease
mutations in disordered regions is that they primarily disrupt disorder-mediated processes
such as protein–protein, protein–DNA, protein–RNA and protein–ligand interactions, post-
translational modifications, assembly of macromolecular complexes, and thereby signaling
and regulatory networks (Fig. 1).

According to the traditional structure-centric view of disease mutations, a disease may arise
from malfunction of a specific protein due to the loss of its stably folded structure or
enzymatic activity (Fig. 1). Examples of such disease mechanisms are plentiful in the
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literature. For instance, in the case of phenylketonuria (OMIM #261600) most of the
associated missense mutations impair enzymatic activity of the phenylalanine hydroxylase
protein (PHA) by causing its increased instability and aggregation. Furthermore, it was
shown that the decrease in PHA stability is the main molecular pathogenic mechanism in
phenylketonuria and the determinant of phenotypic outcome in the patients.37 Another
example of a metabolic disorder characterized by enzymatic deficiency is homo-cystinuria
(OMIM #236200), which is usually caused by the mutations in the gene that encodes
cystathionine beta-synthase.

On the other hand, a new disorder-centric view of missense mutations suggests that a disease
may arise from a loss (of wanted) or gain (of unwanted) interactions between a candidate
protein and its interaction partners due to mutations that disrupt disordered regions (Fig. 1).
Although these two mechanisms are not mutually exclusive—loss of enzyme’s activity
could in addition eliminate some of its interactions with the corresponding ligands/partners
—disruption of signaling and regulatory networks via interaction-specific defects is the most
plausible mechanism for diseases that involve mutations in IDRs. This hypothesis agrees
with the study by Zhong et al.,38 who investigated how disease mutations affect the human
protein–protein interaction network. Using a small set of carefully chosen missense
mutations, they were able to demonstrate that perturbations of the interactome can be caused
by either a complete loss of gene products (node removal), or by interaction-specific
(edgetic) alterations. Mutations leading to node removal were likely to affect buried residues
of the protein (comparable to ordered regions), whereas mutations leading to loss or gain of
specific interactions were likely to lie on the protein surface38 (comparable to disordered
regions). Although both of these mechanisms influence interaction networks, they could
have different consequences, especially with regard to disease mechanisms and modes of
disease inheritance.38

Role of IDPs as network hubs7,8 could further contribute to the network disruption in
disease. The ‘edgetic’ network perturbations that disrupt interactions of hub proteins may
result in an imbalanced amount of protein complex subunits. Defective protein complexes
may not function properly in the cell, or may be rapidly degraded by the cellular proteolytic
machinery. The loss of post-translational modifications (PTMs) could be another potential
outcome of the ‘edgetic’ networks perturbation. Our group and others have previously
shown that disorder is required for post-translational modifications such as
phosphorylation,2 ubiquitination,3 methylation39 and possibly other PTMs. D → O
transition mutations could render modification sites less exposed and thus impair the access
of modifying enzymes to the PTM sites. As a result, the loss of ubiquitination sites could
lead to accumulation of dosage-sensitive IDPs40 inside the cell, thereby contributing to
disease development. Likewise, access of kinases to phosphorylation sites may be
compromised by D → O mutations of the site or its flanking regions, which could influence
downstream signaling cascades. D → O mutations could also alter the binding specificity or
affinity of IDPs to their partners, thereby leading to either more promiscuous binding or to
accumulation of highly stable complexes. Both of these outcomes are undesirable for the
finely tuned and dynamic signaling networks, where interactions need to be precise and at
the same time easily breakable. This is especially relevant for the fuzzy complexes that rely
on dynamic disorder,41 since dynamically disordered regions could be especially prone to
disruption by D → O mutations. In addition, D → O transition mutations could impair
regulatory functions of IDPs. As shown previously, IDPs are enriched among transcription
and translation regulators, nucleotide-binding proteins and proteins involved in signal
transduction.12,15,34 By affecting DNA-binding properties of these IDPs, D → O mutations
could disrupt transcriptional regulatory networks that control global gene expression. All of
these and other ways of network disruptions via D →O mutations in IDPs could trigger
disease development.

Vacic and Iakoucheva Page 3

Mol Biosyst. Author manuscript; available in PMC 2012 March 19.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Another important observation that followed from our analysis of the disease-associated
mutations in UniProt is the increased frequency of several specific mutations. When disease
mutations were ranked according to their frequency of occurrence in the UniProt database,
top five disorder-to-order transition mutations (R → W, R → C, E → K, R → H and R →
Q) collectively accounted for 44.0% of all D → O disease mutations (Table 2). Similarly,
top five order-to-disorder (O → D) transition mutations (L → P, C → R, G → R, W → R
and G → E) collectively accounted for 32.2% of all O → D disease mutations (Table 2).
This demonstrates that a limited set of the specific “transition” mutations accounts for a
large fraction of D → O and O → D disease mutations. We believe that this observation is
important to consider while developing the classifiers of the functional impact of mutations
on protein structure and function, and knowing the preferential “from-to” residue transition
could help to better predict which newly discovered mutation is likely to be deleterious.
Below, we discuss one example from Table 1, Methyl CpG-binding protein 2 (MeCP2),
with three D → O transition mutations that are mapped to its annotated disordered regions
from DisProt.

MeCP2 is a methylated DNA-binding protein that mediates transcriptional repression via
interaction with the histone deacetylase and is essential for embryonic development. MeCP2
carries a number of missense, nonsense, frame shift and copy number mutations which are
associated with various neurodevelopmental disorders such as Rett syndrome, autism
spectrum disorders and mental retardation.42–44 The structure and disorder of MeCP2 have
been extensively investigated. About 60% of its sequence is intrinsically unstructured, as
determined by various experimental methods (CD, NMR, analytical ultracentrifugation and
far-UV CD spectroscopy)45,46 (Fig. 2). The NMR and X-ray crystal structure of the methyl-
CpG binding domain (MBD) of MeCP2 has been solved,47,48 and the coordinates of the
termini of this domain and several internal residues within MBD could not be assigned,
which indicates some amount of disorder even within this structured domain. There are three
D → O transition mutations in UniProt that map to the disordered regions of MeCP2
annotated in the DisProt database, R306C, R306H and R453Q (Table 1, Fig. 2). When
introduced into the wild type MeCP2 sequence in silico, both R306C and R306H mutations
result in a dramatic drop of the disorder score in the 207–310 disordered region, which
corresponds to a transcriptional repressor domain (TRD) of MeCP249 (Fig. 2). The R453Q
mutation causes a drop and a shift in the position of the disordered region 335–486, or C-
terminal (CTD-β) domain46 (Fig. 2). Both of these domains have been shown to be
important for binding to unmethylated DNA, and the synergistic binding to DNA was
observed for the TRD-CTD construct, which binds to DNA with 6-fold higher affinity than
TRD and 30-fold higher affinity than CTD alone.46 Furthermore, is has been demonstrated
that CTD-β domain binds to nucleosomes,46 most likely to histone H3.50 Given the
important functional roles of these two domains, the D → O transition mutations could lead
to partial or complete impairment of their DNA- and nucleosome-binding properties.
Confidently establishing links between specific D → O (and O → D) transition mutations
and disruption of domain or protein function using experimental methods is an important
step for better understanding the disease mechanisms.

Knowing the functional impact of disease mutations in disordered regions has another
interesting implication. Recent literature suggests that disordered regions could serve as
drug targets for small molecules and short peptides.51,52 The potential to target disordered
regions carrying disease mutations opens a broad range of possibilities in terms of
prioritizing the regions with the most deleterious mutations as drug targets; directing the
binding of small molecules towards specific D → O mutations; or even attempting to
compensate for the interactions that may be disrupted by such D →O mutations. Since the
area of drug development targeting disordered regions, and especially D → O mutations
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within them, is still largely unexplored, there are many opportunities for future research in
this respect.

It is an extremely exciting time for discovery of mutations associated with human diseases.
Recent advances in next-generation DNA sequencing technologies53 are bringing a
complete catalog of individual genetic variation within reach,54 and the decrease in
sequencing cost is allowing studies of ever larger disease cohorts.55 As the list of mutations
associated with human diseases grows, it is likely that some of them will be mapped to
protein-coding regions, and a subset of them specifically to disordered regions. However,
interpreting disease risk associated with the identified genetic variants still remains a
formidable challenge. Thus, further development of methods to predict functional impact of
newly discovered SNPs, especially in disordered regions, is critically needed. This is all the
more warranted by the fact that disordered regions have fewer evolutionary constraints
compared to ordered regions,56 but nevertheless they could carry deleterious mutations, as
demonstrated above. We propose that more specialized predictors trained using properties
and features of mutations in ordered and disordered regions would be better suited for this
purpose than the “one-size-fits-all” models. They are likely to outperform the methods
developed to target both ordered and disordered regions without discrimination, because the
spectrum of mutations and their functional consequences differ dramatically between these
two types of structures. The available domain–domain, protein–protein, and possibly even
network-level interaction information should ideally be accounted for while developing such
predictors. The first step in this direction has recently been made by incorporating some of
the unstructured regions’ properties as training features of the predictor.26

We believe that it is very important that the structure-centric view of mutations changes to
account for disease mutations in disordered regions. Although the focus of this opinion was
on missense mutations, it is also necessary to recognize that the entire gamut of disease-
related mutations including splice-site mutations, indels, nonsense mutations, and copy
number variation could impact disordered regions of proteins in a similar way as they are
impacting ordered regions, however with likely varying outcomes. There is still much
awaiting to be explored in the area of disease mutations and protein disorder. More rigorous
computational and experimental studies integrating genomic, biophysical and biochemical
data would contribute to a better understanding of the role of mutations in disordered
regions and their relevance to human diseases.
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Fig. 1.
Schematic diagram of the potential impact of disease mutations in ordered and disordered
regions.
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Fig. 2.
PONDR VLXT disorder predictions for the wild-type MECP2 and its three D → O mutants
that overlap with the experimentally confirmed MECP2 disordered regions from DisProt.
The red bars denote the location of the disordered regions, the red/blue bar denotes the
MECP2 region for which the structure was determined (red regions within the blue bar
indicate approximate location of the disordered regions in the structure), the colored circles
denote the location of mutations, the colored lines denote new disorder predictions after
introducing mutation into the wild type sequence in silico.
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Table 2

Frequencies of the top five D → O and O → D disease mutations from the UniProt database

Substitution D → O disease mutations (%) Substitution O → D disease mutations (%)

R → W 13.1 L → P 11.9

R → C 10.3 C → R 6.6

R → H 7.6 G → R 6.1

E → K 6.7 W → R 4.1

R → Q 6.3 F → S 3.6
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