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Abstract

The importance of pushing the performance envelope of
disk drives continues to grow, not just in the server market
but also in numerous consumer electronics products. One
of the most fundamental factors impacting disk drive de-
sign is the heat dissipation and its effect on drive reliability,
since high temperatures can cause off-track errors, or even
head crashes. Until now, drive manufacturers have contin-
ued to meet the 40% annual growth target of the internal
data rates (IDR) by increasing RPMs, and shrinking plat-
ter sizes, both of which have counter-acting effects on the
heat dissipation within a drive. As this paper will show, we
are getting to a point where it is becoming very difficult to
stay on this roadmap.

This paper presents an integrated disk drive model that
captures the close relationships between capacity, perfor-
mance and thermal characteristics over time. Using this
model, we quantify the drop off in IDR growth rates over
the next decade if we are to adhere to the thermal enve-
lope of drive design. We present two mechanisms for buying
back some of this IDR loss with Dynamic Thermal Manage-
ment (DTM). The first DTM technique exploits any avail-
able thermal slack, between what the drive was intended
to support and the currently lower operating temperature,
to ramp up the RPM. The second DTM technique assumes
that the drive is only designed for average case behavior,
thus allowing higher RPMs than the thermal envelope, and
employs dynamic throttling of disk drive activities to remain
within this envelope.

Keywords: Disk Drives, Thermal Management, Tech-
nology Scaling.

1. Introduction

The importance of I/O performance, disk drives in par-
ticular, continues to grow over the years, with the widen-

ing disparity in speeds between semiconductor and electro-
mechanical components. There are numerous applications
in both the commercial and scientific domains that are crit-
ically dependent on I/O performance. Data-centric services
such as file and e-mail servers and transaction processing
within an enterprise, together with Internet based services
such as Google, stock trading, etc., rely heavily on disks for
their storage needs. Even in the scientific domain, the work-
ing sets of applications continue to out-pace memory sys-
tem capacities (requiring out-of-core I/O support), and data
sets are being shared across several applications (requiring
explicit file I/O), often putting the I/O subsystem under the
spotlight in limiting their scalability.

There have been several improvements over the years to
address the I/O bottleneck, including better caching/buffer
management [35], parallelism in the form of RAID [34],
and high bandwidth interconnects such as SAN. However,
at the core of these extensive I/O subsystems lie the disk
drives, whose performance advances have woefully lagged
behind the rest of the system components. As Amdahl’s law
dictates, a single such laggard can eventually limit overall
system performance. Further, it is quite possible that a faster
drive can actually alleviate the need for going to expensive
storage area networks and higher levels of parallelism when
deploying balanced systems. This becomes particularly im-
portant for their usage in home gaming, DVRs, and other
low cost markets. Consequently, it is always important to
understand and explore how much we can push the enve-
lope of disk drive performance.

Disk drive vendors express performance in terms of In-
ternal Data Rates (IDR) and seek times. When we examine
the mechanics of drives, it may intuitively appear that we
can easily push the envelope by spinning disks faster, mak-
ing the platters smaller (to reduce seek distances), and avail
of better recording technologies whenever possible. How-
ever, one of the most fundamental factors affecting disk
drive design is the heat generated by some of these ac-
tions and its effect on reliable operation. High temperatures
can cause off-track errors due to thermal tilt of the disk
stack and actuator, or even cause head crashes due to the
out-gassing of spindle and voice-coil motor lubricants [20].
Even a fifteen degree Celsius rise from the ambient temper-
ature can double the failure rate of a disk drive [2], and it is
important to provision some design margin within the disk
to accommodate slight variations in the external tempera-
ture. This makes it imperative for the disk to operate below
a thermal envelope.

The disk drive industry has tried to chart out a 40% IDR
annual growth rate, and has used different techniques un-
til now towards meeting it, while remaining within the ther-
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mal envelope. Increasing the RPM alone to meet the tar-
get IDR can sometimes push the drive beyond the enve-
lope since heat dissipation is proportional to nearly the cu-
bic power (2.8-th power to be precise) of RPM. In conjunc-
tion with such RPM increases, the trick is to decrease the
platter size, since that affects the heat dissipation in nearly
the fifth power (4.6-th power to be precise). When doing
so, one needs to rely on the increases in recording densi-
ties or add more platters to ensure the capacity does not di-
minish.

While these techniques have been successful in improv-
ing IDR until now, without exceeding the thermal envelope,
this is getting to be more difficult because (i) further den-
sity improvements are not as easy since they require high
error/noise tolerance and very complex head designs, (ii)
stronger error-correcting codes to tolerate errors can con-
sume a significant portion of disk capacity and reduce the
effective user data rate, (iii) going to smaller enclosures de-
creases the amount of heat that can be drained to the out-
side air and (iv) external ambient temperatures are becom-
ing more difficult to contain since the heat dissipated by
other system components is increasing, and extensive cool-
ing systems are very expensive. In order to continue to make
innovations, it is important to understand all these trade-offs
and how they impact the disk drive roadmap over the next
decade, which is an important goal of this paper.

Until now, industry has been rather conservative in pro-
ducing designs that assume worst-case operating conditions
from the thermal perspective. As our results will show, the
thermal envelope puts a severe restriction on what IDR
growth (much less than 40%) we can get in the future if
we continue along the same philosophy. Rather than under-
provision the drive for performance at manufacturing time
(which restricts the benefit to applications) assuming the
worst-case scenarios for temperature, we point out that one
may want to design the drives for more average-case behav-
ior. This can let applications push the envelope of perfor-
mance, while still dynamically controlling the disk activi-
ties (seeks and rotational speeds) in order to ensure that it
operates within the thermal envelope. In fact, similar tech-
niques are being increasingly suggested [4, 41] in the de-
sign and usage of semiconductor components as well, where
thermal issues are starting to seriously restrict design. In ad-
dition to allowing applications to benefit from higher perfor-
mance on disks designed with average-case temperature be-
havior, Dynamic Thermal Management (DTM) techniques
can also be used on today’s disks (that are more restrictive
in performance) to further lower their operating tempera-
tures. As earlier studies have shown [2], operating at lower
temperatures can enhance long term drive reliability.

Understanding and studying all these issues mandates
comprehensive models of disk drives. Most of the previ-
ous published work has been mainly on performance mod-
els [12], with a few isolated studies on modeling tempera-
ture within a drive [11]. Rather than study these issues in
isolation, for the proposed research we need to understand
(i) how different drive parameters impact the three pronged
metrics of interest, namely, capacity, performance and heat,
(ii) how these metrics are inter-related, and (iii) how these
interactions vary over time. To our knowledge, this is the
first paper to do so, and it makes the following contribu-
tions towards the important goal of temperature-aware disk
drive design:

• We present models to study the capacity, performance
and thermal characteristics of disk drives in a unified
way to evaluate the different trade-offs over time. We
validate the values given by these models with data
from thirteen real drives from four different manufac-
turers over four calendar years.

• We compute a disk drive roadmap based on our models
and expected trends in technology scaling of the funda-
mental parameters. We show that while we have been
able to meet the IDR growth rates until now, the ther-
mal design envelope severely restricts data rates and
capacity growth in the future. This problem is further
accentuated with higher costs of cooling the external
ambient air.

• In order to buy back some of the performance/capacity
loss imposed by the thermal envelope, we present Dy-
namic Thermal Management (DTM) of disks as an op-
tion. Specifically, we present two ways of perform-
ing DTM: (i) ramping up rotational speed when de-
tecting a thermal slack between current temperature
and what the disk was designed for, and (ii) design-
ing a disk for the average case and dynamically em-
ploying throttling to control disk activities when reach-
ing close to the thermal envelope. Though the avail-
ability of multi-speed disks can allow more scope for
DTM, and there are disks [24] available today which
allow dynamic modulation between two RPMs, throt-
tling can be applied even on existing disks. We also
show that the data rate gain which one can obtain with
DTM can considerably ease the response times for I/O
intensive workloads (providing 30-60% improvement
in response times with a 10K increase in RPM).

The next section reviews related work. The inter-related
models for capacity, performance and thermal characteris-
tics are given in section 3. Section 4 charts out the roadmap
when designing disks for a thermal envelope. The DTM
possibilities are discussed in section 5. Finally, section 6
summarizes the contributions and identifies research direc-
tions for the future.

2. Related Work

The importance of the I/O subsystem on the performance
of server applications has resulted in fairly detailed perfor-
mance models of the storage hierarchy (e.g. [13, 14]). The
Disksim simulator [13], that we use in this paper, is one
such publicly distributed tool that models the performance
characteristics of the disk drive, controllers, caches and in-
terconnects. The importance of modeling power has gained
attention over the last decade, primarily in the context of
conserving battery energy for drives in laptops [48, 25].
Temperature-aware design is becoming increasingly impor-
tant [41] as well. In the context of disk drives, [8] describes
a model of the thermal behavior of a drive based on pa-
rameters such as the dimensions, number of platters in the
disk stack, their size, and properties of the constituent ma-
terials. We adapt this model to study the thermal ramifica-
tions of current and future hard disk drives. There has also
been some recent work on modeling and designing disk ar-
rays in a temperature-aware manner [27].

Power management for hard disks is a well-researched
area in the context of single-user systems such as laptops
and desktops [10, 30, 33]. Here, energy savings are obtained
by spinning the disk down (by turning off the spindle-motor
that rotates the platters) during periods when no requests
come to it. There has also been a study that has proposed
replacing a laptop disk with an array of smaller form-factor
disks [47]. More recent studies [19, 5, 17] have started to
look at disk power issues in the context of servers. Con-
ventional spindown-based power management techniques
are challenging to apply in server systems, due to the rel-
atively smaller durations of the idle periods and also due to
the mechanical characteristics of server-class disks [19]. To
address this issue, the use of multi-speed disks [17, 5] has
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been proposed. There has also been work on cache manage-
ment for optimizing disk power consumption [49]. In [9],
the authors propose replacing a tape backup system with an
array of disks, which are kept in a low-power mode as long
as possible.

The historical evolution of different aspects of hard-
disk drive design along with projections for their future
trends are given in a set of papers published by industry
[2, 16, 22, 37]. There have also been studies on the charac-
teristics of designing future high density disk-drives. These
papers cover issues such as the impact of bit-aspect ratios
[7] and error-correcting code overheads [45] in such drives.
There are several proposals [45, 31, 43] on how to build
Terabit areal density drives, covering magnetic recording
physics issues and also engineering considerations.

3. Modeling the Capacity, Performance and
Thermal Characteristics of Disk drives

This section describes the models that we use in our
study for capturing capacity, data rates and thermal char-
acteristics of disk drives. The metrics that we use are stan-
dard ones that are reported by the disk drive manufacturers
for their products.

3.1. Modeling the Capacity

The model begins with an abstraction of the fundamen-
tal properties of recording technologies via two quantities,
namely, the linear bit-density given in Bits-per-Inch (BPI)
for a track, and the radial track-density, which is expressed
in Tracks-per-Inch (TPI). BPI improvements are a result
of technological advances in read/write head design and
recording medium materials. TPI is improved by advances
in the servo design, track misregistration reduction tech-
niques, and more sophisticated heads [3]. The product of
BPI and TPI is known as the areal density and is one
of the most fundamental determinants of both drive speed
and capacity. The ratio BPI

TPI is known as the bit aspect-ratio
(BAR) and will be used later in this study to set up the tech-
nology scaling predictive model. Another metric of inter-
est to disk-drive designers is the Internal Data Rate (IDR),
which is expressed in MB/s. The IDR is the actual speed
at which data can be read from or written into the physi-
cal media. The IDR is affected by the BPI, platter size, and
disk RPM.

Let us assume that we know the outer radius, ro, of the
disk drive. We set the inner radius to be half that of the outer
radius,i.e., ri = ro

2 . Although this rule of thumb was com-
mon in the past, modern disks may not necessarily follow
this rule [3]. As the exact inner radius tends to be manufac-
turer specific and even varies across a single manufacturer’s
products, we still use this rule in our evaluations.

Let nsurf denote the number of surfaces in the drive -
this value is twice the number of platters. Then, the num-
ber of tracks on the disk surface, which is also denoted
as the number of cylinders in the disk, ncylin, is given by
ncylin = η(ro − ri)TPI , where η is the stroke efficiency,
which measures the fraction of the total platter surface that
is user accessible. If η = 1.0, then the equation gives the
number of tracks that can be laid out in the area between
the innermost to the outermost edge of the platter. How-
ever, in practice, η is much lesser than 1 since portions of
this real estate are dedicated for recalibration tracks, man-
ufacturer reserved tracks, spare tracks (to recover from de-
fects), landing zone for the head slider, and other manu-
facturing tolerances. An accepted stroke efficiency used by

practitioners is around 2
3 [28], which is the value that we

use. From these, we can calculate the raw capacity (in bits),
Cmax, of the disk drive as

Cmax = η × nsurf × π(r2
o − r2

i )(BPI × TPI)

In reality, even this Cmax is not completely usable be-
cause: (i) Outer tracks can hold more sectors due to their
longer perimeters. However, allocating storage on a per-
track basis would require complex channel electronics to
accommodate different data rates for each track [3]. In-
stead, Zoned Bit Recording (ZBR) or Multi-Band Record-
ing is used, which can lead to some capacity loss; (ii) in ad-
dition to user data, each sector needs additional storage for
servo patterns and Error Correcting Codes (ECC) leading to
a further reduction in capacity. These components are mod-
eled as follows.
Capacity Adjustment due to Zoned Bit Recording (ZBR):
ZBR is a coarse-grained way of accommodating variable
sized tracks, where the tracks are grouped into zones, with
each track in a zone having the same number of sectors.
Such grouping can provide good trade-offs between capac-
ity and complexity of the electronics. ZBR can allow more
data to reside on outer tracks to benefit from higher data rate
due to a constant angular velocity, without extensively com-
plicating the electronics.

Each track, j, has a raw bit capacity Ctj , which is given
by Ctj = 2πrjBPI , where rj is the radius of track j. Let
j = 0, 1, ..., ncylin − 1, where 0 is the outermost track and
ncylin − 1 is the innermost. Then, for any two tracks m and
n such that m < n, Ctm > Ctn since rm > rn. Since
the recordable area is within ro − ri, and we have ncylin

cylinders that are assumed to be uniformly spaced out, the
perimeter of any given track j, denoted as Ptj is given by

Ptj = 2π[ri + (
ro − ri

ncylin − 1
)(ncylin − j − 1)] (1)

Assuming that each zone has an equal number of tracks,
the number of tracks per zone, ntz , is ntz = ncylin

nzones
, where

nzones is the desired number of zones, which is around 30
for modern disk-drives. Therefore, zone 0 would be com-
posed of tracks 0 to ncylin

nzones
− 1, zone 1 would have tracks

ncylin

nzones
to (2ncylin

nzones
− 1) and so on. For each zone z, let

the bit capacity of its smallest perimeter track in the zone
be denoted as Ctzmin . In our ZBR model, we allocate,

for every track in zone z, Ctzmin bits (or (Ctzmin

8×512 ) sec-

tors). Thus each zone has a capacity of ntz(
Ctzmin

4096 ) sec-
tors, making the total disk capacity (in 512-byte sectors),
with losses due to ZBR taken into account, as CZBR =
nsurf

∑nzones−1
z=0 ntz(

Ctzmin

4096 ).
Capacity Adjustments due to Servo Information: Servo are
special patterns that are recorded on the platter surface to
correctly position the head above the center of a track. In
older drives, an entire surface (and head) used to be dedi-
cated for servo information, leading to considerable loss of
usable capacity. To mitigate this, modern drives make use of
a technique known as embedded servo, where the servo pat-
terns are stored along with each sector. There are no spe-
cial servo surfaces and the read/write heads that are used
for user data access are also used to read the servo informa-
tion.

We model the storage-overheads for servo by consider-
ing the number of bits required to encode the track-identifier
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information for each servo-sector. Other fields in the servo
information such as those for write-recovery (which signals
the beginning of a servo pattern) and for generating the Po-
sition Error Signal (which indicates the position of the ac-
tuator with respect to a particular track) are not modeled
due to the lack of information about their implementation
in real disk drives. We model the servo based on the infor-
mation given in [32]. The track-id information is encoded
as a Gray Code, such that the fields for any two adjacent
tracks differ only by a single bit. This enables fast and accu-
rate seeks to be performed. Thus, the number of bits needed
in the code to encode a track on a surface is log2(ncylin).
As the servo information is embedded with each sector, the
total number of bits used for storing servo in each sector,
Cservo is given by

Cservo = �log2(ncylin)� (2)

Capacity Adjustments due to Error-Correcting Codes:
Each bit cell in a track is composed of multiple mag-
netic grains (typically 50-100 grains/cell [23]). A bit stor-
ing a digital ‘one’ is composed of a region of grains that
are uniformly polarized, and a region where there is a tran-
sition in the magnetic polarity represents a ‘zero’. When
a write is performed on a bit cell, all the grains in the re-
gion have their magnetic polarity altered by the write head.
To achieve higher areal density, the size of the bit cell needs
to be reduced, and this typically involves a reduction in the
grain size. However, the superparamagnetic limit [6] im-
poses a minimum grain size so that the signal energy stored
in the grain does not drop below the ambient thermal en-
ergy. Otherwise, the magnetic grains would become ther-
mally unstable and would flip their polarity within a short
time span (effectively rendering disk drives as volatile stor-
age!). One way to overcome this limit is to use a record-
ing medium that is more coercive, and thus requiring
a stronger field to change the state of the bits. Design-
ing write heads to achieve this is quite challenging [28].
Therefore, in order to continue achieving areal den-
sity growth beyond this point, it would be necessary to re-
duce the number of grains per bit as well. The use of fewer
grains in the bit cell leads to lower Signal-to-Noise Ra-
tios (SNR). In order to accommodate such noisy conditions,
Error-Correcting Codes (ECC) are required, and most mod-
ern disks use Reed-Solomon codes [36]. It has been
shown that, for current disks, the ECC storage require-
ment is about 10% of the available capacity and would in-
crease to 35% for disks whose areal densities are in the
Terabit range [45]. Thus, in our model, the total capac-
ity used by ECC (in bits), CECC , is 416 bits/sector for
drives whose areal densities are less than 1 Tb/in2, whereas
those in the terabit range use 1440 bits/sector.
Derated Capacity Equation: From our above discussions
on ZBR, Servo and ECC costs, we can calculate their to-
tal space overhead (in bits/sector) as

α = ntz(
Ctzmin

4096
)(Cservo + CECC)

Therefore, the estimated capacity of the disk in terms of 512
byte sectors is given by

Cactual = nsurf

nzones−1∑

z=0

ntz(
ntzCtzmin − α

4096
) (3)

Validation: To verify the accuracy of this derived model,
we calculated the capacity estimated by our model for a

set of server disks of different configurations, manufactur-
ers, and from different years (obtained from [2]). The nu-
merical validation results are given in [18]. For most disks,
the difference between the actual and estimated capacities
is within 12%. The errors are primarily due to some of the
assumptions made along the way, and also because we as-
sume 30 zones for each disk (which is optimistic for many
of the older disks in the table which used only around 10-15
zones).

3.2. Modeling the Performance

As mentioned in Section 2, there have been several ear-
lier studies on modeling and simulation of disk drives.
Rather than come up with an entirely new model, our goal
here is to merely leverage from prior work in modeling two
main performance related drive parameters that we need for
our later studies, namely the seek time and the internal data
rate, as explained below.
Seek Time: The seek time depends on two factors, namely,
the inertial power of the actuator voice-coil motor and the
radial length of the data band on the platter [16]. We use a
similar model as [46] which uses three parameters, namely,
the track-to-track, full-stroke, and average seek time val-
ues, which are usually specified in manufacturer datasheets.
The track-to-track seek time is the time taken for the actu-
ator to move to an adjacent track. The full-stroke seek time
is the time taken for the actuator to move from one end of
the data band to another. It has been observed that, except
for very short seeks (less than 10 cylinders), a linear inter-
polation based on the above three parameters can accurately
capture the seek time for a given seek distance [46]. To de-
termine these values for hard disk drives of the future that
we will be evaluating later, we used a linear interpolation of
data from actual devices of different platter sizes.
Calculating Internal Data Rate (IDR): The maximum IDR
would be experienced by tracks in the outermost zone
(zone 0) of the disk drive, since there are more bits stored
there while the angular velocity is the same across the
tracks. Consequently, we can express the maximum IDR (in
MB/sec) of the disk as:

IDR = (
rpm

60
)(

ntz0 × 512
1024 × 1024

) (4)

where ntz0 is the number of sectors/track in zone 0, and rpm
is the angular velocity expressed as rotations-per-minute.
Validation: The seek time models have already been ver-
ified in earlier work [46]. To validate the IDR model, we
computed the IDR from the specifications for the disks used
in the capacity validation and compared it against the manu-
facturer supplied IDR value. The resulting data is presented
in [18]. Again, we assume that each of the disks uses ZBR
with 30 zones. In general, we observe that for most of the
disks, the IDR predicted by our model and the actual IDR
are within 15%.

3.3. Modeling the Thermal Behavior

Even though there are disks in the market today that are
equipped with temperature sensors, it is necessary to de-
velop a thermal model for disk drives since we are intending
to investigate designs that are yet to appear. Such a model
can also help us analyze the heat transfer between different
components more closely. The thermal model that we em-
ploy is based on the one developed by Clauss and Eibeck
[8]. This model evaluates the temperature distribution of the
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drive by calculating the amount of heat generated by com-
ponents such as the spindle motor (SPM) and the voice-
coil motor (VCM), the conduction of heat along the solid
components and the convection of heat to the air. It is as-
sumed that the drive is completely enclosed and the only in-
teraction with the external air is by the conduction of heat
through the base and the cover and convection with the out-
side air. The outside air is assumed to be maintained at a
constant temperature by some cooling mechanism. This is
true in most modern systems where air flow is provided,
typically using fans, to maintain a constant external temper-
ature [40].

The model divides the hard disk into four components,
namely, (i) the internal drive air, (ii) the SPM assembly that
consists of the motor hub and the platters, (iii) the base and
cover, and (iv) the VCM and the disk arms. The heat trans-
fer rate over a time interval t, dQ

dt (in Watts), through a cross-
sectional area A is given by Newton’s Law of Cooling as

dQ

dt
= hA∆T

where h is the heat-transfer coefficient and ∆T is the tem-
perature difference between the two entities. For solids,
where heat is transferred via conduction, the heat transfer
coefficient h depends upon the thermal conductivity k and
the thickness of the material and is given by k

Thickness .
Between solids and fluids, the heat exchange takes place

via convection, where the heat transfer coefficient depends
on whether the fluid flow is laminar or turbulent, and also
on the exact geometry of the solid components. The model
makes use of empirical correlations to calculate the heat
transfer coefficient of the different solid components of the
disk drive. The heat of the internal drive air is calculated as
the sum of the heat energy convected to it by each of the
solid components and the viscous dissipation (internal fric-
tion) in the air itself minus the heat that is lost through the
cover to the outside. The viscous dissipation is related lin-
early to the number of platters in the disk stack, 2.8th power
of with the disk RPM and to the 4.6th power of the platter
diameter [8, 39].

To solve the heat equations for each component, the
model uses the finite difference method [29]. At each time
step, the temperatures of all the components and the air are
calculated, and this is iteratively revised at each subsequent
time step until it converges to a steady state temperature.
The air temperature is assumed to be uniform over the en-
tire drive at each time step. The accuracy of the model de-
pends upon the size of the time steps [8]. Using a coarse-
grained time step provides a faster model (in terms of com-
putation time), but the solution may not be accurate. On the
other hand, an extremely fine-grained time step can provide
an accurate solution at the expense of a high computation
time. We experimented with a wide range of different sizes
and found that a value of 600 steps per minute gave a solu-
tion very close to that of the finer-grained ones.

There are a number of input parameters to the thermal
model. The first set of parameters relate to the disk geom-
etry, such as the inner and outer radii of a platter, the en-
closure form-factor dimensions, and the length of the disk
arms. Another set of parameters pertain to the properties
of the materials, such as the thermal conductivity and den-
sity. There are also operational parameters such as the num-
ber of platters, the RPM, the temperature of the outside air
and the VCM power.

With regard to the materials, the platters on most current
disk drives are typically made of an Aluminum-Magnesium
alloy and the base/cover castings are Aluminum [21]. As the
exact alloy that is employed tends to be proprietary infor-
mation, we assumed that the platters, together with the disk

arm and spindle hub, are made of Aluminum. With regard to
the operational parameters, we set the external ambient tem-
perature to 28 C, which is the maximum operating wet-bulb
temperature. The wet-bulb temperature measures the tem-
perature with the humidity of the air taken into account.
Many disks, including some of the thirteen that we have
examined. specify a maximum wet-bulb external tempera-
ture of 28-29.4 C. When calculating the power of the VCM,
which is dependent on platter dimensions, we made use of
previously published data [42]. This earlier work shows that
the VCM power is roughly twice for a 95 mm (3.7”) plat-
ter compared to that for a 65 mm (2.5”) one, and nearly four
times that for the 47 mm (1.8”) size.
Validation and Setting a Thermal Envelope The thermal
model proposed earlier [11] was validated with disk drives
that are over 15 years old. In addition to making sure that
the model is still applicable for modern drives, we also need
to define what should be the thermal envelope (i.e. the max-
imum operating temperature) for drive design when chart-
ing out our roadmap.

We modeled the Seagate Cheetah 15K.3 ST318453 SCSI
disk drive [40] in detail. This disk-drive is composed of a
single 2.6” platter (but a 3.5” form-factor enclosure) and ro-
tates at 15K RPM. We took the disk apart and studied its ge-
ometry in detail. This allowed us to determine how the com-
ponents are internally laid out and create geometry models
parameterized for the platter-size and count. We also mea-
sured the physical drive parameters such as the length of
the disk-arm, thickness of the platter, base, and cover etc.,
which are not considered by the capacity and performance
models, using Vernier calipers. The VCM power of this disk
is determined to be 3.9 W. The disk specifications (in their
data sheets) typically include the maximum operating tem-
perature which is the temperature that should not be ex-
ceeded even if the VCM and SPM are always on (note that
in actual operation the temperature may be lower). In our
validation experiment, we set the SPM and VCM always
on, and measured the internal air temperature.
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Figure 1. Temperature of the modeled Chee-
tah ST318453 disk over time starting from an
external temperature of 28 C.

The temperature of the internal air over the duration of
the experiment is shown in Figure 1. All components are
initially at the temperature of the outside air, namely, 28 C.
The temperature rises from 28 C to 33 C within the first
minute and rapidly increases thereafter. It then stabilizes
and reaches a steady state of 45.22 C after about 48 min-
utes. Note that in the model, we consider only the VCM
and SPM heat sources, and do not consider the heat gener-
ated by on-board electronics, since our goal here is to fo-
cus on the primary drive parameters and their technological
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impact over time on the heat dissipation. A detailed model
of the electronic components using tools such as HotSpot
[41] would be necessary to capture the heat dissipation due
to drive electronics, and study their technological trends.
Consequently, we discount the heat generated by these elec-
tronic components in all our results and reduce the thermal
envelope of operation accordingly. In fact, earlier research
[27] has shown that on-board electronics can add about 10 C
to the temperature within the drive. If we consider this ad-
ditive factor (10 + 45.22 = 55.22 C), the results presented
here come very close to the rated maximum operating tem-
perature of this drive (which is 55 C), verifying the validity
of this model.

It is to be noted that the thermal envelope - the maxi-
mum temperature within a drive for reliable operation - it-
self has negligible variance over time. Consequently, we use
the same thermal envelope of 45.22 C (obtained above with-
out on-board electronics) when laying out the roadmap over
time across disks of different platter sizes and counts.

4. Roadmap with Thermal Constraints

In the previous section, we developed three drive mod-
els for capacity, performance and thermal characteristics,
which though explained independently are rather closely in-
tertwined. This is because many of the parameters used by
each model can depend on the results from another. For
instance, the performance and thermal characteristics are
closely dependent on the drive parameters (e.g. size and
number of platters). The heat dissipation is closely depen-
dent on the operating RPM. Finally, the capacity of drives is
not only limited by recording technologies, but also by the
thermal envelope (larger or more platters can lead to higher
temperatures). It is important to ensure that we study all the
inter-related factors together when charting out a disk drive
technology roadmap, which is our intent in this section.

This roadmap is driven by two fundamental factors: (i)
the innovations in magnetic technologies to increase record-
ing densities (the BPI and TPI in particular), and (ii) the
growing workload demands for high data transfer rates (the
IDR). The trends in growth of BPI, TPI and IDR over the
past decade have been made available by Hitachi [22] where
the values for each year, together with their Compound an-
nual Growth Rate (CGR), are given. For instance, for the
year 1999, the values for BPI, TPI, and IDR were 270 KBPI,
20 KTPI, and 47 MB/s, and their CGRs have been 30%,
50%, and 40% respectively. This growth rate in the linear
and track densities has resulted in an areal density CGR
of 100%. These past/projected growth rates are the start-
ing points for our roadmap. Even though we have benefited
from these growth rates over the past decade, it is impor-
tant to recognize some stumbling blocks which can affect
their continued growth trends in the future:

• The growth in BPI is expected to slow down due to
several factors. First, increases in linear density would
require lower head fly heights. With current head fly
heights already being only a few nanometers from the
platter surface, it is very difficult to reduce this further.
Second, increasing the BPI requires higher recording
medium coercivity, for which, as we mentioned in Sec-
tion 3.1, it is not feasible to design a write head with
currently known materials. Finally, the smaller grains
can lead to superparamagnetic effects.

• The CGR for TPI is also expected to decline [7].
Increasing the TPI requires that tracks be narrower,
which makes them more susceptible to media noise.
Further, more closely spaced tracks can lead to inter-
track interference effects. Finally, the track edges are

noisier than the center region and the edge effects in-
crease with narrower tracks.

As the BARs have also been dropping, there has been a
larger slowdown in the BPI CGR than that for the TPI. It has
been shown [7] that there exist optimal values for the BAR
for a given areal density. The BAR is around 6-7 for disks
today and is expected to drop to 4 or below in the future
[22]. Furthermore, it is expected [15, 37] that the growth
in areal density would slow down to 40-50%. Given this
growth in areal density, the industry projections predict the
availability of an areal density of 1 Tb/in2 in the year 2010.

We studied a set of proposals for creating such a ter-
abit density disk [45, 31, 43]. In particular, we are inter-
ested in the feasible values for BPI and TPI, given all the
constraints related to the recording medium, head design,
and noise margins, for constructing reliable terabit density
disks. Among the proposals, we chose the one with more
conservative assumptions about the BPI, which does not
scale as well as TPI, to obtain values of 1.85 MBPI and
540 KTPI giving a BAR of 3.42 (which agrees with cur-
rent expectations). We then adjusted the CGRs for the BPI
and TPI to achieve this areal density in the year 2010, to-
gether with the expected BAR trends. This provides a BPI
and TPI CGR of 14% and 28% respectively (down from the
original values of 30% and 50%), to give an areal density
CGR of about 46% per year.

Once we have the anticipated BPI and TPI for each year,
we then generate a “roadmap”, starting from the year 2002,
for a period of ten successive years, i.e., upto the year 2012.
The basic premise when doing this is that we are trying to
sustain the expected IDR growth rate of at least 40% per
year over the 11 year period. The steps when generating
the temperature-dictated disk drive technology roadmap are
given below:

1. For each year, we first plug in the BPI and TPI from
the above estimates into our capacity model calculated
in section 3.1 for a given platter size and number of
platters - carried over from the previous year. For the
resulting disk configuration, we can calculate its IDR
for a given RPM (which is again carried over from
the previous year), by putting in the appropriate val-
ues for ntz0 in equation 4. If the resulting IDR meets
the projected 40% growth rate, then the new configu-
ration would remain within the tolerable thermal en-
velope (since the same platter size, number of platters
and RPM yielded a disk within the thermal envelope in
the previous year).

2. However, if the disk from step 1 does not meet the tar-
get IDR for that year, one option is to see whether in-
creasing the RPM can get us to this IDR (by putting
this value in the LHS of equation 4 and finding the
rpm). We can then use the resulting disk configura-
tion and RPM value in the thermal model of the disk
in section 3.3 to see whether this remains within the
thermal envelope. If it does, then we have achieved the
target IDR using the same number of platters and plat-
ter sizes as the previous year by increasing the RPM.

3. If the necessary RPM from step 2 does not keep the
new disk within the thermal envelope, then the other
option for still meeting the IDR target is to shrink the
platter sizes. Note that the viscous dissipation is pro-
portional to the 4.6th of the platter size, and the 2.8th
power of the RPM. Further, a smaller platter size im-
plies shorter seeks, thus reducing VCM power as well.
Consequently, it is possible to remain within the ther-
mal envelope by shrinking the platter size (note that the
resulting ntz0 in equation 4 decreases) and increasing
the RPM proportionally to compensate for the drop in
IDR.
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4. Shrinking the platter size as in step 3 results in a drop
in the overall capacity. To compensate for this reduc-
tion, it may become necessary to add platters, causing
us to repeat all the steps enumerated above.

Thus, the roadmap is not a single disk drive design point
but is a spectrum of different platter sizes (and their cor-
responding RPMs) that try to sustain the IDR growth rate
from year to year. When generating this roadmap, we con-
sider the initial platter size (in the year 2002) to be 2.6”,
with two subsequent shrinks of 2.1” and 1.6” for later years.
We do not consider smaller platter sizes due to the unavail-
ability of VCM power correlations, and disk enclosure de-
sign considerations at such small media sizes. For each plat-
ter size in a given year, we consider configurations with 1, 2,
and 4 platters. These represent disks for the low, medium,
and high capacity market segments for the same technol-
ogy generation. Increasing the number of platters also in-
creases the viscous dissipation. We take this into account
and provide different external cooling budgets for each of
the three platter counts in order to use the same thermal en-
velope (45.22 C) for these higher platter disks at the be-
ginning of the roadmap. We assume that the cooling tech-
nology remains invariant over time, and the disks need to
be designed for the thermal envelope solely based on inter-
nal choices. We have studied the ramifications of changes
in the cooling system and the results are given in [18].

4.1. Results

As per our methodology, we would like to first find out
what would be the disk speed required for a given platter
size and its resultant thermal impact, when trying to meet
the 40% IDR growth target. In the absence of any thermal
constraints, if we are to meet the IDR target for a given year,
we would use the largest platter size possible and merely
modulate the RPM to reach the desired value (step 2 of the
method). Table 1 gives the RPM that is required in each year
for the three platter sizes that we consider and the steady
state temperature that is reached for a one platter configu-
ration. Trends for 2 and 4 platter configurations are similar,
and are not explicitly shown here.

Let us analyze these results by first focusing on the 2.6”
platter size. The IDR requirements (shown as IDRRequired

in the Table), from the year 2002 to 2012, increase nearly
29 times. A portion of the required increase is provided by
the growth in the linear density, denoted in the Table as
IDRdensity Any demands beyond that has to be provided
by an increase in the RPM. For instance, the RPM require-
ments grow nearly 9.5 times from the year 2002 to 2012.
For a better understanding, let us sub-divide the timeline
into three regions, namely, the years before 2004, where the
BPI and TPI CGRs are 30% and 50% respectively, the years
from 2004 to 2009, which are in the sub-terabit areal den-
sities, and the region from 2010 to 2012. Recall that the
growth rates in BPI and TPI slow down after 2003 to 14%
and 28% respectively and the ECC overheads for terabit
areal density disks would increase to 35%. The effects of
these trends are shown in the Table, where there is only
a 7.7% increase in the required RPM from 2002 to 2003,
but the required RPM growth increases to about 23% per-
annum in the post-2003 region. During the terabit transition
(from 2009 to 2010), a sudden 70% increase in RPM is re-
quired. This happens because of the way we model the im-
pact of ECC, as a sudden increase from 10% to 35% when
transitioning into the terabit region. Realistically, this tran-
sition would be more gradual. After this steep increase, the
RPM growth rate again steadies out to 23% for the subse-
quent years.

When examining the thermal characteristics of the 2.6”
drive, we find a similar trend for the three temporal regions
of the roadmap. The heat due to viscous dissipation in-
creases from 0.91 W in 2002 to 1.13 W in 2003. In the sec-
ond region, due to the higher rotational speed growth (and
its relationship in the cubic power), the viscous dissipation
grows from 2 W in 2004 to over 35.55 W in 2009, caus-
ing a significant rise in temperature, well beyond the ther-
mal envelope of 45.22 C. Therefore, all other things remain-
ing constant, it is clear that future single platter disk drives
would not be able to provide the desired IDRs at the 2.6”
platter size. The viscous dissipation increases even further
from year 2010 onwards and reaches a value of 499.73 W
in 2012, causing the internal drive air temperature to reach
as high as 602.98 C for this platter size.

The effect of shrinking the platter can be observed by ex-
amining the results for the 2.1” and 1.6” drives in Table 1.
Even though a smaller platter size implies a higher RPM is
needed to meet the required IDR (than for the 2.6” drive),
we see that the higher RPMs can be somewhat offset by
moving to the smaller sizes, helping us stay within the ther-
mal envelope until around 2007. Beyond that, even the 1.6”
size is too big to stay within the envelope.

Having seen that RPM increase is not always a viable op-
tion in drive design to achieve the target IDR, let us now an-
alyze the impact of the thermal envelope in meeting the IDR
requirements and the resulting capacity. Figure 2 shows the
maximum achievable data rates (and the corresponding ca-
pacities) for the spectrum of disk designs where the points
are all within the thermal envelope. For each experiment
(with a given number of platters each of a given size), we
find the maximum RPM that it can run at without exceed-
ing the thermal envelope. This coupled with the density val-
ues for the corresponding year can be used to calculate the
maximum IDR (and its capacity) that such a disk can sus-
tain within the envelope. In addition to these lines, the IDR
graphs also plot the 40% growth rate target (the dotted line).
The IDR roadmap points which yield a value in any year
larger than the corresponding value in the dotted line indi-
cate that the corresponding configuration can yield a higher
data rate than the target. Typically, in such years, the manu-
facturer of such a disk may opt to employ a lower RPM to
just sustain the target IDR, rather than what is really pos-
sible. The more interesting points are where the roadmap
lines intersect the target IDR line. Note that the y-axes of
all IDR roadmap graphs are in log-scale.

Let us first consider the 1-platter roadmap. We can see
that the 1.6” platter, and the 2.1” to a certain extent, are able
to provide (and even exceed in the earlier years) the target
IDR until about 2006. The 2.6” platter size, however, starts
falling short of being able to meet the projections from 2003
onwards. The 2.1” and 1.6” sizes reach their maximum al-
lowable RPMs in the 2004-2005 and 2006-2007 timeframes
respectively, after which they fall short of the IDR require-
ments. At such points, the manufacturer is presented with
three options:

• Sacrifice the data rate and retain capacity growth by
maintaining the same platter size.

• Sacrifice capacity by reducing the platter size to
achieve the higher data rate.

• Achieve the higher IDR by shrinking the platter but get
the higher capacity by adding more platters.

For example, consider the year 2005. From Table 1, we no-
tice that a speed of 30,367 RPM would be required to meet
the IDR for the 2.1” size. However, this is 1,543 RPM in
excess of what is required to be within the thermal enve-
lope. If we shrink the platter to 1.6”, we would be able to
achieve this data rate with an RPM of 39,857. However, for
the one platter device, the capacity drops from 61.13 GB to
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2.6” 2.1” 1.6” IDRRequired

Year IDRdensity RPM Temp. (C) IDRdensity RPM Temp. (C) IDRdensity RPM Temp. (C)
2002 128.14 15098 45.24 103.50 18692 43.56 78.86 24533 41.64 128.97
2003 166.53 16263 45.47 134.51 20135 43.69 102.51 26420 41.74 180.56
2004 189.85 19972 46.46 153.34 24728 44.37 116.83 32455 42.15 252.78
2005 216.37 24534 48.26 174.81 30367 45.61 133.19 39857 42.93 353.89
2006 246.66 30130 51.48 199.23 37303 47.85 151.83 48947 44.29 495.44
2007 281.19 37001 57.18 227.12 45811 51.81 173.04 60127 46.73 693.62
2008 320.47 45452 67.27 258.91 56259 58.81 197.27 73840 51.04 971.07
2009 365.34 55819 85.04 295.08 69109 71.17 224.88 90680 58.63 1359.5
2010 300.23 95094 223.01 242.49 117735 167.01 184.75 154527 117.61 1903.3
2011 342.13 116826 360.40 276.44 144586 262.19 210.62 189769 176.20 2664.61
2012 390.03 143470 602.98 315.02 177629 430.93 240.11 233050 279.75 3730.46

Table 1. The thermal profile of the RPM required to meet the IDR CGR of 40% for different platter-
sizes. We assume a single-platter disk with nzones = 50 and a 3.5” form-factor enclosure. The thermal
envelope is 45.22 C.
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Figure 2. Disk Drive Roadmap. Each solid curve (for a given platter size) gives the maximum attain-
able IDR (in the top 3 graphs) with that configuration which is within the thermal envelope of 45.22
C, and the corresponding capacity (in the bottom 3 graphs), for a given year. The dotted line indi-
cates the 40% target growth rate in IDR over time. Any curve which falls below this dotted line fails
to meet the target for those years.

just 35.48 GB. If the manufacturer wishes to achieve a ca-
pacity that is closer to the 2.1” system, an additional platter
may be added to push the capacity of the 1.6” drive to 70.97
GB. At this point, the roadmap would shift into the 2-platter
system and consequently increase the cooling requirements
for the product. In general, we find that the IDR growth of
40% can be sustained till the year 2006. The growth from
2006 to 2007, for the 1.6” platter-size, dips to 25% and to
only 14% per-annum subsequently.

When transitioning to terabit areal densities in the year
2010, due to the large increase in the ECC overheads, which
is not offset by the BPI growth, the IDR drops from 805.24

MB/s in 2009 to 661.39 MB/s in 2010. After this, the IDR
growth of 14% is resumed. By the year 2012, there is over
a 2,870 MB/s gap between the 40% CGR point and the best
data rate achievable from our design space. Similar trends
can be observed for the 2 and 4 platter roadmaps as well
with the difference that the fall off from the roadmap is
slightly steeper (despite conservatively assuming a higher
cooling budget for them), since they incur higher viscous
dissipation making RPM an even bigger issue in restrict-
ing their maximum data rates.
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4.2. Impact of Other Technological Considera-
tions

We have studied the influence of different drive param-
eters such as its form factor, aggressiveness of ZBR, etc.,
and other external conditions such as the effectiveness of
the cooling system, on the above roadmap. Overall, the re-
sults are quite similar and the interested reader is referred to
[18] for the details.

5. Dynamic Thermal Management (DTM)

We have seen that designing disk drives for the future,
to provide the growth in data rates that we have enjoyed so
far is going to be a challenge, both in terms of engineering
complexity and cooling cost. In this Section, we present two
possible remedies - Dynamic Thermal Management (DTM)
mechanisms - for boosting performance while working un-
der the thermal constraints:

1. Detecting thermal slack (difference between current
temperature and the thermal envelope that the disk has
been designed for), and exploit this slack to temporar-
ily ramp-up RPM for better performance in multi-
speed disks [17].

2. Deploying a disk that has been designed for the aver-
age case behavior to run it at a higher RPM than what
the worst case would support most of the time, and
use dynamic throttling techniques when getting close
to thermal emergencies.

Although the first mechanism above would require multi-
speed disks, such support is not necessary for the sec-
ond mechanism (though it can be used for better throt-
tling abilities). Note that in the following discussion, we
merely point out the possibilities with these approaches to-
gether with identifying the trade-offs from a purely theoret-
ical/synthetic perspective, rather than present detailed DTM
algorithms/solutions (which is part of our future work). Be-
fore discussing these two possibilities, the question one may
ask is whether such performance improvements are really
needed from the application perspective. Consequently, we
first (section 5.1) examine some commercial application
traces to motivate the need for higher data rates. Subse-
quently, we discuss the above two mechanisms as possible
ways of achieving such data rates in sections 5.2 and 5.3 re-
spectively.

5.1. The Need for Faster Disks

Even though it is apparent that higher data rates would
help bandwidth limited workloads, one is still interested in
finding out how helpful this can be in the context of realis-
tic workloads which may be intensive in seeks (that do not
really benefit from a higher RPM). We conducted this eval-
uation using 5 commercial I/O traces given in Table 2. We
used our model to capture some of the disk characteristics
for the appropriate year (since this information was not al-
ways available). All the disks are assumed to have a 4 MB
disk cache and ZBR with 30 zones/surface. For the RAID
systems, RAID-5 was used with a stripe-size of 16 512-
byte blocks. The performance of the disks was simulated us-
ing DiskSim [13] with the appropriate RPM. We conducted
experiments by increasing RPM in steps of 5000 (without
their thermal effects) to find the impact on response time.
We summarize the results of this experiment below. The de-
tailed results are given in [18].

Workload Year # Req. RPM Disk Cap. # Disks RAID?
(GB)

Openmail 2000 3,053,745 10K 9.29 8 Yes
OLTP 1999 5,334,945 10K 19.07 24 No
Web 1999 4,579,809 10K 19.07 6 No

TPC-C 2002 6,155,547 10K 37.17 4 Yes
TPC-H 2002 4,228,725 7.2K 35.96 15 No

Table 2. Workloads Used. The Openmail
workload was obtained from [1] and the OLTP
and Web workloads from [44].

We find that a 5000 RPM increase from the baselines
provides significant benefit in the I/O response time. Over-
all, the average response-times improved by 20.8%-52.5%
for the 5000 RPM boost. These results suggest that these
workloads would have benefited from a higher RPM even
in those systems where they were initially run, though one
may not have been able to get there because of the ther-
mal envelope. This makes a strong case for continuing to
support higher RPM in future disk drives, even those be-
yond thermal limits as long as we can provision dynamic
thermal management techniques to avoid hitting those lim-
its. As the subsequent two mechanisms illustrate, it would
be possible to supply the additional 5-15K RPM, which pro-
vided us with the bulk of the performance benefits in these
traces, with DTM.

5.2. Exploiting Thermal Slack

Note that the thermal envelope was previously defined
based on the temperature attained with both the VCM and
the SPM being on (i.e. the disk is constantly performing
seeks). However, during idle periods (when not serving re-
quests), the VCM is off, thus generating less heat. Further,
there could be sequentiality in requests, reducing seek ac-
tivities. This implies that there is a “thermal slack” to be
exploited between the thermal envelope and the tempera-
tures that would be attained if the VCM was off. However,
the disk drive has been pre-set with a maximum RPM for
a thermal limit based on the VCM being on constantly. If
on the other hand, the disk provided multi-speed abilities,
then we could temporarily push the RPM even higher dur-
ing periods of no/few seeks without exceeding the thermal
limits.

Note that a detailed study with workloads, and a realistic
RPM modulation technique based on the seek characteris-
tics and current temperatures is needed to evaluate the bene-
fits of exploiting this slack in practice. Such a detailed study
is beyond the scope of this paper, and is part of future work.
Here we simply quantify the thermal slack of different de-
signs and the higher RPMs that we may be able to drive it
to when exploiting this slack.

Figure 3 (a) shows the RPM that we can drive the design
to (for different platter sizes) when exploiting this slack,
compared to the original maximum RPM we could sup-
port assuming the VCM was always on. We see that there is
plenty of slack for the 2.6” platter size, allowing its speed
to increase up to 26,750 RPM from the 15,020 RPM with
the original thermal envelope. In terms of the data rate, this
boost allows it to exceed the 40% CGR curve until the 2005-
2006 time frame (Figure 3(b)). Even after this time frame,
the data rates are around 5.6% higher than the non-slack
based configuration. In fact, the slack for the 2.6” drive al-
lows it to surpass a non-slack based 2.1” configuration, thus
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providing both better speed and higher capacity for the same
thermal budget.

The amount of available slack decreases as the platter
size is shrunk (see Figure 3(a)), since the VCM power is
lower for smaller platter sizes (2.28 W for 2.1” vs. 0.618W
for 1.6”). This makes the slack smaller to exploit in future
designs with smaller platters. The next solution strategy can
turn out to be more rewarding in such situations.

5.3. Dynamic Throttling

We consider two alternatives to exceed the thermal en-
velope RPM when designing disk drives, and dynamically
modulating/throttling their behavior when we get close to
the limits. These techniques are schematically shown in Fig-
ure 4. The basic idea is that by building a disk with higher
RPM, we can benefit on performance in the average case,
and throttle the system only when temperature limits are
reached.
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Figure 4. Dynamic Throttling Scenarios in the
context of disks designed with average case
behavior assumptions. In (a), only the VCM is
off, with the disk continuing to spin at maxi-
mum RPM. In (b), the VCM is off and the disk
is transitioned to a lower RPM.

Let us first consider the scenario in Figure 4(a). Here,
if both the SPM and VCM are operating continuously, the
temperature of the disk (depicted by the legend “VCM-On
Max RPM”) would violate the thermal envelope. In the ab-
sence of the VCM (either there are no requests issued to
it, or the requests are sequential to avoid seeks), the tem-
perature falls below the envelope (depicted by the legend
“VCM-Off Max RPM”). The throttling mechanism can then
operate as follows. Requests are sent to the disk, operat-
ing at this higher RPM (than permitted by the normal ther-
mal envelope) until the temperature is close to the thermal
limit. At that point, the requests are not issued to the disk
for a while (tcool), giving a thermal profile indicated by the
downward-pointing dotted curve. After this period, requests
(involving seeks) can be resumed and the disk would start
heating up again (shown by the rising dotted curve), till it
reaches close to the thermal envelope again in time theat.

Figure 4(b) shows a scenario for throttling with an even
more aggressive (in terms of IDR) disk. In this disk, even
turning off the VCM would not allow the disk to be within
the thermal envelope since the RPM is so high. However,
if the RPM was a lower value, then the temperature that
would be reached with the VCM off for this lower RPM (de-
picted by the legend “VCM-Off+Reduced RPM”) is lower
than the thermal envelope. In this case, the throttling mecha-
nism would not just stop issuing requests (to cut down VCM
power) but would also pull down the RPM of this disk,
when the temperature reaches close to the thermal envelope
for a time tcool as indicated in the Figure, and then let re-
quests go on for time theat after bringing up the disk to full
RPM. Note that in this case, even though we are perform-
ing RPM modulation, we only need a disk with 2 RPM lev-
els, with the servicing of requests always being done only at
the higher RPM. Such a disk is already available in the mar-
ket today [24], since it only requires setting different SPM
speeds, and does not need any further innovations in record-
ing technologies. A full-fledged multi-speed disk [17] that
services requests at different speeds, though not necessary
for this throttling mechanism, can provide even finer granu-
larity of temperature control.

The utility of both these techniques is largely depen-
dent on the relative time given to cooling (tcool) and the
time it takes to get back from the lower temperature back
to the thermal limits (theat). We call this ratio ( theat

tcool
) as the

throttling-ratio. In practice, we would like this ratio to be
larger (greater than 1) since that allows for longer periods
of operation of the disk compared to inoperation (i.e. its uti-
lization is greater than 50%).

Let us consider a disk-drive that consists of a single 2.6”
platter. The highest RPM that can be achieved by this disk,
under the assumptions of our original roadmap, is 15020
RPM. Now let us suppose that we would like to be able to
use the 2.6” size and be able to satisfy the 40% IDR CGR
till the year 2005. From Table 1, we find that this needs an
RPM of 24,534. Let us assume that we would like to build
a disk which operates at this RPM even though in the worst
case it would violate the thermal envelope and heat up to
48.26 C. We find that, if the VCM is turned off, the tem-
perature of the drive is 44.07 C, which is within the design
envelope and is thus a candidate for the first throttling ap-
proach. With such a disk (constant RPM of 24,534), we set
the initial temperature to the thermal envelope. We then turn
off the VCM for a specific period of time (tcool in seconds)
and then turn it back on again. We observe the time (theat) it
takes for the disk temperature to reach the envelope. We re-
peat this experiment for various values of tcool and the cor-
responding throttling ratios are plotted in Figure 5(a).

For the second throttling scenario, let us say that we
would like to stretch the 2.6” roadmap to meet the CGR
expectations till the year 2007, whereby a RPM of 37,001
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Figure 5. Throttling ratios with different tcool

for (a) VCM-alone and (b) VCM+Lower RPM

RPM would be required. The disk temperatures with and
without the VCM turned on are 57.18 C and 53.04 C respec-
tively, both of which are above thermal limits. We assumed
that the disk drive is designed to operate at two RPMs,
namely, the full-speed of 37,001 RPM and a lower-level of
22,001 RPM. We conduct a similar experiment as before,
except that the RPM is also lowered by 15,000 in addition
to turning off the VCM, when thermal limits are reached.
The resulting throttling ratio graph for this scheme is shown
in Figure 5(b).

Both these graphs give insight on how long we need to let
the disk cool (throttle) between successive periods of activ-
ity. In both cases, we find that if we want to keep the active
periods at least as long as the idle periods, throttling needs
to be done at a relatively finer granularity (less than a sec-
ond). The implications of these results, together with a dis-
cussion of possible techniques for throttling are given in the
next section.

5.4. Discussion and Future Work

The results presented in this section indicate that there is
some amount of thermal slack between when the VCM is
on and off (section 5.2) to temporarily ramp up the RPM.
Such techniques can buy us some IDR in the near future.
However, as platter sizes continue to diminish, the bene-
fits with this technique are likely to become less signifi-
cant due to the drop in VCM power. This technique also re-
quires multi-speed disks with advanced technologies to al-
low reading/writing at different speeds.

The more promising approach seems to be the dynamic
throttling strategy where we can use a disk designed for the
average case behavior and allow it to operate at its full per-
formance abilities. Throttling is employed to reduce/avoid
sending requests to the disk for a cooling down period, be-
fore resuming again. Here again, the second scenario where
lowering the RPM (during tcool) in addition to turning off
the VCM, is more promising since just turning off the VCM
may not buy too much slack in the future. Further, this only
requires a couple of RPM levels, with the requests being al-
ways serviced at the highest level. Such a disk (from Hi-
tachi) [24] is already available in the market today.

The attractiveness of implementing throttling even with
existing disks warrants a closer investigation of techniques
for achieving the intended goals with little performance
loss. Our throttling ratio graphs indicate that keeping the
disk utilization higher than 50% requires a finer granular-
ity of throttling - possibly at the granularity of a few dozen
requests. If the inter-arrival times of requests in a work-
load are appropriately spaced, then one could achieve such

throttling at little cost (or even for free). Even if the work-
load keeps issuing requests at a faster rate, there may be fu-
ture work to be done in enhancing caching techniques to
appropriately space out requests for allowing cooling, simi-
lar to how there has been recent work on caching for power
management of disks [49]. Techniques for co-locating data
items to reduce seek overheads (e.g. [38]) can reduce VCM
power, and further enhance the potential of throttling. Fi-
nally, it is also possible to use mirrored disks (i.e. writes
propagate to both) while reads are directed to one for a
while, and then sent to another during the cool down pe-
riod. The throttling ratio graphs give an indication of how
many of these disks may need to be employed for a desired
cool down period.

There are several other techniques to enhance IDR while
remaining within thermal bounds. For instance, we could
use two disks, each with a different platter size. The larger
disk, due to its thermal limitations, would have a lower IDR
than the smaller one, although the latter, assuming the plat-
ter counts to be the same, would have a lesser capacity. Such
a configuration allows the smaller disk, which itself could
have capacities in the order of several Gigabytes, to serve as
a cache for the larger one. This is somewhat similar in phi-
losophy to previously proposed cache-disks [26].

In this paper, our primary intention has been to briefly
explore the potential offered by a few of these techniques
in order to identify directions for further research. Estimat-
ing the benefits to be obtained with these techniques man-
dates a careful application-driven evaluation together with
an exploration of the detailed design space of DTM con-
trol policies.

6. Concluding Remarks

This paper has presented an integrated framework for
studying the inter-relationships between capacity, perfor-
mance and thermal characteristics of disk drives, and how
this can be used to chart out a roadmap based on a given
thermal envelope. Though there could be minor variations
in absolute values due to modeling inaccuracies, one can-
not deny the sharp drop off in anticipated IDR growth rates
as we move in to the future, because of the thermal enve-
lope and emerging limitations in growth of areal densities,
growing capacity needs of error correcting codes, together
with the cooling costs.

We have presented Dynamic Thermal Manage-
ment (DTM) as an option for buying back at least some of
the loss in IDR growth rates for the future, by either ex-
ploiting the thermal slack, or by throttling disk activities.
As we mentioned, these options are achievable even on ex-
isting disks. By employing these options, we find that
there is around 5-10K RPM to gain in the near fu-
ture. Even though this may not be enough to get us
back all the way to the IDR roadmap, this gain still pro-
vides substantial improvements in response times for
several server I/O traces. Even if one does not wish to con-
sider DTM as a way of amplifying data rates, it is important
to reiterate that temperatures have a considerable im-
pact on long term drive reliability [2], and we can use DTM
just to reduce the average operating temperature for en-
hancing reliability.

This paper identifies several future directions for re-
search including those for developing DTM control algo-
rithms. We also have plans in the future to release the code
for the thermal model and its integration into the DiskSim
infrastructure.
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