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ABSTRACT: We present a comparative assessment of the accuracy of two different approaches for evaluating dispersion
interactions: interatomic pairwise corrections and semiempirical meta-generalized-gradient-approximation (meta-GGA)-based
functionals. This is achieved by employing conventional (semi)local and (screened-)hybrid functionals, as well as semiempirical
hybrid and nonhybrid meta-GGA functionals of the M06 family, with and without interatomic pairwise Tkatchenko—Scheffler
corrections. All of those are tested against the benchmark S22 set of weakly bound systems, a representative larger molecular
complex (dimer of NiPc molecules), and a representative dispersively bound solid (hexagonal boron nitride). For the S22 database,
we also compare our results with those obtained from the pairwise correction of Grimme (DFT-D3) and nonlocal
Langreth—Lundqvist functionals (vdW-DF1 and vdW-DF2). We find that the semiempirical kinetic-energy-density dependence
introduced in the M06 functionals mimics some of the nonlocal correlation needed to describe dispersion. However, long-range
contributions are still missing. Pair-wise interatomic corrections, applied to conventional semilocal or hybrid functionals, or to M06
functionals, provide for a satisfactory level of accuracy irrespectively of the underlying functional. Specifically, screened-hybrid
functionals such as the Heyd—Scuseria—Ernzerhof (HSE) approach reduce self-interaction errors in systems possessing both
localized and delocalized orbitals and can be applied to both finite and extended systems. Therefore, they serve as a useful underlying

functional for dispersion corrections.

1. INTRODUCTION

Dispersive interactions are essential to understanding many
important phenomena in chemistry, biology, and materials
science. Such interactions possess a significant attractive compo-
nent due to instantaneous dipoles and higher-order multipoles.
They typically dominate in regions where there is little or no
overlap of electron densities, i.e., at medium to long range, as
compared to the short-range covalent and ionic bonds.' There is
presently great interest in treating dispersive interactions cor-
rectly within density-functional theory (DFT), which has be-
come the method of choice for electronic-structure calculations
across an unusually wide variety of fields, from organic chemistry
to solid-state physics.>> In principle, DFT is an exact theory, and
the exact functional must also include an accurate treatment of
dispersive interactions. In practice, from a DFT perspective, dis-
persive interactions are a long-range correlation phenomenon
that is very difficult to account for accurately. Indeed, determin-
ing appropriate long-range correlation expressions without up-
setting the delicate balance between exchange and correlation
contributions is a highly nontrivial task,* ' often associated with
a considerable computational cost. Therefore, distinctly different
strategies for circumventing the explicit evaluation of long-range
correlation have emerged.
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One popular strategy for describing both strong and disper-
sive chemical interactions is to augment conventional functionals
with pairwise addition of Cg/R® correction terms to the inter-
nuclear energy expression.'®” >* These terms are smoothly cut off
in the short range, where they are not relevant, but explicitly
enforce the desired long-range asymptotic behavior. A different
strategy is to use semilocal or hybrid functionals that contain a
large number of free parameters in the functional form. These
parameters are semiempirically fit using diverse data sets that
include data pertinent not only to thermochemistry but also
to noncovalent interactions, kinetics, and more. In this way,
many deficiencies of traditional semilocal and hybrid func-
tionals, including the treatment of dispersion, can be mini-
mized. This ghilosophy is best exemplified by the MO06 suite of
functionals®®*’—a “family” of four (possibly) hybrid meta-
GGA functionals (i.e., functionals that also depend explicitly
on the kinetic-energy density”®). The M06 functionals differ in
the fraction of exact exchange used—zero (M06-L, a semilocal
functional), a fraction similar to that of standard hybrid
functionals (M06), a fraction twice as large (M06—2X), and
one (M06-HF).
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Both strategies have been put to extensive use in the past few
years for accurate structural predictions of various properties of
dispersively bound systems (see, e.g. refs 29—50). Given the
significant differences between them, it is important to assess the
level of accuracy that can be expected from both. Here, we do so
by comparing systematically the performance of both methods
on prototypical small, large, and extended dispersively bound
systems. In particular, we examine selected conventional semi-
local and hybrid functionals, as well as representative semi-
empirical hybrid and nonhybrid meta-generalized-gradient-
approximation (meta-GGA) functionals. All of these functionals
are used both with and without C4/R® correction terms, allowing
a direct identification of the important role played by long-range
interactions.

2. METHODOLOGY

We have selected the following representatives of important
classes of functionals for our comparison. These include (i) the
earliest practical approximate density functional—the local-
density approximation (LDA);*'~>* (ii) the nonempirical gen-
eralized gradient approximation (GGA) functional of Perdew,
Burke, and Ernzerhof (PBE);**** (iii) two conventional hybrid
functionals—the nonempirical PBEQ functional, where 25% of
exact exchange is admixed with the semilocal exchange,ssf58 and
the semiempirical B3LYP functional,*”*® where 20% of exact
exchange are admixed, together with further semiempirical modi-
fications of semilocal exchange and correlation; (iv) the screened
hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE) 61,62
where only short-range exact-exchange is admixed, with the aid of
an empirical range-separation parameter, such that it approaches
PBEO in the short-range and PBE in the long-range; (v) the two
most commonly used representatives of the M06 semiempirical
functionals—the meta-GGA MO6-L functional and the hybrid
meta-GGA MO06 functional;***” and (vi) the nonempirical meta-
GGA functional of Tao, Perdew, Staroverov, and Scuseria
(TPSS).63 LDA, PBE, B3LYP/PBEO, and HSE were chosen
because they are, respectively, local, semilocal, conventional hybrid,
and short-range hybrid functionals whose construction did not
involve explicit consideration of dispersive interactions. M06 and
MO6-L were chosen to represent, respectively, hybrid and nonhy-
brid flavors of semiempirical functionals constructed with dispersive
interactions in mind. Finally, the nonempirical TPSS meta-GGA
functional was additionally employed in some comparisons in order
to assess the importance of empiricism in the M06 meta-GGA-
based constructs.

All functionals except LDA were considered both with and
without pairwise corrections. (We exclude the LDA dispersion
correction as LDA exhibits short-range overbinding,64 and Karton
et al. have shown that if one insists on fitting Cs coefficients
against the S22 set anyway, unphysical negative values are ob-
tained.*) Here, we used the pairwise correction scheme suggested
by Tkatchenko and Scheffler (TS-vdW).*® As in other such
schemes,'® ?* in the TS-vdW approach, the dispersion cor-
rection energy, Eg;g,, added to the internuclear energy term, is given

by

Esp = — Y, faamp(Ry) Rg)céin,;é (1)

j>i

where Cg; is the dispersion coefficient for the ij pair of atoms,
Rj; is the interatomic distance, R.° is the sum of equilibrium vdW
radii for the pair, and fyump is @ damping function. The latter is

chosen in the form of a Fermi—Dirac function:

1+exp<d<sflzgl>)‘| (2)

where d determines the “steepness” of the damping and sz
determines the range of damping—the larger sy is, the larger the
range of interaction for which dispersion is already well-handled by
the underlying exchange-correlation functional. Distinctly from
previous pairwise corrections schemes, in the TS-vdW
scheme, the parameters Cg;[n(r)] and R,-jo[n(r)] are functionals
of the electron density n(r), as they take into account the relative
volume of each atom inside the system, based on Hirshfeld*®
partitioning. Importantly, the range parameter s is the only one
that needs to be determined empirically. This is achieved by
fitting sy for each underlyin§ functional, once and for all, to the
$22 data set of Jurecka et al.°” This set contains binding energies
of 22 different weakly bound systems, calculated using the
coupled cluster method with single, double, and triple excitations,
where triple excitations are treated perturbatively [CCSD(T)],
with a numerical accuracy close to the basis set limit. Here, the
basis-set extragpolated CCSD(T) values, reported recently by
Sherrill et al.,*® were used.

The TS-vdW correction has been implemented in FHI-
aims,*””° an all-electron electronic structure code which employs
efficient numerical atom-centered orbitals (NAQ) as a basis set.
In this work, the tier2 NAO basis set has been employed
throughout. This basis set yields results that are similar in accu-
racy to those of the aug-cc-pVQZ Gaussian basis set for the
$22 database® and has been explicitly tested for convergence by
selected comparisons with computations using the higher level,
tier3 NAO basis set.

The MOG6 suite of functionals was implemented into the FHI-
aims code in a postprocessing fashion. The exchange-correlation
energy with the M06 functional of choice is calculated using all
quantities (density, density gradient, and kinetic energy density)
derived from the self-consistent PBE orbitals. This approach was
validated against the self-consistent M06 implementation, found
in the Gaussian code (G09),”" for the S22 set. Binding energies
computed with the two approaches generally exhibited differ-
ences that were smaller than 4 meV (the largest difference is of
8 meV for a total binding energy of ~780 meV). Correction for
basis-set superposition errors (BSSE) resulted in differences on
the same order of magnitude. The typical total energy deviation
between G09 and FHI-aims is 0.01 Hartee (0.005%). Additionally,
GO09 was used with triple- and quadruple- quality basis sets for
geometry optimizations of the h-BN sheet with all functionals
and of the NiPc monomer with the hybrid functionals and MOG6L.

fdamp (Rt]) Rg) ==

3. RESULTS AND DISCUSSION

An important figure of merit for the performance of the
different functionals tested here is their performance on the
benchmark S22 set. As a first step, the range parameter, s (see
eq 2), was determined using the S22 set based on the recently
reported basis-set extrapolated coupled-cluster data of Sherril
et al,,®® which exhibit a mean absolute relative error of ~2% with
respect to the Jurecka et al. data.” The sy values obtained from
this procedure are compiled in Table 1. The mean absolute errors
obtained from all functionals, with and without pairwise correc-
tions, are shown in Figure la.
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Table 1. Range Parameters of the TS-vdW Correction for Different Functlonals and the Mean Absolute Errors in meV with and
without the TS-vdW Correction with Respect to CCSD(T) Reference Values®® for the Binding Energies of the $22 Data Set (Also

Shown Graphically in Figure 1)

MAE without the TS-vdW correction

MAE with the TS-vdW correction

functional SR H-bond vdW mixed total H-bond vdW mixed total
LDA N/A 219 16 42 89 N/A N/A N/A N/A
PBE 0.94 53 208 87 118 16 14 7 12
PBEh 0.96 41 191 78 107 22 10 7 13
HSE 0.96 36 185 76 103 31 12 7 17
B3LYP 0.84 89 266 125 165 11 12 6 10
TPSS 0.86 87 250 118 156 14 7 7 9
MO6L 127 22 27 38 29 15 19 13 16
MO06 1.16 52 70 52 59 27 14 14 18
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Figure 1. (a) Mean absolute errors of different functionals with and without the TS-vdW correction with respect to CCSD(T) reference values® for the
binding energies of the S22 data set. For each of the TS-vdW corrected results, the calculations employed the empirical parameter sg reported in Table 1,
which was optimized on the basis of the S22 set. All of the “+vdW” results were obtained with the per functional optimal sz parameter reported in Table 1.
(b) Mean absolute errors of two of the TS-vdW corrected functionals, compared to the mean absolute errors of the same two functionals corrected by the
D3 Grimme pairwise scheme and to the mean absolute errors of both variants of the Langreth—Lundqvist “DF-vdW” approach.

Several conclusions can be immediately drawn from Figure la:
First, LDA does remarkably well for the dispersively bound
systems. However, as we demonstrate further below, this simply

reflects its short-range overbinding nature,

* which provides for

3946

error cancellation with the missing electron correlation. At the
same time, LDA does very poorly for the hydrogen-bonded
systems in the S22 set, and so its overall performance is un-
satisfactory. For the three PBE-based functionals—PBE, PBEO
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(conventional hybrid), and HSE (short-range hybrid)—the
opposite picture emerges. All three functionals do quite poorly
for the dispersively bound systems. However, they do signifi-
cantly better than LDA (though still do not offer chemical
accuracy) for the hydrogen-bonded systems, due to a better
description of the polarization. Furthermore, the transition from
PBE to PBEO or to HSE offers some improvement of accuracy,
but this improvement is too small to be of any practical signi-
ficance. As for the semiempirical hybrid, B3LYP, it too does
better than LDA for hydrogen-bonded systems and worse
than LDA for dispersion. However, its performance in either
category is markedly worse than that of the nonempirical PBEO
functional. Likely, this is a consequence of the absence of weakly
bound systems from the training set used to optimize the B3LYP
functional.

Clearly, the empirically parametrized meta-GGA-based func-
tionals offer a significant improvement. M06 markedly improves
dispersion energies while performing similarly to the PBE-based
functionals for hydrogen-bonding. M06-L offers a further and
considerable reduction of mean errors for both kinds of weak
bonding, resulting in an overall better accuracy than all func-
tionals surveyed so far. Thus, the M06 functionals do indeed
capture more of the correlation relevant for weak, nonlocal
interactions than that captured by the standard semilocal and
hybrid functionals. This agrees well with previous reports of their
success in describing weakly bound systems.**~*° Furthermore,
comparison of the MO06-L results with those of the nonempirical
TPSS meta-GGA demonstrate unequivocally that the MO06
approach owes its success to the empirical construction rather
than to the meta-GGA construct. In fact, the TPSS results are
markedly worse than those of M06-L and are surprisingly close to
those of B3LYP, despite the considerable differences between
these two functionals.

Despite this significant advance, Figure 1a shows that there is
room for even further improvement. In fact, all seven pairwise-
corrected functionals offer a further ~50% reduction in mean
absolute overall error over M06-L, mostly due to improved accu-
racy for the dispersive and mixed binding complexes. This shows
unequivocally that while the use of empirical meta-GGA expres-
sions does mimic successfully some of the missing long-range
correlation (likely by incorporation of “middle-ranged” corre-
lation), its functional form is still limited and notably is not
asymptotically correct. Therefore, it still benefits from pairwise
interatomic corrections.

The same trends are also reflected in the range parameter sg of
Table 1. The smaller this parameter is, the smaller the damping of
pairwise-correction is (see eq 2). In other words, a smaller value
implies a “deeper” pairwise correction. Accordingly, B3LYP and
TPSS, which do most poorly for dispersion, need the largest
pairwise correction and indeed have the smallest sz. Next, PBE,
PBEO, and HSE have a larger, and very similar, sz. This is because,
as discussed above, their handling of dispersion is similar. Finally,
MO6 exhibits a markedly larger sz, and M06-L, which does best
for dispersion, has the largest sz. This reaffirms the above
“ranking” of functional performance and provides a complemen-
tary perspective on its reasons. But perhaps more importantly,
it shows that the single semiempirical parameter sg is sufficient
for making sure that dispersive corrections are added without
“double counting” of electron correlation. Consequently, a
similar degree of accuracy is achieved for any reasonable under-
lying exchange-correlation functional. Importantly, we note
that the TS-vdW correction has a negligible effect for covalent

bonds—on average, it changes the atomization energies of small
organic molecules in the G2 data set by only ~0.1 kcal/mol.

At this point, one may wonder whether the significant
improvement in accuracy for the S22 set, obtained by applying
TS-vdW corrections (especially with respect to the M06 family of
functionals), does not merely reflect the fact that the TS-vdW
range parameter, s, was fit against the same data set. To exclude
that, we have performed additional calculations with PBE and
MO06, with and without TS-vdW corrections, for the larger and
more diverse, recently suggested S66 set.”> We find that without
TS-vdW corrections, the mean average error (in meV) is 96 with
PBE and a significantly smaller 43 with M06. After application of
the TS-vdW correction, the errors are further reduced for both
functionals and become very close to each other: 19 and 21 for
the PBE- and M06-based dispersion-corrected calculations, res-
pectively. These numbers follow the same trends observed in
Figure 1 and are quantitatively close to those reported in Table 1
for the smaller S22 set. This firmly establishes that the above
conclusions remain valid outside the original training set used for
determining the TS-vdW range parameter.

Before considering systems beyond standard benchmark sets,
it is instructive to compare these benchmark data to results
obtained using two other highly popular methods for considering
dispersive interactions within DFT. The first is the most recent
pairwise correction suggested by Grimme and co-workers (DFT-
D3).>' The second method we compare our results to is the
Langreth—Lundqyist “vdW-DF” approach, in both its original
(vdW-DF1)° and recently revised (vdW-DF2)' forms. This
approach differs from those discussed so far by explicitly intro-
ducing a nonlocal correlation expression, which is combined
with local correlation to get the total correlation expression. In
Figure 1b, we compare the mean absolute errors for the S22 set,
obtained from the PBE and PBEO functionals with both DFT-D3
and TS-vdW pairwise corrections, as well as from the vdW-DF1
and vdW-DF2 approaches.lz’21 For this set, the TS-vdW
approach used with PBE and PBEO functionals is, on average,
twice as accurate as the DFT-D3, vdW-DF1, and vdW-DF2
approaches. Several comments are, however, in order. First, in
the DFT-D3 approach, empirical parameters were obtained on
the basis of a rich training set including, but not limited to,
the S22 set. Possibly, optimization based on the S22 set alone
may have led to somewhat improved performance for this set
(although, as shown above, the accuracy of the TS-vdW approach
extends beyond the S22 set). Furthermore, the DFT-D3 ap-
proach tends to perform better with Becke-type exchange (as in,
e.g., the BLYP or B3LYP functionals).21 Here, however, we pre-
fer to focus on PBE-related functionals because we are interested
in minimal empiricism. Third, the introduction of a damping
function in a vdW-DF-like approach'" can lead to accuracy that is
substantially better than both vdW-DF1 and vdW-DF2 methods
for the S22 set,”® at the expense of adding more empiricism.”*~ ¢
Despite these caveats, the comparison of Figure 1b is important,
because (1) it involves some of the most commonly used alter-
nate methods for incorporating dispersion interactions, in their
original form, and (2) it focuses on functionals that have been
applied with similar accuracy in both molecular and solid-state
systems.

We now return to the comparison of TS-vdW to the M06
family. In order to examine whether the observations made above
for the S22 set, against which the pairwise corrections were
explicitly fit, hold for systems outside the set, we consider two
prototypical dispersively bound systems: a molecular complex,
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Figure 2. Binding energy curves of the NiPc dimer obtained with
different functionals with and without the TS-vdW correction.
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Figure 3. Binding energy curves of bulk hBN with respect to a single

hBN sheet, obtained with different functionals with and without the TS-
vdW correction.

the Ni—phthalocyanine (NiPc) dimer, and a layered solid, hexa-
gonal boron nitride (hBN). These systems were chosen because
both the TS-vdW method and the M06 family*****® were
previously shown to yield highly satisfactory predictions for
the geometry of these systems, making a direct comparison of
energetics intriguing.

Binding energy curves obtained with all of the above func-
tionals for the NiPc dimer, as a function of the intermonomer
distance, are shown in Figure 2. The monomer geometry was
reoptimized with each functional. For hBN, the hybrid func-
tionals B3LYP, PBEO, and MO06 (with or without pairwise
corrections) were not considered due to the computational
difficulties associated with employing them in a periodic system.
Binding energy curves obtained with all remaining functionals, as
a function of the interlayer distance (without further intralayer
relaxation), are shown in Figure 3. The geometry of the hBN
sheet was reoptimized with each functional. The equilibrium
distances obtained from these binding curves are summarized in
Table 2.

The different binding curves of Figures 2 and 3 can be roughly
divided into three distinct groups. In the first group are the
standard functionals PBE, PBEO, HSE, and B3LYP, which predict
no binding at all (B3LYP) or very little binding with unrealisti-
cally small binding energy and unrealistically large interunit dis-
tance. In the second group, one finds M06 and M06-L, and in the

Table 2. Equilibrium Distances of the NiPc Dimer and Bulk
hBN Obtained with Different Functionals with and without
the TS-vdW Correction, Compared to Experimental Results”

equilibrium distance [A]

functional NiPc hBN
PBE 4.2 417
PBEh 4.1 N/A
HSE 4 42
Mo6 3.30 N/A
MO6L 3.29 3.30
LDA 321 3258
PBE+vdW 34 3.33
PBEh+vdW 34 N/A
HSE+vdW 34 3.3
MO6+vdW 3.29 N/A
MO6L+vdW 3.29 325
experiment 3247 3.33%

“Note that the values given here for the NiPc dimer were not obtained
from full geometry optimization of the dimer but rather from varying the
intermolecular distance with the monomer geometry fixed. Complete
relaxation improves agreement with experiment3oa1 results.

third group, one finds all pairwise-corrected functionals. For both
of these groups, Table 2 shows that satisfying agreement with
experimental results is found for the geometry, in agreement with
previous studies. These two groups differ by roughly a factor of 2,
however, in their estimate of the binding energy. Interestingly,
the LDA results are much closer to the M06(-L) ones than to the
TS-vdW ones. However, the underestimated equilibrium dis-
tances (Table 2) and, for hBN, the clear further underestimate of
the binding energy show conclusively that LDA is not a suitable
functional for investigations of diespersively bound systems,
despite its reasonable performance for the dispersively bound
systems in the S22 set.

In the absence of experimental binding energy data, which
group of results should we trust? For the S22 set, we found that
the M06(-L) predictions are always an underestimate of the
coupled cluster binding energy. In contrast, pairwise-corrected
calculations sometimes overestimate and sometimes underesti-
mate the coupled cluster result, with a much smaller mean ab-
solute error. In light of this, as well as the fact that the missing
long-range contributions must gain in significance as the system
size grows, we expect that the M06 curves systematically under-
estimate the true binding energies. Nevertheless, one may equally
well expect that the TS-vdW approach can overestimate the true
binding energy, especially for the solid state system. This is
because the TS-vdW approach used here lacks a proper descrip-
tion for the screening of the pairwise interaction by the dielectric
medium.””*® Nevertheless, owing to its overall better per-
formance, we expect that the true binding energy is closer
to the TS-vdW results than to the M06 result. Thus, we again
conclude that even if one chooses to use the MO6(-L) approach,
further pairwise corrections are still desired. That said, if TS-vdW
corrections are utilized, one may reach the same level of accuracy,
by employing the TS-vdW corrections in conjunction with a
conventional semilocal or hybrid functional.

At this point, some notes on the “ladder” of the incorporation
of long-range correlation are in order. First, consider that for a
uniform electron gas the LDA functional, as well as the PBE and
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PBEO functionals, which reduce to LDA in this limit, are exact.
Therefore, they must describe all relevant physical phenomena,
including dispersion.19 However, for a nonuniform system, the
absence of a nonlocal correlation term inherently does not allow
for the instantaneous motion of electrons in one part of the
system to be correlated with that in another part. Hence, the
ability to describe dispersive interactions by (semi)-local func-
tionals is lost in the transition from a uniform system to a
nonuniform one. Conventional hybrid functionals are not ex-
pected to help in this respect, because it is long-range correlation,
rather than exchange, that governs these weak interactions. This
immediately explains why PBE, PBEO, and HSE, all of which are
based on PBE correlation, are not fundamentally different from
each other for describing dispersive interactions in general and
for the S22 set in particular. B3LYP fares even worse owing
to parametrization not being oriented toward weakly bound
systems.

Meta-GGA functionals are often referred to as semilocal, but
here it is important to notice that meta-GGA functionals may
contain a kinetic energy density term is semilocally dependent
on the Kohn—Sham orbitals rather than on the density.”**'
Generally, a functional that is semilocal in the orbitals need not
be semilocal in the density, as the link between orbitals and
density is established by solving the Kohn—Sham equations for
the orbital-dependent functional. It is this link which allows the
introduction of density-dependent nonlocality, and in this sense
the meta-GGA approach is not semilocal.”® The success of M06
and MOG6-L can then be viewed as the “maximization” of the
extent of nonlocal correlation that can be established in this way,
via empirical construction (as demonstrated above by its com-
parison to the nonempirical TPSS meta-GGA for the S22 set).
However, nonlocal correlation expressed through the kinetic
energy still requires some orbital overlap,* and ergo it too decays
too rapidly. This explains why even though the M06 family was
explicitly constructed to consider dispersion, it too still lacks true
long-range correlation and still gains from interatomic correla-
tion corrections, as shown above and in refs 30 and 65.

Finally, we have previously shown that a significant advantage
of the TS-vdW scheme is that the difficult problem of obtaining
a description of both geometry and electronic structure can be
generally overcome by decoupling the two issues.’® One can
choose a functional that is appropriate for the electronic structure
but does not necessarily include a good description of dispersive
interactions and augment it with first-principles corrections for
the leading terms of the dispersion interaction using the TS-vdW
approach. Figures 1—3 show that the degree to which the binding
energy is well-described is quite weakly dependent on the func-
tional underlying the interatomic corrections. This is important,
because it is by now well-established that the electronic structure
obtained from hybrid functionals (including both HSE and M06)
is superior to that obtained from semilocal ones (including M06-L)
whenever localized and delocalized orbitals need to be described
on the same footing (see, e.g., refs 30, 82—92). The present
results indicate that, especially for extended systems, TS-vdW-
corrected HSE calculations then emerge as the current method of
choice for obtaining a good description of both electronic struc-
ture and dispersion interactions. This is because, on the one
hand, the short-range exchange is sufficient for mitigating the
self-interaction errors associated with orbital localization and, on
the other hand, the elimination of the long-range exchange keeps
the computational cost reasonably low. Finally, we note that
further progress is possible. As mentioned above, the herewith

discussed dispersion-correction approaches, including TS-vdW,
lack a full microscopic description of dielectric screening and
nonadditive many-body vdW energy contributions for large
molecules and solids. The description of these two effects is
the subject of ongoing research.”

4. CONCLUSIONS

In conclusion, we have presented a comprehensive evaluation
of the performance of representative (semi)local, (screened-)
hybrid, and semiempirical meta-GGA functionals, with and
without interatomic pairwise TS-vdW corrections, for the dis-
presively bound S22 set, a dimer of NiPc molecules, and the
layered solid hexagonal boron nitride. Clear and distinct trends
are identified in all cases. LDA can mimic van der Waals attrac-
tion, though its equilibrium predictions can be “right for the
wrong reason’, a fact easily exposed when considering the full
binding energy curve. Conventional semilocal functionals de-
scribe dispersive attraction very poorly. Conventional or short-
range hybrids based on these semilocal functionals perform
almost exactly the same way, as they do not improve the treat-
ment of long-range correlation. More nonlocal correlation is
introduced via semiempirical kinetic-energy-density depen-
dence, as in the MO06 functionals, but some long-range contribu-
tions are still missing. Pair-wise interatomic corrections improve
binding energies throughout, even when applied to M06 calcula-
tions, but the same level of accuracy (which, for the S22 set
exceeds both the DFT-D3 and the vdW-DF methods) can be
reached by applying these corrections to conventional semilocal
or hybrid functionals. The correlation trends across the different
functionals are fully mirrored by the range at which the dispersive
corrections are dampened. Finally, pairwise-corrected func-
tionals generally allow for separate optimization of the electronic
structure problem and the dispersive interaction problem. Spe-
cifically, vdW-corrected HSE calculations emerge as a computa-
tionally tractable means for assessing dispersively bound solids
possessing both localized and delocalized orbitals.
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