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#### Abstract

Digitized photographs of snowflakes were presented for a recognition test after retention intervals of varying durations. While overall accuracy and discrimination remained constant, as the retention interval increased, primacy increased from chance to reliably better than chance while recency decreased to chance levels. A variation of Murdock's (1960) distinctiveness model accounted for the changing primacy and recency effects observed in both between- and within-subjects designs. The generality of the model was examined in two different paradigms: lexical access during sentence processing, and free recall in the continual distractor paradigm. In both cases, the model made accurate qualitative predictions for both latency and accuracy measures.


Recently, there has been a flurry of articles concerned with the idea that recollection of an item, in a variety of different tasks and paradigms, depends critically on its distinctiveness-that is, on the degree to which a given item stands out among the other items in the set (e.g., Crowder \& Neath, 1991; Gardiner \& Hampton, 1988; Glenberg \& Swanson, 1986; Johnson, 1991; McDaniel \& Einstein, 1986; Neath \& Crowder, 1990; Schmidt, 1991). The idea, of course, is not new: first formulated verbally by Koffka (1935), and then quantitatively by Murdock (1960), the central idea can be traced back to Aristotle (Burnham, 1888). In this paper, I demonstrate that a variation of Murdock's model of distinctiveness can account for serial position effects observed in recognition memory and that this model can be applied to other paradigms as well.

Murdock (1960) defined distinctiveness as the extent to which a given stimulus "stands out" (p. 17) from other stimuli and noted that "the concept of distinctiveness refers to the relationship between a given stimulus and one or more comparison stimuli, and if there are no comparison stimuli the concept of distinctiveness is simply not applicable" (p.21). By means of an analogy with visual perception, one can demonstrate that just as the insertion of space between items in the visual field should make them more distinctive spatially, the addition of an interval between items in a list will make them more distinctive temporally (Glenberg \& Swanson, 1986; Neath \& Crowder, 1990). An item can also be made more dis-
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tinct by the manipulation of physical properties (Calkins, 1894; von Restorff, 1933), or, presumably, of any other dimension of interest. This view of distinctiveness can predict the general bowed shape of the serial position function (Murdock, 1960; Neath, in press): the most recent to-be-remembered items in a uniformly spaced list are more distinct, temporally, than middle items, and the first few items also are more distinct, temporally, than middle items. Thus, both primacy and recency effects, the enhanced recall of early and late items as opposed to middle items, can be readily predicted and explained by this view.
The recency effect is one of the most ubiquitous findings in research on memory (see Neath, in press). Perhaps because of this, negative recency effects-the finding that the items at the end of a list do not always enjoy an advantage over earlier items-have figured prominently in theoretical reasoning. They also appear, at first glance, to contradict what a theory based on distinctiveness would predict. How can the final item, the most recently presented item, be less distinct than older items?
Craik (1970) reported a pronounced negative recency effect when subjects were given a surprise final free recall test of all the lists in the session. He observed that although end-of-the-list items were recalled well on the individual, immediate trials, these items were recalled most poorly during the final test. Madigan and McCabe (1971) also demonstrated this effect with paired-associate probe testing, showing that an initial (or immediate) test was not required for the negative recency effect to be observed in the subsequent (or delayed) test.
Cornell and Bergstrom (1983) studied serial position effects in infants' face recognition. Although they presented the same items repeatedly, they generally observed evidence of primacy and recency effects. Of most interest is that they did not observe a recency effect for the last face with a 5 -min retention interval. In contrast, Potter and Levy (1969) found better recognition of the final item and worse recognition of the initial item with a 0 -sec retention interval.

Wright, Santiago, Sands, Kendrick, and Cook (1985) demonstrated the emergence of negative recency in a probe recognition paradigm. They presented a series of kaleidoscopic pictures to subjects; each series of four pictures was followed by a recognition judgment after a retention interval of varying duration. Although the overall level of performance remained fairly constant with different retention intervals, the size of the primacy and recency effects changed. With short retention intervals, there was no primacy effect and a substantial recency effect; but as the retention interval increased, the magnitude of the primacy effect increased while that of the recency effect decreased. Moreover, the same pattern was observed in both pigeons and monkeys.

One can draw an analogy between an immediate test of free recall and its pronounced recency effect to the short retention interval conditions of Wright et al.'s (1985) study, and between a delayed test of free recall and the longer retention interval conditions (see Bjork \& Bjork, 1992, for a discussion of this trend in other areas). ${ }^{1}$ The traditional modal model, both Wright et al. (1985) and Madigan and McCabe (1971) argued, cannot explain this pattern of results without substantial modification. Whereas the decrease in recency can be explained by assuming that there are no longer any items left in short-term memory, the increase in primacy is more problematic. Unless one adds another mechanism or process, it is difficult for the model to explain why an item can be successfully recalled from long-term memory after a $5-\mathrm{sec}, 10-\mathrm{sec}$, or $1-\mathrm{min}$ pause, but not after a $1-\mathrm{sec}$ pause. A consolidation argument might work, but such a theory has not withstood empirical tests very successfully (Crowder, 1982).

The purpose of this paper is, first, to replicate Wright et al.'s (1985) results and, second, to present a distinctiveness model that predicts this pattern. The stimuli used by Wright et al. and those used here are intended to reduce verbal mediation to a minimum. For Wright et al., this was necessary so that cross-species comparisons could be facilitated; for the distinctiveness theory at this stage of development, it is necessary because verbal mediation could lead to re-presentations of a given stimulus at positions in the list other than the original. Because distinctiveness is based on an item's temporal (rather than simply serial or ordinal) position in the list, it is necessary to use stimuli that have been shown to be unaffected by verbal mediation even when explicit verbal associations are required by the task (see, e.g., Goldstein \& Chance, 1970). It should also be noted that while primacy and recency effects can be observed when subjects rehearse, they can also be observed when there is little or no evidence of verbal rehearsal (Greene, 1986; Neath, in press).

## EXPERIMENT 1

Experiment 1 is modeled on the study conducted by Wright et al. (1985). They observed that as the retention interval increased, recency decreased and primacy increased in a recognition task. The main differences between that experiment and Experiment 1 are that here
(1) no feedback was given to subjects about their accuracy; (2) a between-subjects design was used such that for a given subject, the duration of the retention interval was constant; (3) confidence ratings were collected; and (4) each list contained only novel stimuli never before seen by the subjects. Also, only humans were tested.

## Method

Subjects. One hundred and twenty Purdue University undergraduates volunteered to participate in exchange for credit in introductory psychology courses.
Design and Materials. Upon arrival in the laboratory, the subjects were arbitrarily assigned to one of six groups. The sole difference between the six groups was the duration of the retention interval. All stimuli were presented on, and responses recorded by, an Apple Macintosh LC computer. The stimuli were 593 photographs of snowflakes from Bentley and Humphreys (1962). The snowflakes were digitized in such a way that they were displayed in 16 levels of gray against a black background and occupied approximately $7 \mathrm{~cm}^{2}$ at the center of the CRT. On each trial, four novel snowflakes, never before seen by the subject, were displayed one at a time for 1 sec each. There was a 1 -sec interpresentation interval (IPI), but the duration of the retention interval (RI) was $0,1,2$, $5,7.5$, or 10 sec , depending on the group. After the RI, a fifth flake was displayed, with subjects responding either "old" if it was one of the four flakes seen in the immediately preceding list, or "new" if it was a flake that had not been seen before. The subjects were informed that each list comprised novel snowflakes and that the fifth flake was either a novel flake or one of the four. The subjects made each response by clicking once with the mouse on an appropriately labeled button. In addition, the subjects indicated their confidence that they had answered the recognition question correctly on a scale from 1 (a guess) to 5 (absolutely positive). They had 8 sec in which to respond. Three out of every seven trials was a new trial; of the remaining four, each serial position was tested once. Order of the trials was random. The subjects received a total of 84 lists, preceded by two practice trials. ${ }^{2}$ No feedback was given to each subject about performance level.
Procedure. The subjects were told that we were interested in how accurately they could remember which snowflakes they had seen before. It was emphasized that each four-item list contained novel flakes, and that the test snowflake was either novel or from the immediately preceding list. During the instructions, the subjects practiced responding with the mouse, and no subject reported any difficulty with this method of responding. Two practice trials were conducted with the experimenter watching. The subjects were tested individually, were given a rest period approximately half-way through the experiment, and were allowed to adjust the monitor to a comfortable level of brightness.

## Results and Discussion

Figure 1 shows the proportion of correct responses for Experiment 1, as a function of RI and serial position. Chance performance was $50 \%$. First, the main data of Wright et al. (1985) were replicated: with short RIs, there is little primacy and large recency. As the RI increases, however, primacy increases and recency decreases. Overall level of performance was comparable in each of the six conditions, with the proportion of correct responses, for RIs of $0-10 \mathrm{sec}$, being $0.63,0.66,0.65,0.67,0.63$, and 0.62 , respectively. The corresponding false alarm rates were $0.24,0.22,0.21,0.18,0.17$, and 0.17 .
A 6 (retention interval) $\times 4$ (serial position) analysis of variance (ANOVA) on the proportion of items correctly recognized as old (hits) revealed a reliable main effect
of serial position $\left[F(3,342)=39.04, M S_{\mathrm{e}}=0.03, p<\right.$ $.01]$ but not of retention interval $[F(5,114)<1]$. The interaction was reliable $\left[F(15,342)=3.78, M S_{e}=0.03\right.$, $p<.01$ ]. Thus, as is apparent in Figure 1, there was no overall loss of accuracy as the retention interval increased, but there was a change in which items would be remembered accurately. Performance on items presented at the first position was no better than chance when the retention interval was 0 sec ; however, with a $10-\mathrm{sec} \mathrm{RI}$, it was substantially better than chance $[t(19)=4.36, p<.01]$.

Unlike in Wright et al.'s (1985) study, the subjects in the present experiment were not given feedback. They were, however, asked to rate the confidence they had in their answer: a rating of 1 would indicate that they thought they were guessing, and a rating of 5 would indicate that they were absolutely certain they had made the correct recognition judgment. Figure 2 shows the confidence data for hits as a function of serial position and RI for Experiment 1.

The confidence ratings generally bear little resemblance to the accuracy data. Regardless of the retention inter-


Figure 1. Proportion of snowflakes correctly recognized, as a function of the duration of the retention interval and serial position in Experiment 1.


Figure 2. Mean confidence ratings for hits, as a function of the duration of the retention interval and serial position in Experiment 1. $1=$ guess, $5=$ positive.


Figure 3. Discrimination $\left(A^{\prime}\right)$ and $\operatorname{Bias}\left(B_{D}^{\prime \prime}\right)$, as a function of the duration of the retention interval in Experiments 1 and 2.
val, the subjects generally had higher confidence for the last item in the list than the first, even though this did not always reflect their true accuracy. The overall confidence ratings for hits, in the conditions $0-\mathrm{sec}$ to $10-\mathrm{sec}$, respectively, were $3.83,3.66,3.70,3.91,3.36$, and 3.48. The corresponding ratings for misses were $3.77,3.63$, $3.56,3.38,3.06$, and 3.46 . An analysis of these data revealed a reliable effect of retention interval $[F(5,114)=$ 2.25, $M S_{e}=0.73, p=.05$ ] and a marginal difference between ratings for hits as opposed to ratings for misses [means of 3.65 and $3.48, F(1,114)=3.31, M S_{e}=0.68$, $p<.10]$. The interaction was not reliable $(F<1)$. Of interest are the elevated ratings of subjects in the $5-\mathrm{sec}$ RI condition, in comparison with the ratings of subjects in the other groups; recognition performance in this condition also varied the most from what was expected by the model.
The overall correlation between the confidence ratings and proportion of hits as a function of serial position, although not large, was significant $[r(118)=0.25, p<$ .05]. However, further analyses showed that as the retention interval increased, the accuracy of the confidence ratings became worse: For the retention intervals from 0 sec to 10 sec , the correlations were $0.44,0.33,0.35,0.12$, 0.13 , and 0.00 , respectively. This corresponds to the fact that the subjects were more likely to give a higher confidence rating for the item in the final serial position as opposed to earlier positions, even though the proportion of hits did not necessarily follow this pattern.
Recognition data can also be analyzed according to discriminability and bias. Figure 3 represents the results of an $A^{\prime}$ and $B_{D}^{\prime \prime}$ analysis for Experiment 1 (as well as for Experiment 2). $A^{\prime}$ is a nonparametric analog of $d^{\prime}$ (Pollack \& Norman, 1964) and has been shown to be highly correlated with $d^{\prime}$ (Snodgrass, Volvovitz, \& Walfish, 1972). It ranges from 0 to 1 , with 0.5 reflecting chance, and has the advantages of allowing analysis of subjects who may have hit or false alarm rates of 0 and of not requiring all the assumptions of $d^{\prime}$ concerning variance. $B_{D}^{\prime \prime}$ ranges from -1 to +1 , with 0 indicating no bias; a posi-
tive number indicates a conservative bias (see Donaldson, 1992).

Of principal interest is the fact that $A^{\prime}$ remains constant across retention intervals and is well above chance levels; discriminability is just as good with a 0 -sec RI as with a $10-\sec \operatorname{RI}\left[F(5,114)=1.41, M S_{e}=0.01, p>.20\right]$. The changes in the serial position function, then, cannot be due to changes in discriminability. There is, however, a trend toward more conservative bias as the RI increases $\left[F(5,114)=2.46, M S_{\mathrm{e}}=0.12, p<.05\right]$. This is reflected in the slightly increasing proportion of correct rejections: for retention interval durations of $0-10$, the mean proportions of correct rejections were $0.76,0.79,0.79$, $0.82,0.83$, and 0.83 , respectively. Although a change in bias is reflected in the correct rejection data, it is not sufficient to explain the change in the shape of the serial position function.

## EXPERIMENT 2

Experiment 1 replicated the main findings of Wright et al. (1985): as the retention interval increases, recency decreases but primacy increases while the overall level of performance remains constant. Wright et al. used a within-subjects design, but the retention intervals were blocked and the stimuli were partially repeated. Experiment 2 was similar to Experiment 1, except that each subject experienced each retention interval, with the order of the conditions occurring randomly.

## Method

Subjects. Thirty-eight Purdue University undergraduates participated in exchange for credit in introductory psychology courses.

Design, Materials, and Procedure. The materials, design, and procedure were identical to those of Experiment 1, except for the following: There were three retention intervals ( 0,1 , or 2 sec ), and each subject experienced all three. There was a total of 105 trials, 35 in each condition. Of these 35 trials, 15 were new trials, and the remaining 20 were equally divided among the four serial positions. The order of the trials and conditions was random and different for each subject.

## Results and Discussion

Figure 4 shows the proportion of correct responses (hits) for Experiment 2 as a function of RI and serial position. First, the findings of Experiment 1 were replicated, but now in a within-subjects design: with short RIs, there is little primacy and large recency. As the RI increases, however, primacy increases and recency decreases. A 3 (retention interval) $\times 4$ (serial position) ANOVA revealed a reliable main effect of position $[F(3,111)=31.71$, $\left.M S_{\mathrm{e}}=0.06, p<.01\right]$ but not of retention interval $\left[F(2,74)=1.39, M S_{\mathrm{e}}=0.07, p>.20\right]$. The interaction was just reliable $\left[F(6,222)=2.10, M S_{\mathrm{e}}=0.06, p=\right.$ .05]. The changing serial position function, then, is not due to developing specific strategies to cope with one retention interval, nor is it due to experiencing several different intervals. With a $0-\mathrm{sec}$ retention interval, subjects did not perform better than chance at the first serial position ( $t<1$ ), whereas with a $2-\sec$ retention interval,


Figure 4. Proportion of snowflakes correctly recognized, as a function of the duration of the retention interval and serial position in Experiment 2.
subjects performed reliably better than chance $[t(37)=$ $2.18, p<.05]$. The increase in primacy is very small, but this is not surprising, given only a 3 -sec difference in the duration of the retention intervals.

Figure 5 shows the confidence ratings of the subjects in Experiment 2. Unlike the data from Experiment 1, these ratings bear a more marked resemblance to accuracy: the subjects were most confident at Serial Position 5 for the $0-\sec$ RI condition and least confident for the $2-\sec$ RI condition; they were least confident at Serial Position 1 for the 0 -sec RI condition. The overall confidence ratings for hits were $3.76,3.72$, and 3.62 for the $0-\mathrm{sec}, 1-\mathrm{sec}$, and 2 -sec RI conditions, respectively; the corresponding ratings for misses were $3.43,3.46$, and 3.50. There was no difference in overall ratings as a function of the duration of the RI $(F<1)$, but there was a reliable difference between the mean rating for a hit (3.70) and the mean rating for a miss $[3.46 ; F(1,37)=5.01$, $\left.M S_{\mathrm{e}}=0.63, p<.05\right]$. The interaction was not reliable ( $F<1$ ). The correlation between the confidence ratings and proportion of hits as a function of serial position, although not large, was significant $[r(36)=0.43, p<$


Figure 5. Mean confidence ratings for hits, as a function of the duration of the retention interval and serial position in Experiment 2. $1=$ guess, $5=$ positive.
.01]. As in Experiment 1 , the correlation between confidence and performance decreased across retention intervals (for RIs of 0,1 , and $2 \mathrm{sec}, r=0.50,0.47$, and 0.33 , respectively).

Figure 3 shows the results of an $A^{\prime}$ and $B_{D}^{\prime \prime}$ analysis; as in Experiment 1, there was no change in discriminability as a function of retention interval $[F(2,74)<1]$. Although the figure suggests that the subjects became more conservative in their bias as the duration of the retention interval increased, this was not supported statistically $[F(2,74)<1]$. The average proportions of correct rejections for the three conditions were $0.76,0.77$, and 0.77 for the $0-\mathrm{sec}, 1-\mathrm{sec}$, and $2-\mathrm{sec}$ conditions, respectively. The average proportions of hits were $0.62,0.59$, and 0.57 for the same conditions.

Experiments 1 and 2 both replicated the main findings of Wright et al. (1985), despite the variations in design, procedure, and stimuli: with a short retention interval, performance on the first item is no different from chance levels but there is substantial recency; as the retention interval increases, however, the pattern reverses, with primacy increasing to above-chance levels and recency decreasing. The fact that the same pattern is observed in both between- and within-subjects designs rules out specific strategies arising from contingencies peculiar to the design.

## THE MODEL

Within the field of human cognition in general, and with human memory in particular, there is an increasing awareness that verbal models are no longer sufficient to accurately describe our current knowledge and understanding of mental processes (see, e.g., Hintzman, 1991). The advantages of formal models are well known: (1) formal models can be easily and unambiguously described; (2) they usually state more explicitly the assumptions about and relationships between the concepts involved; and (3) their predictions can be precisely stated.

At the same time, many researchers warn against developing formal models that are too complex (e.g., Broadbent, 1987). The goal in this section of the paper, therefore, is to present a relatively simple model of serial position effects in recognition memory that preserves the advantages of precise statement and that makes quantitative predictions for the home domain and (precise) qualitative predictions elsewhere. For example, intuition suggests that the final item of a list should be more distinctive than earlier items; the formal definition of distinctiveness presented below demonstrates that this intuition can sometimes be incorrect.

The model, based on Murdock (1960), compares memory with visual perception: the most recent to-be-remembered items in the list, temporally, are the most distinct, just as in visual perception the closest items, spatially, are the most distinct. Although that which follows is based on distinctiveness along a temporal dimension, in theory this model could be applied to any stimuli lying along any ordered dimension (e.g., physical or semantic dimensions;
see Neath, in press, for a more complete discussion). To model other forms of distinctiveness, it would be necessary to create a ratio scale along the dimension of interest and to calculate the distinctiveness of each item according to that scale. This appears to be more straightforward for physical dimensions, but it should, in principle, be applicable to dimensions such as semantic distinctiveness. Once such a scale is constructed, the application of the model is the same as it is for temporal distinctiveness.

One difference between Murdock's formulation and the present model is that the durations of the IPI and the RI, rather than the serial (ordinal) position alone, play a critical role in determining the distinctiveness of an item. ${ }^{3}$ The temporal position of an item is calculated by giving each item an initial value of 1 . The final item in the list is multiplied by the duration of the RI ; all other items are multiplied by the duration of the IPI and then added to the sum of the value of the following item. For example, if the RI is 2 sec and each IPI is 3 sec , the serial/temporal values ( $s$ ) of a four-item list, beginning with the first item, would be $11,8,5$, and 2 . The final item in the list is a distance of 2 from the recaller, and the first item is a distance of 11 from the recaller. These $s$ values then undergo a log transformation, a process based on Helson's (1964) adaptation level theory, yielding the preliminary discriminability of that position (d).

A value of each item's distinctiveness ( $\delta$ ) is calculated according to the following formulae, where $n$ is the number of items in the list and $k$ is the serial position of the current item. Equation 1 applies when $k$ is either 1 or $n$, whereas Equation 2 applies to the remaining items. The difference between the two equations is that the middle items are adjusted by using a constant ( $c$ ) to avoid symmetries: without this correction, for example, Items 2 and 3 of a four-item list would have the same predicted value.

$$
\begin{gather*}
\delta_{k}=\sum_{j=1}^{n} \sqrt{\left(d_{k}-d_{j}\right)^{2}}  \tag{1}\\
\delta_{k}=\frac{c \sum_{j=1}^{n} \sqrt{\left(d_{k}-d_{j}\right)^{2}}+2\left[\sum_{j=1}^{n} \sqrt{\left(d_{k-1}-d_{j}\right)^{2}}+\sum_{j=1}^{n} \sqrt{\left(d_{k+1}-d_{j}\right)^{2}}\right]}{c+2} \tag{2}
\end{gather*}
$$

Finally, the distinctiveness values from Equations 1 and 2 are normalized, giving the predicted performance level. Normalizing is appropriate here, because we are concerned with the distinctiveness of an item relative to all other items in the set (see Murdock, 1960).

## Fit of the Model

Figures 6 and 7 display the predictions of the model and the normalized data from Experiments 1 and 2, respectively. Predictions for a given set of IPI and RI durations are the same, regardless of the experimental design. All of the parameters are determined by the duration of the IPI (always 1 sec in these experiments) and the RI (varying from 0 to 10 sec , depending on the condition). The only


Figure 6. Normalized proportion of snowflakes correctly recognized from Experiment 1, as a function of condition and serial position (top panel) and the predictions of the distinctiveness model (bottom panel).
exceptions are that for the $0-\mathrm{sec}$ condition a value of 0.1 was used-because of the log transformation-and that the constant $c$ was arbitrarily set to 9 . Note that $c$ was the same value for all serial positions, for all conditions, and for both experiments: once set, $c$ does not change.

For the data from Experiment 1, when normalized, the model accounted for $90.09 \%$ of the variance (RMSD $=$ 0.012 ); for the data from Experiment 2, when normalized, the model accounted for $91.93 \%$ of the variance (RMSD = 0.013 ). The parameters for both fits either were identical (viz., c) or depended solely on the duration of the IPI and the RI. The model is clearly capturing the important aspects of the data: as the retention interval increases, recency declines and primacy increases. The rank ordering of the conditions for both the first and the last items is predicted accurately. Note that the definition of distinctiveness offered here can predict less distinctiveness for the final item in a series than for earlier items.

## Generality of the Model

If the model is capturing something fundamental to memory, it should make accurate predictions in paradigms other than probe recognition. One effect reminiscent of
the changing serial position function occurs in the study of lexical access in sentence processing.

Lexical access can be inferred from the time to respond to simple verification questions that follow presentation of a sentence. Gernsbacher, Hargreaves, and Beeman (1989) showed that for sentences such as "Tina gathered the kindling as Lisa set up the tent,' there is greater lexical access (i.e., there are faster response times) to the word "Lisa" than to "Tina'' with a $0-\mathrm{msec}$ RI, but that with a $2,000-\mathrm{msec}$ RI, the reverse is true. Figure 8 shows the data reported by Gernsbacher et al. (1989) and the predictions of the model.

The predictions of the model were made by assuming that the first-mentioned participant appeared in the first serial position and the second-mentioned participant appeared in the sixth serial position. The parameter $c$ was set to 3 (for all conditions), and the values of the IPI and RI were determined from the actual experimental conditions. Gernsbacher et al. (1989) held the IPI constant, and the on-screen duration of each word was approximately constant. If one assumes that reaction time is inversely related to distinctiveness, the model can predict, qualitatively, Gernsbacher et al.'s data. Similar assumptions con-


Figure 7. Normalized proportion of snowflakes correctly recognized from Experiment 2, as a function of condition and serial position (top panel) and the predictions of the distinctiveness model (bottom panel).


Figure 8. The predicted distinctive (d) values (bottom panel), according to the model, for the data presented by Gernsbacher et al. (1989) (top panel). From "Building and Accessing Clausal Representations: The Advantage of First Mention Versus the Advantage of Clause Recency" by M. A. Gernsbacher, D. J. Hargreaves, and M. Beeman, 1989, Journal of Memory and Language, 28, p. 742. Copyright 1989 by Academic Press. Adapted by permission.
cerning the relationship between accuracy and latency measures have been made before (e.g., as regards strength theory; see Murdock, 1985). The suggestion is that the more distinctive an item, the faster the subject will be able to determine its identity and to make an appropriate recognition judgment. This explanation suggests that lexical access effects are due, in part, to the serial position-or more accurately, to the temporal position-of the presented items.

There has been much research relating various reading measures with various memory measures (e.g., Baddeley, 1992). This model suggests that some lexical access and comprehension effects may be due, in part, to the distinctiveness of the items in memory. The exact nature of
the function that relates latency and accuracy, although probably exponential (see, e.g., Murdock, 1974), still needs to be determined. A strong prediction of the model, then, is that latency measures in probe recognition should be inversely related to the distinctiveness values.

## Extensions of the Model

One potential weakness of the model is the fact that the predictions are normalized. Normalization is not always necessary; the reason for normalizing is to transform the distinctive values into a particular scale so that comparisons across conditions will be meaningful. An alternate method is to divide the distinctive values ( $\delta$ ) by the sum of the log values ( $d$ ), which restricts the values to a range from 0 to 1 . This method can be seen as taking into account the total amount of distinctiveness; for example, one would want the model to predict little or no memory, regardless of the durations of the IPI, if the RI were substantially longer (e.g., 50 years). This method of scaling takes this reflection into consideration and enables the model to predict the relative number of items recalled in different paradigms.

Neath and Crowder (1990, Experiment 3) demonstrated that altering the duration of the IPIs within a list had consistent effects on the shape of the serial position curve. Studying free recall in the continual distractor paradigm, they showed that the relative level of recall of a given item was successfully predicted using only the time separating item $n$ from item $n-1$ and the time until item $n$ was recalled. This so-called extended ratio rule states that the larger this ratio, the better the overall level of recall at that position, regardless of the actual time scale. In addition, the median ratio of the list as a whole should predict the overall level of performance. Neath and Crowder used three decreasing schedules, in which the duration of the IPI decreased from 8 to 4 to 2 to 0 sec (Decreasing 1), from 8 to 4.5 to 2.5 to 1.5 sec (Decreasing 2), or from 4 to 2.5 to 1.5 to 1 sec (Decreasing 3). The increasing condition was the reverse of Decreasing 1 , and the constant condition had a uniform $2-\mathrm{sec}$ IPI. The RI was always constant at 2 sec . The extended ratio rule predicted that overall performance should be, from best to worst, Decreasing 1, Decreasing 2, Decreasing 3, constant, and increasing, because the median ratios were $1.0,0.75$, $0.53,0.42$, and 0.27 , respectively. The numerical qualitative predictions from the present model are $0.378,0.356$, $0.307,0.267,0.256$ for the same conditions, thus making the same rank-order predictions. Note this ordering, despite the fact that the total amounts of distraction for these conditions were $56,66,36,32$, and 56 sec , respectively.

A replication, with different stimuli and different time scales, basically mirrored the preceding results (Neath \& Crowder, 1993). The retention interval was always 1 sec . The four conditions, or schedules, were: (1) constant, with 1 sec between each letter pair, yielding a median ratio of 0.42 ; (2) increasing, with successively longer durations between the letter pairs, going from 1 to 2 to 4 to 8 sec ,


Figure 9. The proportion of letters freely recalled, as a function of serial position and condition from Neath and Crowder (1993) - demonstrating that performance depends on the median ratio rather than absolute temporal duration (top panel). The bottom panel shows the predictions of the distinctiveness model. The data in these panels were not normalized.
yielding a median ratio of 0.32 ; (3) decreasing 1.0 , which was the reverse of the increasing condition, yielding a median ratio of 1.0 ; and (4) decreasing 0.6 , where the duration of the IPIs systematically decreased from 2.5 , to 1.5 , to 1 , to 0.5 sec , yielding a median ratio of 0.61 . Including the retention interval, the total duration of distractor activity for each schedule was 16 sec in decreasing $1.0,6.5 \mathrm{sec}$ in decreasing $0.6,16 \mathrm{sec}$ in the increasing, and 5 sec in the constant lists.

Figure 9 displays the observed and predicted results. Only two parameters were needed to obtain a fairly accurate fit: the value of the RI was multiplied by 4 and the value of each IPI was multiplied by 17 . Of more interest, however, was the observation that even if these parameters are not used, the model produces the correct ordering of the conditions. The present model, then, produces the same general pattern of results as does the extended ratio rule: Recall will be better, the larger the ratio; it is the ratio of times that is important, not the absolute amount of time, and the distinctiveness model captures this important distinction. One advantage of the present
conception over the extended ratio rule is that it allows predictions to be made for the first item in a list.

## Evaluation

The model has three main problems that appear interrelated: it is restricted to fitting normalized data when making quantitative predictions; it becomes increasingly inaccurate for longer RIs; and it uses a log transformation rather than a power function.
Fitting normalized data restricts the possible range of the data and may artificially inflate the performance of the model. On the other hand, the definition of distinctiveness used in the model emphasizes the fact than an item is distinct only in its relationship to the other items in the ensemble, and that the concept of distinctiveness does not apply to items in isolation. Although normalizing may not be unreasonable, then, it may limit the predictions that can be made. An additional side effect is that the model becomes increasingly inaccurate for longer RIs. Although the model does predict worse recall at the final position for longer RIs, the differences predicted are
smaller than those actually observed. An alternate scaling method, discussed above, partially overcame this problem, but rendered quantitative fits untenable. The third problem is that both versions rely on a log transformation when most psychophysicists regard power functions as a more appropriate transformation. Future investigations will explore this possibility.

## CONCLUSIONS

In two experiments, the main findings of Wright et al. (1985) were replicated, demonstrating that the shape of the serial function changes in predictable ways with increases in retention interval. A distinctiveness model, based on one proposed by Murdock (1960), accounted quantitatively for the data. Although the model was found to have three weaknesses, it also has distinct strengths. First, the model has minimal free parameters: all but one of the parameters are given in the experimental design, and the same parameters fit data from both between- and within-subjects designs. Second, the model made accurate qualitative predictions in areas outside the domain that it was originally developed for: it predicted the pattern of lexical access reaction times in text processing and the results of the extended ratio rule in free recall in the continual distractor paradigm. Third, because the model requires no peculiarly verbal skills on the part of the rememberer, it is potentially applicable to animals other than humans.

The model provides a simple, precise definition of distinctiveness-a potentially vague and ambiguous notionand demonstrates that such a concept can predict and explain many serial position effects in both recognition and recall. As such, the model can be seen as one way of specifying in more detail a component of the more general theories of distinctiveness.
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## NOTES

1. It is also possible that spontaneous recovery in verbal learning is another manifestation of this phenomenon. For example, in an A-B

A-D paired-associate design, recall of $\mathbf{D}$ items is better after transfer than recall of B items, but later the pattern can reverse (see Crowder, 1976).
2. Because of a programming error, groups 0 and 1 sec received 21 more trials ( 3 old trials for each position and 9 new trials) than the remaining groups. The presence of these trials did not affect the results in any detectable way.
3. The model currently ignores both the duration of the to-beremembered item and the fact that it takes time to recall more than one item. This was done intentionally to simplify formulation at this stage of development.
(Manuscript received December 7, 1992; revision accepted for publication March 1, 1993.)

