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ABSTRACTFairness is an important issue when aessing a shared wire-less hannel. With fair sheduling, it is possible to alloatebandwidth in proportion to weights of the paket ows shar-ing the hannel. This paper presents a fully distributed al-gorithm for fair sheduling in a wireless LAN. The algorithman be implemented without using a entralized oordina-tor to arbitrate medium aess. The proposed protool isderived from the Distributed Coordination Funtion in theIEEE 802.11 standard. Simulation results show that theproposed algorithm is able to shedule transmissions suhthat the bandwidth alloated to di�erent ows is propor-tional to their weights. An attrative feature of the pro-posed approah is that it an be implemented with simplemodi�ations to the IEEE 802.11 standard.
1. INTRODUCTIONWireless ommuniation tehnology has gained widespreadaeptane in reent years. Wireless loal area networkshave ome into greater use, with the advent of the IEEE802.11 standard [12℄. Fairness is an important issue whenaessing a shared wireless hannel. With fair sheduling,di�erent ows sharing a wireless hannel an be alloatedbandwidth in proportion of their \weights". This paperpresents a distributed medium aess ontrol (MAC) pro-tool for fair sheduling in a wireless LAN. Although IEEE802.11 wireless MAC [12℄ is not fair (partiularly on shorttime-sales), the proposed protool is derived from the Dis-tributed Coordination Funtion (DCF) in IEEE 802.11. Anattrative feature of our approah is that it an be imple-mented with simple modi�ations to IEEE 802.11. Thissetion disusses the motivation for onsidering distributedprotools, and elaborates on the de�nition of fairness.
1.1 Centralized and Distributed ProtocolsWireless transmissions by hosts within proximity of eahother an interfere. Therefore, several medium aess on-trol (MAC) protools for wireless networks have been pro-

posed in the past. In general, MAC protools may be di-vided into two types:� Centralized: In entralized protools, a designated host(often referred to as base station or aess point) oor-dinates aess to the wireless medium. A node want-ing to transmit must wait until permission to transmitis granted by the oordinator node { the mehanismsfor requesting and granting suh permission may dif-fer in di�erent protools. Point Coordination Funtion(PCF) in IEEE 802.11 is an example of the entralizedapproah.� Distributed: In distributed protools, a oordinator isnot needed to arbitrate aess to the wireless medium.For instane, in the CSMA (arrier sense multiple a-ess) protool, a node wishing to transmit a paketdoes so only if it does not hear another on-going trans-mission. CSMA protool is fully distributed, sineeah node independently determines whether to trans-mit a paket or not. Distributed Coordination Fun-tion (DCF) in IEEE 802.11 is an example of the dis-tributed approah.There are several bene�ts of using a distributed approah asompared to a entralized approah:� In the entralized approah, if a node annot ommuni-ate with the oordinator, then it annot transmit anypakets. On the other hand, with a distributed proto-ol, if a node annot ommuniate with some nodes, itmay still be able transmit pakets to other nodes.� In the entralized approah, the oordinator has theresponsibility of keeping trak of the state informationfor nodes on the LAN. In distributed protools, thisoverhead an be eliminated.� In a entralized approah, it is diÆult to use a battery-powered node as the oordinator, sine the oordinatorwill fail if the battery runs out. With failure-prone o-ordinators, other nodes must be able to reliably detetfailure of the oordinator, and elet a new oordinator.Keeping the above issues in mind, this paper develops adistributed approah for fair sheduling.



1.2 Fair Queueing and Other Related WorkMuh researh has been performed on \fair queueing" al-gorithms for ahieving a fair alloation of bandwidth on ashared link [1, 4, 10, 14, 19, 22℄. Consider the system shownin Figure 1, where a node maintains several queues (or ows)whih store pakets to be transmitted on an output link. Afair queueing algorithm is used to determine whih ow toserve next, so as to satisfy a ertain fairness riterion. Bydesign, these fair queuing algorithms are entralized, sinethey are exeuted on a single node (for instane, a swith orrouter) whih has aess to all information about the ows.
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Figure 1: A node with several ows sharing a linkFair queueing algorithms in literature typially attempt toapproximate the Generalized Proessor Sharing (GPS) dis-ipline [19℄. When using the GPS disipline, a server serves,say, n ows eah haraterized by a positive weight; let �idenote the weight assoiated with ow i (i = 1; � � � ; n). LetWi(t1; t2) be the amount of ow i traÆ served in the in-terval [t1; t2℄. Then, for a GPS server [19℄, if ow i is bak-logged1 throughout [t1; t2℄, the following ondition holds:Wi(t1; t2)Wj(t1; t2) � �i�j ; 8j (1)Equality holds above if ow j is also baklogged in interval[t1; t2℄. Note that the above ondition is valid regardless ofhow small the interval [t1; t2℄ is. This implies that the GPSserver an \interleave" data from di�erent ows with anarbitrarily �ne granularity. The GPS disipline annot beaurately implemented in pratie, sine data transmittedon real networks is paketized. This observation led to devel-opment of several paket fair queuing algorithms whih ap-proximate GPS under the onstraint that eah paket mustbe transmitted as a whole [1, 4, 10, 14, 19, 22℄. These pro-tools are entralized by design, as noted above.There has also been some work on ahieving fairness usingdistributed MAC protools for wireless networks [2, 8℄. How-ever, past work on inorporating fairness into distributedprotools has been limited in that these protools attemptto provide equal share of bandwidth to di�erent nodes (es-sentially, node weights are impliitly assumed to be equal).There has been work on distributed protools that take pri-orities into aount when performing medium aess on-trol [3, 21℄. However, these protools do not perform fairalloation of bandwidth. Interesting work on a distributedsheduling algorithm for real-time traÆ on a wireless LANhas also been performed [23℄. This work, however, assumesthat a ow transmits pakets with a onstant rate. Suh as-sumptions annot be made when performing fair sheduling.Loation-Dependent Errors: In reent years, researhers1A queue (or ow) is said to be baklogged if it is not empty.

have also onsidered the use of fair queueing in the wirelessellular environment illustrated in Figure 2(a). Although ex-isting entralized algorithms may be applied to the wirelessenvironment (with the base station ating as the oordina-tor), it has been observed that fairness ahieved by thesealgorithms may su�er in presene of loation-dependent er-rors [18℄ { with loation-dependent errors, while error-freetransmission may be possible between a given host and thebase station, transmissions between another host and thebase station may be orrupted by errors. In this ase, somemehanism to \ompensate" hosts whose pakets are or-rupted by errors should be inorporated. Many approahesfor improving fairness in presene of loation-dependent er-rors have been developed [16, 17, 18, 20℄. These approahesare entralized and require the base station to oordinateaess to the wireless hannel.
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2. PRELIMINARIESObjetive behind this work was to develop a fair shedul-ing MAC protool for a wireless LAN (illustrated in Fig-ure 2(b)), with the following properties:� The protool must be fully distributed in that no singlenode should have any speial responsibility.� Eah node should be able to independently determinewhen to transmit a paket, without knowing the stateof (or existene of) ows at other nodes { state of aow inludes information suh as weight of the ow,whether the ow is baklogged or not, and time ofarrival of pakets on the ow.� Maintain ompatibility or lose resemblane to an ex-isting wireless MAC standard, to make it easier to im-plement the proposed protool.
2.1 Proposed ApproachWe observe that many entralized fair queueing algorithmsbehave as follows:� The oordinator maintains a \virtual lok" { di�erentalgorithms di�er in how the virtual lok is updated.



� Start and �nish tags are assigned to eah paket arriv-ing on eah ow. Pakets are sheduled for transmis-sion in the order of either �nish tags [9, 4, 1℄ or starttags [10℄.Two signi�antly di�erent approahes are used for updatingthe virtual lok:� In one approah, the rate of inrease of virtual time isa funtion of the set of baklogged ows [4, 1℄.� In the alternative approahes, the virtual lok is up-dated to be equal to either start tag [10℄ or �nish tag[9℄ of the most reent paket in servie.The �rst approah above (for updating virtual loks) poten-tially allows the fair queuing algorithms to math GPS morelosely [1℄. However, in the seond approah, the virtuallok an be updated without knowing whih ows are bak-logged [9, 10℄. Due to this property, the seond approah ismore suitable for a distributed implementation. Next twosubsetions desribe a entralized fair queueing algorithm,and the IEEE 802.11 MAC protool, whih together formthe basis for the proposed fair sheduling protool.
2.2 Self-Clocked Fair Queueing (SCFQ)The algorithm proposed here was designed in an attemptto emulate Self-Cloked Fair Queueing (SCFQ) [9℄ in a dis-tributed manner. Two important issues are worth noting:� The proposed tehnique to implement distributed fairsheduling an also be extended to other fair queueingalgorithms, suh as Start-Time Fair Queueing (SFQ)[10℄.� Although our intention was to emulate SCFQ, the dis-tributed implementation behaves somewhat di�erently,as disussed later in Setions 4.1 and 4.4.Now we briey desribe the entralized SCFQ algorithm [9℄whih assumes the arhiteture shown in Figure 1. A vir-tual lok is maintained by the entral oordinator, and v(t)denotes the virtual time at real time t. Let P ki denote thek-th paket arriving on ow i. Let Aki denote the real timeat whih paket P ki arrives. Let Lki denote the size of paketP ki . A start tag Ski and a �nish tag F ki are assoiated witheah paket P ki , as desribed below. Let F 0i = 0; 8i.1. On arrival of paket P ki , the paket is stamped withstart tag Ski , alulated asSki = maximumfv(Aki ); F k�1i gAlso, F ki , the �nish tag of P ki is alulated asF ki = Ski + Lki�i2. Initially, the virtual lok is set to 0, i.e., v(0) = 0.The virtual time is updated only when a new paketis transmitted. When a paket begins transmission onthe output link, the virtual lok is set equal to the�nish tag of that paket.

3. Pakets are transmitted on the link in the inreasingorder of their �nish tags. Ties are broken arbitrarily.As noted in Step 1 above, in the SCFQ algorithm (and, alsoin other algorithms, suh as SFQ [10℄, WFQ [4℄, WF2Q [1℄,et.), the start and �nish tags are alulated when a paketarrives in a ow. An alternative approah is to alulatethe start tag when a paket reahes the front of its ow{ that is, for a paket P ki in ow i, start and �nish tagsare alulated only after all pakets that arrived in ow ibefore paket P ki have been servied. If this approah wereto be used, then alulation of the start tag above should bemodi�ed as follows:� Let fki denote the real time when paket P ki reahesthe front of its ow. If P ki arrives on an empty ow,then fki = Aki ; else fki will denote the real time whenP k�1i �nishes servie. On arrival of paket P ki at thefront of its ow, the paket is stamped with start tagSki , alulated as Ski = v(fki ) (2)The �nish tag is alulated as before, as F ki = Ski +Lki =�i. Itis a simple exerise to verify that, for the SCFQ algorithm,this new proedure and the earlier proedure result in thesame start and �nish tags for all pakets. In our distributedimplementation, however, we emulate the latter proedure.
2.3 IEEE 802.11 MAC : Distributed Coordi-

nation FunctionThe MAC spei�ed in IEEE 802.11 standard annot per-form fair alloation, partiularly on short time sales (evenif we assume that all ows have equal weights). However,using a mehanism similar to the Distributed CoordinationFuntion (DCF) in IEEE 802.11, the proposed protool isable to ahieve signi�antly better fairness.We now briey present salient features of the DistributedCoordination Funtion (DCF) in IEEE 802.11. CSMA/CA(ollision avoidane) mehanism is inorporated in DCF {a similar mehanism is also used in the proposed protool.When a node i wishes to transmit a paket, it hooses a\bako�" interval equal to Bi slots.2 Spei�ally, Bi is ho-sen uniformly distributed in the interval [0; w℄, where wis size of the so-alled ontention window. w at node i isreset to a value CWmin at the beginning of time, and aftereah suessful transmission of a data paket by node i.Now, if the transmission medium is not idle, node i waitsuntil it beomes idle. Then, while the medium is idle, Biis deremented by 1 after eah slot time.3 If the mediumbeomes busy while Bi is non-zero, then Bi is frozen whilethe medium is busy. Bi is deremented again when themedium beomes idle. Eventually, when Bi reahes 0, nodei transmits a Request-to-Send (RTS) paket for the intended2A slot is a �xed interval of time de�ned in IEEE 802.11.3Atually, node i waits for an interval known as an inter-frame spaing [12℄, before starting to derement Bi. We willomit suh details in this disussion. However, our simulationmodel implements these details aurately.



destination of the paket. The destination node, on reeiv-ing the RTS, sends a Clear-to-Send (CTS) paket. The nodei, on reeipt of the CTS paket, transmits the data paket.The reeiver node, on reeipt of data, sends an aknowl-edgement (ACK). Now, it is possible that two nodes, sayi and j, may hoose their bako� intervals suh that theyboth transmit their RTS pakets simultaneously, ausing aollision between the RTS pakets. In this ase, node i willnot reeive a CTS, therefore, it will not be able to send thedata paket. When a CTS is not reeived, node i doublesits ontention window size w, piks a new Bi uniformlydistributed over [0; w℄, and repeats the above proedure.
3. PROPOSED DISTRIBUTED FAIR

SCHEDULING (DFS) PROTOCOLThe proposed Distributed Fair Sheduling (DFS) protool isbased on the IEEE 802.11 MAC and SCFQ:� The DFS protool borrows on SCFQ's idea of trans-mitting the paket whose �nish tag is smallest, as wellas SCFQ's mehanism for updating the virtual time.� A distributed approah for determining the smallest�nish tag is employed, using the bako� interval meh-anism from IEEE 802.11 MAC. The essential idea isto hoose a bako� interval that is proportional to the�nish tag of paket to be transmitted. Several im-plementations of this idea are possible, as disussedbelow.We now desribe the proposed approah. In our disussionand simulations, we assume that all pakets at a node be-long to a single ow { the proposed algorithm an be easilyextended when multiple queues are maintained at eah node(as disussed later in Setion 4.2).Eah node i maintains a loal virtual lok, vi(t), wherevi(0) = 0. Now, P ki represents the k-th paket arriving atthe ow at node i on the LAN.� Eah transmitted paket is tagged with its �nish tag.� When at time t node i hears or transmits a paket with�nish tag Z, node i sets its virtual lok vi equal4 tomaximum(vi(t); Z).� Start and �nish tags for a paket are not alulatedwhen the paket arrives. Instead, the tags for a paketare alulated when the paket reahes the front of itsow. When paket P ki reahes the front of its owat node i, the paket is stamped with start tag Ski ,alulated as (similar to Equation 2 for the SCFQ al-gorithm), Ski = v(fki ), where fki denotes the real timewhen paket P ki reahes the front of the ow.4The virtual lok update mehanism in DFS di�ers some-what from that in SCFQ. Due to potential ollision betweenpakets in the distributed implementation, oasionally apaket with a smaller �nish tag may be transmitted be-fore a paket with a greater �nish tag. To ensure that vir-tual loks are non-dereasing, max(vi(t); Z) is used in thisstep. Inidentally, as disussed later in Setion 4.1, DFSan be implemented without maintaining virtual loks atthe nodes.

Finish tag F ki is alulated as follows, where appropri-ate hoie of the Saling Fator allows us to hoose asuitable sale for the virtual time.F ki = Ski + Saling Fator � Lki�i= v(fki ) + Saling Fator � Lki�i� The objetive of the next step is to hoose a bako�interval suh that a paket with smaller �nish tag willideally be assigned a smaller bako� interval. This stepis performed at time fki . Spei�ally, node i piks abako� interval Bi for paket P ki , as a funtion of F kiand the urrent virtual time vi(fki ), as follows:Bi = jF ki � v(fki )k slots, (3)Now, observe that, sine F ki = v(fki )+Saling Fator�Lki�i , the above expression redues to:Bi = �Saling Fator � Lki�i � (4)Finally, to redue the possibility of ollisions, we ran-domize the Bi value hosen above as follows:Bi = b� �Bi (5)where � is a random variable with mean 1 { in oursimulations, � is uniformly distributed in [0:9; 1:1℄.When this step is performed, a variable named Colli-sionCounter is reset to 0.� Collision handling: If a ollision ours (beause bak-o� intervals of two or more nodes ount down to 0simultaneously), then the following proedure is used.Let node i be one of the nodes whose transmission hasollided with some other node(s). Node i hooses anew bako� interval as follows:{ Inrement CollisionCounter by 1.{ Choose new Bi uniformly distributed inh1; 2CollisionCounter�1 � CollisionWindowi,where CollisionWindow is a onstant parameter.If CollisionWindow is hosen to be small, the aboveproedure tends to hoose a relatively small Bi (in therange [1,CollisionWindow℄) after the �rst ollision for apaket. The motivation for hoosing small Bi after the�rst ollision is as follows: The fat that node i was \apotential winner" of the ontention for hannel aessindiates that it is node i's turn to transmit in the nearfuture. Therefore, Bi is hosen to be small to inreasethe probability that node i wins again soon. However,to protet against the situation when too many nodesollide, the range for Bi grows exponentially with thenumber of onseutive ollisions.The above protool has two potential shortomings:� The DFS protool an exhibit short-term unfairnessfor some nodes when their pakets ollide. For in-stane, assume that, at the beginning of time, nodes



1, 2 and 3 pik bako� intervals of 25, 25, and 26 slots,respetively. Nodes 1 and 2 would ollide when theirbako� intervals ount down to 0 (the bako� intervalof node 3 would ount down to 1 slot by this time). Af-ter ollision, nodes 1 and 2 pik new bako� intervalsof, say, 2 and 3 slots, respetively. In this ase, node 3would end up transmitting a paket before nodes 1 and2, even though these two nodes should have transmit-ted earlier (sine their original bako� intervals weresmaller).To eliminate suh unfairness, a ollision resolution pro-tool whih guarantees olliding stations aess priorto aess by any other node (or, a protool whih en-sures this with a high probability) must be used. Pro-tools for ollision resolution have been proposed inthe past [7℄. Analogous approahes may be used inonjuntion with our algorithm as well. Guaranteeing\near-perfet" ollision resolution, however, may addto the overhead { therefore, for our performane evalu-ation, we onsider the DFS algorithm presented above,without using suh a mehanism.� Observe that in DFS, duration of the bako� intervalis inversely proportional to weight of a ow. Whenthe weights of baklogged ows are small (weights ofpresently idle ows may be large), the duration of thebako� intervals an beome large. This leads to longdurations of idle time, when the nodes are ountingdown the bako� intervals to 0. To address this prob-lem, we now present an exponential mapping shemeto translate �nish tags into bako� intervals.
3.1 Exponential Mapping SchemeWe will refer to the sheme presented above for alulatingthe bako� interval as the linear sheme (or linear map-ping). From Equations 3 and 4, observe that in the linearsheme, bako� interval Bi is a linear funtion of �nish tag,and diretly proportional to (1/ow weight). This an makethe bako� intervals large, when ow weights are small, asnoted above. We onsider an alternative approah to obtainthe bako� interval, as follows (other alternatives are alsopossible).Let � denote the bako� interval obtained in Equation 5using the linear sheme desribed above. When using theexponential sheme, we apply another funtion (�) to ob-tain the atual bako� interval Bi to be used for mediumaess. Funtion (�) is de�ned in Figure 3. In the def-inition of (�) in Figure 3, note that, Threshold, K1 andK2 are onstant parameters. Use of the  funtion has theimpat of ompressing large � values into a smaller range {this has an advantage and a disadvantage:� The advantage is that the time spent in ounting downbako� intervals is redued, potentially improving per-formane when weights of baklogged ows are small.Example 1. Consider an example of two ows withweights 0.01 and 0.02, respetively { it may be the asethat there are several other ows, however, let us as-sume that the other ows are not baklogged presently.With the linear approah, bako� intervals would be

inversely proportional to the weights. With pakets ofsize 1000 bytes, and Saling Fator = 1/100, the linearapproah may yield bako� intervals of 1000 slots and500 slots, respetively, for the two ows. Now, for theexponential sheme, suppose Threshold = 80, K1 =80, and K2 = 0:002. Then, the orresponding exponen-tially mapped bako� interval would be (1000) = 147and (500) = 125 slots, respetively. Thus, the bako�interval of ow 2 would ount down to 0 muh soonerwith the exponential mapping, as ompared to the lin-ear mapping. 2� The disadvantage is that, sine a larger range of linearbako� intervals is \ompressed" into a smaller expo-nential range, the likelihood of ollisions an inreasewith the exponential sheme. For instane, (990) =(1000) = 147 { therefore, two nodes whih simulta-neously begin ounting down from initial bako� in-tervals of 990 and 1000 slots when using the linearsheme, would instead both start ounting down from147 slots when using the exponential sheme. If the lin-ear sheme were to be used, these two nodes would notollide, however, with the exponential mapping shemethey would ollide.To redue the possibility for suh additional ollisions,when de�ning  we introdued Threshold as a lowerbound (on bako� interval) below whih the exponen-tial funtion is not applied { thus, the �nal value of Bimay belong to the linear range (between 1 and Thresh-old) or the exponential range (above Threshold).A small Threshold would result in poorer fairness buthigher throughput, while a larger Threshold would yieldbetter fairness but poorer throughput. Thus, by hoos-ing the appropriate Threshold, a trade-o� between fair-ness and throughput an be obtained.The above exponential mapping sheme needs to be aug-mented to inorporate a realulation proedure, as dis-ussed below.Realulation of Bako� Intervals: Unlike the ase oflinear mapping, additional are needs to be taken to ensurefair alloation in ase of exponential mapping { in partiu-lar, the bako� intervals must be \realulated" after eahpaket transmission to maintain fairness. Let us explain thisusing the following example.Example 2. Consider two ows, ow 1 at node 1, andow 2 at node 2, with weights 1.0 and 0.05, respetively.Assume that both ows begin with several queued paketsof idential size at time 0. Let the paket size be 1000bytes, and the Saling Fator be 0.01. Then, Saling Fator�paketsize=ow weight will be 10 slots for ow 1, and 200slots for ow 2. For simpliity, let us assume that the ran-dom multiplier (i.e., �) used for all pakets is 1.0 in thisexample. Therefore, ow 1 will pik a bako� interval of 10slots for all its pakets, and ow 2 will pik a bako� intervalof 200 slots for all its pakets. As a result, on average, ow 2will transmit one paket for every 20 pakets transmitted byow 1 { this is onsistent with the assigned weights. Now, ifthe exponential sheme were to be used with Threshold = 80



Bi = (�) = ( �; if � < ThresholdjThreshold +K1 � �1� e�K2�(��Threshold)�k ; otherwise (6)Figure 3: Funtion  : Threshold, K1 and K2 are onstant parameters. In our simulations, we use K1 =Threshold.slots, K1 = 1000 and K2 = 0:002, then, ow 1 will ontinueto use bako� interval of 10 slots, but ow 2 will pik abako� interval of (200)=97. Now, unless some preautionis taken, ow 2 will transmit a paket after approximately9 or 10 pakets transmitted by ow 1, on average { this isinonsistent with the assigned weights. 2The above example illustrates that, unless modi�ed, the ex-ponential mapping sheme presented above an result in un-fair bandwidth alloation. To avoid suh unfairness, thebako� intervals in the exponential range must be realu-lated after eah paket transmission on the wireless hannel.We now desribe our realulation proedure (other alter-natives for realulation are also possible, but not disussedhere for brevity). When using the realulation proedure,the � value for a given pending paket may be realulatedmany times.Consider a paket P that is being transmitted on the hannelpresently { let the most reent value of � for this paket be�urrent. Then, to allow realulations to be performed,when paket P is transmitted, we tag it with the value�urrent. For instane, in Example 2 above, node 1 mighttag its transmitted paket with �urrent = 10. Now, whensome node i hears a paket transmitted by node j, nodei updates the � and Bi for its pending paket (if any) asshown in Figure 4. (Please note that due to vagaries of ourtext formatting software, the �gures in this paper may notappear in order of their sequene numbers.)The �nal step in Figure 4 realulates bako� interval. Nodei then begins to ount down from this new value of Bi.In Example 2, ows 1 and 2 initially set � to 10 and 200slots, respetively, and the bako� intervals to 10 and 97slots, respetively, as disussed above. Now, when ow 1transmits its paket after ounting down the bako� in-terval from 10 to 0, it tags the transmitted paket with�urrent = 10. On hearing this paket, node 2 updatesits � as 200-10=190, and realulates the bako� interval as(190). (Now, for the paket on ow 2, �urrent = 190.)In the above example, sine the bako� interval of ow 1 wasin the linear range, for its transmitted pakets, most reentlyalulated values of � and the hosen bako� interval areequal { however, in general, this may not be the ase. Forinstane, if only ow 2 was baklogged in the above example(i.e., ow 1 does not attempt to transmit), then ow 2 willstart with bako� interval of 97 slots and � = 200 slots, andeventually transmit a paket { this paket would then havebeen tagged with its �urrent = 200.
3.2 Other Mappings

In general, any inreasing funtion an be used to map �values to bako� intervals, similar to the  exponential map-ping funtion de�ned earlier. Note that although the linearand exponential mapping funtions are inreasing, they arenot stritly monotonially inreasing funtions, due to thefat that bako� intervals must be integers. This an resultin many � values being mapped to the same bako� interval{ the frequeny of suh ourrenes depends on how muh\ompression" is performed by the mapping funtion. Ob-serve that the exponential funtion results in a signi�antlygreater ompression than the linear mapping. As a om-promise between these two possibilities, in our evaluation,we also onsider another mapping 	(�) de�ned in Figure 5.We will refer to the mapping in Figure 5 as the square-rootBi = 	(�) = ( �; if � < ThresholdjpThreshold ��k ; otherwiseFigure 5: Funtion 	mapping. Proedure for using the square-root mapping isidential to that for exponential mapping, exept that 	(�)is used instead of (�). The realulation proedure is alsosimilar to that for the exponential mapping, with the onlydi�erene being that 	(�) is used instead of (�).Figure 6 illustrates the three mappings onsidered in thispaper. Clearly, many other alternatives for the mappingare also possible. In this paper, however, only the abovemappings are evaluated.
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� = � �� (�urrent value tagged to the transmitted paket); if ���urrent > 0�; otherwiseBi = (�) Figure 4: Realulation proedureIn summary, the DFS protool behaves quite similar to IEEE802.11, the primary di�erene being in the way bako� in-terval is alulated initially. Also, in ase of the exponentialand square-root mappings, the bako� interval is also up-dated whenever a node hears another node transmitting apaket. By appropriately alulating the bako� intervals,DFS is able to ahieve muh fairer alloation of bandwidth,than what is feasible using 802.11.
4. OBSERVATIONS
4.1 Virtual ClocksReall that with linear mapping, the bako� interval is al-ulated using Equations 4 and 5. Thus, the virtual lokvalue maintained by a node is not used in the alulationof bako� interval at all. This means that, when using thelinear mapping, there is no need to tag the �nish tag tothe transmitted paket, or to maintain a virtual lok atthe nodes. This is the approah used in our performaneevaluation of DFS.Similarly, in the exponential mapping sheme and the real-ulation proedure presented in the paper, the virtual timeis not used. Thus, there is no need to maintain virtual loksin this ase as well. For exponential and square-root map-pings though, we need to tag �urrent of the transmittedpaket. Also, it should be noted that alternative realu-lation proedures an be oneived whih make use of thevirtual time. When suh proedures are used, it is neessaryto maintain virtual loks.
4.2 Multiple Flows Per NodeIn our disussion of DFS, we assumed that only one owexists at eah node. In general, it is possible that eah nodemay maintain multiple ows loally. In this ase, we modifythe DFS protool in Setion 3 as desribed below.� Whenever a paket reahes the front of its ow at somenode i, start and �nish tags for the paket are alu-lated as desribed in DFS. Spei�ally, the start tagis set equal to the urrent virtual time at node i, and�nish tag for the paket is set equal to the (start tag+ Saling Fator*paket length/ow weight).� When node i needs to hoose the next paket that itwill attempt to transmit, it hooses the paket, say P ,with the smallest �nish tag among pakets at the frontof all baklogged ows at node i. Bako� interval forpaket P is alulated using proedure desribed inSetion 3. Rest of the steps for transmitting P areidential to those desribed in DFS.An analogous proedure has been suggested in the paperon MACAW [2℄, although that paper does not present a

mehanism for alloating bandwidth proportional to weightsof the ows.
4.3 Impact of Transmission ErrorsIn ase of a wireless LAN, transmission errors an our,resulting in paket loss. There are two issues that need tobe addressed in this area:� How to determine whih paket is lost due to trans-mission errors.� How to maintain fairness in presene of transmissionerrors, assuming that the above question an be an-swered satisfatorily.We have performed evaluation of the proposed DFS shemein presene of errors. Our simulations indiate that, in pres-ene of errors, fairness ahieved by DFS degrades (as mightbe expeted), however, it remains fairer than IEEE 802.11.We now briey present some preliminary ideas on addressingthe above two questions:� For the sender of a paket on the wireless hannel,it is diÆult to determine whether a paket was lostdue to transmission errors, or due to ollision withtransmission by another node on the LAN.As disussed previously, IEEE 802.11 provides for anexhange of RTS and CTS pakets that preedes thetransmission of the data paket. The heuristi we pro-pose (to be used in onjuntion with DFS) is to assumethat any loss of RTS or CTS pakets is due to olli-sions, and any loss of a data or ACK paket is dueto transmission errors. Clearly, RTS and CTS pak-ets may be lost due to errors too. Assuming their lossto be due to ollision results in the invoation of theollision handling proedure in DFS. Sine the bak-o� interval hosen after the �rst ollision of a paketis small, the ost of misinterpreting an error loss as aollision loss is not high.� Compensation of ows: Many entralized approaheshave been developed for improving fairness in preseneof loation-dependent errors [5, 16, 17, 18, 20℄. Amongthese proposals, the shemes presented in [5℄ and [20℄lend themselves well to a distributed implementation.An additional \ompensating" ow at eah node, sim-ilar to the Long-Term Fairness Server (LTFS) de�nedin [20℄ an be maintained in DFS. An LTFS is usedto temporarily alloate additional bandwidth to om-pensate ows that su�er transmission errors. In thedistributed ase, one or more LTFS an be maintainedat eah node on the LAN, whereas in the entral-ized algorithm in [20℄, only the base station maintains



LTFSs. Referene [5℄ proposes a di�erent mehanism,onsisting of dynami adaptation of weights by erro-neous ows to inrease e�ort in order to relaim lostbandwidth. It shows that ows experiening low error-rates an ahieve long-term fairness. In [5℄, the amountof ompensation an be limited administratively bymeans of a power fator. The idea of dynami adapta-tion of weights has been implemented in DFS in [11℄to ahieve long-term fairness in the presene of errors.
4.4 Comparison of DFS and SCFQNote that we began with the goal of imitating SCFQ. As seenfrom the desription of DFS, the DFS algorithm may appearto imitate SCFQ. However, there is a signi�ant di�erenebetween the behaviors of SCFQ and DFS. Spei�ally, DFSan yield paket transmissions in an order that annot possi-bly be obtained in the entralized implementation of SCFQ.In general, we believe that suh a deviation is likely to ourwhen any entralized work-onserving sheme5 is applied toa distributed environment.To illustrate the di�erene between SCFQ and DFS, on-sider a system onsisting of two ows (in the distributedase, the two ows reside on two di�erent nodes). Let theweight of ow 1 be 0.1 and the weight of ow 2 be 0.5. As-sume that, initially, both ows are empty. Also assume thata paket arrives on ow 1 at time 0, and a paket of thesame size arrives on ow 2 at time 0.0002 seond. Now, inthe entralized implementation, sine only ow 1 is bak-logged at time 0 when using a work-onserving sheduler,the paket from ow 1 is transmitted at time 0, followed bythe paket from ow 2.In the distributed ase, let us assume that the two owsreside on two di�erent nodes. With the distributed imple-mentation in DFS, a bako� interval of, say, 100 slots maybe hosen for ow 1. Let us assume that a slot is of duration0.00001 seond. Also, assume that the linear mapping is be-ing used. Now, the paket on ow 2 arrives at time 0.0002seond { by this time, ow 1's bako� interval would haveounted down from 100 to 80 (beause eah slot is of dura-tion 0.00001 seond). Sine weight of ow 2 is �ve times theweight of ow 1, the bako� interval hosen for the paketon ow 2 may be 20 slots. Thus, the bako� interval of ow2 will ount down from 20 to 0 before ow 1's bako� in-terval ounts down to 0. Therefore, ow 2 will transmit apaket before ow 1 an transmit.Clearly, the entralized and distributed implementations re-sult in di�erent ordering of paket transmissions. Essen-tially, this is beause the distributed implementation is notwork-onserving { some of the \work" is spent on perform-ing medium aess ontrol (MAC), not transmitting pak-ets from the ows. As seen above, the overhead inurredby MAC may allow transmission of pakets whih ouldnot have been onsidered for transmission in the entralizedase.
4.5 Choice of Weights5When using a work-onserving server, the output hannelis not kept idle if any ow is baklogged.

Performane of DFS depends on the weights assigned tovarious ows. Performane ahieved by DFS hanges if theabsolute weights assigned to ows are hanged, even whilekeeping the ratio of weights of di�erent ows the same. Inthis paper, we do not onsider the mehanism for determin-ing appropriate weights for the ows. However, it shouldbe noted that, larger weights result in DFS hoosing smallerontention windows. Therefore, if the weights are hosen tobe too large, DFS performane an degrade due to inreasedollisions.
4.6 Dynamic Adaptation of WeightsIn the above disussion, we assumed that the weight ofeah ow is onstant, and prede�ned. Sine the protoolis fully distributed, a given node does not need to be awareof the weights of ows at other nodes. Also, the omplexityof the protool ode exeuted at any node is independentof whether the weight assigned to a ow is a onstant orhanges dynamially. Thus, it is possible to use the proposedprotools in an environment where (potentially) a di�erentweight may be hosen for eah paket on a ow, without in-reasing protool omplexity. However, it should be notedthat, to maintain the omplexity, the weight assigned to agiven paket should not be hanged after its start and �nishtags have been assigned (i.e., after it has reahed the frontof its ow).It is oneivable that in some environments it may be de-sirable to dynamially determine a suitable weight for eahow. For instane, the weight of a ow may be hosen to beproportional to the reent demand of that ow (i.e., reentarrival rate of data on the ow), proportional to the size ofthe pending paket queue for the ow, or as a funtion oferrors experiened by the ow.In entralized implementations of fair queueing algorithm,dynami hanges in weights an result in signi�ant inreasesin time omplexity of the algorithm. However, for DFS, thisis not the ase.
4.7 Adaptive DFSDFS protool uses three parameters: Saling fator, Colli-sionWindow and �. These parameters an be hosen adap-tively to improve performane. There is a trade-o� be-tween throughput and fairness ahieved by the hoie ofSaling fator as seen in Setion 5. Sine CollisionWindowdetermines the ontention window values hosen after ol-lision, a larger value of this parameter may be hosen withinreased ontention on the hannel. Future work will on-sider adaptive mehanisms to hoose appropriate parame-ters dynamially.
5. PERFORMANCE EVALUATIONIn this setion, we present performane evaluation resultsfor the proposed DFS protool. Performane evaluation isperformed using a modi�ed version of the ns-2 simulator[6℄. The ns-2 simulator inludes a module to simulate theDCF funtion in IEEE 802.11. We modi�ed this module tosimulate the proposed DFS protool as well. The hannelbandwidth is assumed to be 2 Mbps. The virtual lok isnot used in the implementation as disussed in Setion 4.1.



In the simulation environment, the number of nodes on theLAN is n, where we have onsidered n � 128. On a LANwith n nodes, we set up n=2 ows (n is always hosen to bean even number) { ow i is set up from node i to node i+1(the nodes are numbered 0 through n � 1). The hoie ofthe destination nodes for the ows is somewhat arbitrary,and any destination ould have been hosen for eah owwithout a�eting the results.Unless otherwise spei�ed, the following assumptions aremade:6 (i) eah ow is baklogged throughout the dura-tion of the simulation. (ii) all pakets on all ows ontain584 bytes.7 (iii) Saling Fator is 0.02. (iv) CollisionWin-dow is 4 slots. (v) Sum of weights of all ows add to 1. (vi)For the exponential and square-root mapping shemes, theThreshold = 80. For the exponential mapping, K1 = 80 andK2 = 0:002. (vii) The duration of simulations is 6 seonds.Figure 7 onsiders the ase when the n=2 ows (in ase of aLAN with n nodes) have idential weight { the hosen weightfor eah ow is 2=n. This �gure plots the ratio (through-put of a ow / ow weight) for all ows { the number ofnodes n is di�erent in Figures 7(a), (b) and (). Note thatthe horizontal axes in Figure 7 denote the destination nodefor the ow whose (throughput/weight) ratio is plotted inthe �gure. Results are plotted for IEEE 802.11, and theDFS sheme using the linear, exponential and square-rootmappings. The urves labelled Linear, EXP and SQRT or-respond to the DFS sheme using the respetive mappingshemes. Ideally, the (throughput/weight) urve should beat, sine all ows are always baklogged. Observe thatthe three DFS shemes do ahieve a nearly at urve. Onthe other hand, observe that IEEE 802.11 results in unfairperformane.For environments where all ows are always baklogged, weevaluate a fairness index [13℄ as follows, where Tf denotesthroughput of ow f , and �f denotes weight of ow f .fairness index = �Pf Tf=�f�2number of ows �Pf (Tf=�f )2Figure 8 studies the variation in fairness index (as de�nedabove) and aggregate throughput with the number of ows {aggregate throughput is obtained by adding the throughputof all ows. Eah ow is assigned a weight of 2=n (withn=2 ows). Average throughput and average fairness in-dex over ten runs is onsidered here. Observe that DFSahieves very high fairness, while fairness ahieved by IEEE802.11 is often poor. However, the aggregate throughput6The evaluation presented here di�ers somewhat from [24℄.For instane, the virtual lok �eld is eliminated from thepaket header in this paper.7584 bytes omprise of 512 data bytes and 72 header bytes.The header bytes inluded in paket size are ounted towardsbandwidth alloated to a ow. Counting header bytes to-wards alloated bandwidth disourages small pakets. How-ever, note that DFS will perform just as fairly even if headerbytes are not ounted towards useful work performed for aow. The exponential and square-root mappings have an ex-tra 4 bytes in the MAC header for the �urrent �eld. These4 bytes are not ounted in the throughput alulation foruniformity.

ahieved by 802.11 may be higher. IEEE 802.11 an some-times ahieve higher throughput beause the DFS shemetends to hoose greater bako� intervals than 802.11, result-ing in higher overhead for DFS.Now, when the three mappings for the DFS sheme are on-sidered, as seen in Figure 8, the three mappings yield om-parable throughput and omparable fairness. As seen later,the exponential and square-root mappings provide bene�twhen the baklogged ows have relatively small weights.Figure 9 plots fairness index and aggregate throughput asa funtion of the Saling Fator. An average of throughputand fairness index over four runs is onsidered here. Herewe only onsider the linear mapping. In this ase, six owsare simulated with weights being 1/2, 1/4, 1/8, 1/16, 1/32,and 1/32. Observe that as the Saling Fator is inreasedfairness inreases. The throughput initially improves whenthe Saling Fator is inreased, but then degrades after theSaling Fator is inreased further. A larger Saling Fatorresults in large bako� intervals, leading to a greater over-head. When the Saling Fator is very small, there are toomany ollisions, resulting in low throughput { when the Sal-ing Fator is inreased, ollisions redue, and throughputimproves. However, larger when Saling Fator is inreasedfurther, throughput degradation due to large bako� inter-vals starts to dominate, and the aggregate throughput de-reases. Figure 9 reinfores the observation that a trade-o�exists between aggregate throughput and fairness.Now we onsider the impat of di�ering paket sizes amongows. In Figure 10 we evaluate 3 ows eah with weight1/3, but their paket sizes are 584, 328 and 200 bytes, re-spetively. The �gure plots (throughput/weight) for thethree ows. Observe that the urve is horizontal for DFSshemes. The DFS sheme an handle pakets of di�eringsizes without a�eting fairness. We also simulated environ-ments where paket sizes vary within eah ow. The resultsare similar to those reported in Figure 10, and are omittedhere for brevity.
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Figure 10: Fairness with variable paket sizesNow onsider the ase of four ows: ow 0! 1 with weight0.02, and ow 2! 3 with a weight of 0.03, ow 4! 5 witha weight 0.05 and ow 6! 7 with a weight of 0.9. First as-sume that all four ows are always baklogged. Results forthis ase are shown in Figure 11 { this �gure plots through-put/weight for the four ows. Observe that all three DFSmappings are fair, although linear mapping gives slightly
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() 64 NodesFigure 7: Comparison of IEEE 802.11 and DFS
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higher throughput.Now, let us hange the behavior of ow 6 ! 7 (weight 0.9)suh that it is initially on for 0.3 seonds, then o� for 5.4 se-ond, and on for remaining 0.3 seonds of simulation. Thus,this ow is on for 10% of the time. In this ase, aggregatethroughput ahieved by the three lower weight ows usingthe three mapping shemes is approximately: (a) Linear:79 Kbps, (b) Exponential: 95 Kbps, and () Square-root:90 Kbps. Exponential and square-root shemes yield 20%and 14% improvement over Linear. The fairness ahievedby the exponential and square-root shemes remains high,in addition to the higher throughput.The above example illustrates that the square-root and ex-ponential mappings an yield better throughput than thelinear mapping (along with good fairness) when the aggre-gate weight of baklogged ows is small. On the other hand,when some baklogged ows have large weights { their bak-o� intervals are small and the idle time while ounting downthe bako� interval is bounded by the smallest bako� in-terval. Therefore, when at least one ow with a large weightis baklogged, the gain due to exponential and square-rootmappings is not signi�ant.
1.1

1.2

1.3

1.4

1.5

1.6

1 3 5 7

T
hr

ou
gh

pu
t /

 W
ei

gh
t

Destination node of a flow

"Linear"
"EXP"

"SQRT"

Figure 11: Fairness with variable weight (all owsare always baklogged)The results reported so far evaluate fairness of the pro-posed algorithm over somewhat longer time intervals. Wenow onsider fairness over shorter intervals. A variation of802.11 referred to as 802.11 Saled is also onsidered here.802.11 Saled hooses ontention window values in the inter-val [0,w℄, where w is the maximum bako� interval pikedby DFS after randomization. This allows us to study the im-pat of proportionally large windows on fairness in 802.11.Figure 12 illustrates the short-term behavior of the DFSprotool in omparison to 802.11. For 8 ows, eah withweight 1/8, we ount the number of pakets (all pakets aresize 584 bytes) servied from eah ow over a window ofsize 0.04 seond, where the window itself slides every 0.02seond. Figure 12 plots the frequeny distribution of thenumber of pakets reeived in a single window interval. Ob-serve that DFS always reeives either 1 or 2 pakets in allintervals. 802.11 reeives 0 pakets in some intervals show-ing that some ows were put into bako� unfairly duringthose intervals. 802.11 Saled performs better than 802.11by ahieving a smaller spread than 802.11. We obtainedsimilar plot for higher number of ows as shown in [11℄. Ingeneral, note that a wider distribution in Figure 12 is an

indiation of poorer short-term fairness.
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6. CONCLUSIONSThis paper onsiders the issue of fair sheduling in a wire-less LAN. The objetive here is to develop a fully distributedalgorithm for sheduling paket transmissions suh that dif-ferent ows are alloated bandwidth in proportion of theirweights. The paper proposes a Distributed Fair Sheduling(DFS) approah obtained by modifying the Distributed Co-ordination Funtion(DCF) in IEEE 802.11 standard. Thesimilarities between DFS and DCF would make it easier toinorporate DFS in a modi�ed version of 802.11.



Performane results show that the proposed protool an,in fat, alloate bandwidth in proportion to the weights ofthe ows sharing the hannel. We propose various mappingsthat an be used to hoose the appropriate bako� intervalfor a paket. It is shown that all proposed mapping shemesahieve good fairness. However, the throughput ahieved bythe exponential and square-root mapping shemes is higherthan that with linear mapping when the baklogged owshave low weights. In general, a trade-o� exists between fair-ness and ahievable throughput on the LAN.Note that the ideas presented here may be applied to wiredLANs as well. Also, these ideas may be extended to multi-hop wireless networks [24℄. Several issues, in addition tothose desribed in this paper, need to be investigated toahieve a better understanding of the DFS protool.AknowledgementsThis work is supported in part by National Siene Founda-tion grant number ANI-9973152. This work was partly per-formed during a visit by Nitin Vaidya to Mirosoft Researh[24℄. We thank the reviewers for their useful omments.
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