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Abstract—This paper considers a multi-input multi-output
(MIMO) interference network in which each transmitter inte nds
to communicate with its dedicated receiver at a certain fixedate.
It is known that when perfect CSl is available at each termin,
the interference alignment technique can be applied, to ajn the
interference signals at each receivers in a subspace indement
of the desired signal subspace. The impact of interferencean
hence be eliminated. In practice, however, terminals in gesral
can acquire only noisy CSI. Interference alignment cannot b
perfectly performed to avoid interference leakage in the gnal
subspace. Thus, the quality of each communication link depels
on the transmission power of the unintended transmitters. ©
solve this problem, we propose an iterative algorithm to peform
stochastic power control and transceiver design based on bn
noisy local CSI. The transceiver design is conducted basedho
the interference alignment concept, and the power control eeks
solutions of efficiently assigning transmit powers to provle
successful communications for all transmitter-receiver g@irs.

I. INTRODUCTION

A wireless interference networkrefers to a communi-

cation network in which multiple source-destination pair
share the radio spectrum. It is a model for a large cI:ées

of wireless communication systems including cellular co

munication networks. The design of transmission schem 9
for such networks, hence, has a broad range of possiB

applications. In an interference network, the reception

each destination can be interfered by the transmitted s
nals of unintended sources which potentially degrades n ﬁ
work’s performance. Therefore, a proper interference mana
ment solution is required. Conventional interference rgana

ment techniques (e.g. time-division-multiple-accessMFD
or frequency-division-multiple-access, FDMA) tend toharg-
onalize the transmissions of different source-destingpiairs.

This leads to the fact that at each destination the subspaceg)

of different interference signals are orthogonal to thathaf

desired signal and also orthogonal to each other. Interéere

is avoided at the cost of low spectral efficiency.
The interference alignmentoncept [1], [2], however, re-

veals that with proper transmission design, differentrinte
ference signals at each destination can be aligned toget

such that more radio resources can be assigned to the desired
transmission. For instance, consider a multiple-inputtiple-
output (MIMO) interference network with more than two
source-destination pairs. In certain cases, the sourcepera
form linear beamforming to send their signals simultangous
in such a way that at each destination interference sigmals a
aligned together to span only half of the available signatsp
Thus, the interference can be completely eliminated with
simple linear zero-forcing filters [2]. At high-SNR regime,
each source-destination pair can potentially attain hhlfso
interference-free achievable transmission rate.

The solution for interference alignment proposed in [2]
requires the global channel state information (CSI) to be
perfectly known at all terminals. This is a challenging devb
in practice. In most cases, it is more convenient for each
terminal to obtain local CSI (i.e. the CSI of the channels
directly connected to the terminal). An iterative algomith
for distributed interference alignment in such a situatias
Eeen proposed in [3], and its implementation on a hardware
st-bed has been reported in [4]. To deploy the transceiver
esign algorithm proposed in [3], an adaptive coding and
dulation is required to adapt the transmission system to
annel variations. This increases the system compleXgg,

I certain delay-sensitive applications such as networkrob
stems, and voice and video communication systems, it is
sired to ensure data transmission at certain fixed rajes [5
erefore, power control (see e.g. [6]-[10]) is required to
efficiently use available resources and provide the denthnde
communication quality. An iterative algorithm for powermnco

trol and interference alignment based on perfect local GSI h

been proposed in [11], and its convergence has been shown.
ne may ask whether it is possible to design transceiver and
perform power control when only noisy local CSl is available

at each terminal. We address this issue in this paper. Specif

ically, a stochastic power control and interference alignm
is applied in MIMO interference networks. We propose an
iterative algorithm which jointly updates transceiverdit and
ower control solutions, to provide successful commuiocat

er : . .
or all transmitter-receiver pairs. The convergence of the

The research leading to these results has received fundingthe Swedish @/gorithm is shown via both theoretic proof and computer

Foundation for Strategic Research through RAMCOORAN ptoje

simulations.
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Fig. 1: The structure of a transmitter-receiver pair.

Il. SYSTEM MODEL the channel estimation. For instaneé,= 0 is corresponding

Consider a MIMO interference network witli sources and 10 the case that perfect CSl is available. In general, thartia
K destinations in which each source intends to communicaf&trices corresponding to different links may have difiiére
to the corresponding destination. We denote the sources@g§uracy, however, in this work for the sake of simplicity we
S, and the destinations @, (k € {1,2,..,K}). S, and @ssume that their accuracy are the same. i
Dy are equipped witm$ andn? antennas, respectively. The )/Ve_ assume that reciprocity holds, iH;, = Hj,, where
architecture of one transmitter and receiver pair is shawn Hi. iS the channel matrix from Dto S. Therefore, each
Fig. 1. The sourceS, sendsd, independent messages, transmitter can estimate its corresponding channels figm t
(d € {1,...,dy}). The encode€;, encodesn, to a unit-power training sequences transmitted by destinations.
codewordc, chosen from a Gaussian codebook. The power IIl. DISTRIBUTED INTERFERENCE ALIGNMENT

controller P; scales this codeword t@; = \/zTiCd where  The beamforming mentioned in Section Il can be performed
p¢ is the power of the transmitted signal. THe x 1 vector such that, at each destination, interference signals ayeeal

%), denotes these scaled codewords. Mgt be ann? x d;,  in the same subspace which is distinct from the desired kigna

beamforming matrix with orthogonal column vectaré (d € subspace. Consequently, the desired signals can be redover
{1,...,di}). The transmitted signal df;, is by eliminating the interference with proper filtering [2]ofF

_ general MIMO interference networks, interference alignie

Xp = ViXp. @) may not be always feasible. In the considered network, if

Let U, denote am? x d;, receiver filtering matrix with (d1, ..., dx), are carefully chosen such that interference align-
orthogonal column vectora$ (d € {1,...,ds}). The filter ment is feasible, then there exist transmitter beamforraimd)

output of Dy, is receiver filtering matrices that satisfy the following carahs:
K U;;ijVj = 0,Vj#k: j,kJE{l,...,K},
Vi =UHuVixi + Y UiHuViX+ Uiz, () rank(UiHu Vi) = di, Vk € {1,... K}, (4)
I=1,l#k

In general, perfect global CSl is required at all terminals t

. X - find a solution of this problem. An iterative optimization of
Hy, is the channel matrix fronb, to Dy; 2, is zero mean e transmitter beamforming and the receiver filtering foesr
complex Gaussian noise, i.2y ~ CA/(0, NoI,p) in which s nron0sed in [3] which demands only local CSI at each
Ny is the noise power anli,» is then x ny identity matrix. terminal. Applying this method incurs some interference to
The decode; (I € {1,...,dx}) decodes received signd] pe leaked to the desired signal subspace at each destination
to a messagen;. In the considered network, it is desiredrhe receiver filter can be designed such that the power of the
to designVy, Uy, andp{ such that, for all realizations of |egkage interference be minimized. At time index N, using

channel matrices, each sourSg be able to communicate oy, (1) to denote the receiver filtering matrix, the total power
the intended destinatioD,, at a specific ratey,. of the leaked interference &y, is

where U} denotes the conjugate transpose of maildy;

A. Channel State Information [Fu(n) = Tr [(Uk(TL))*Qk(n B 1)Uk(n)} ’ )
We assume thaD, (k € {1,2,...,K}) perfectly knows .

direct channeHyy,, however, it knows only noisy version ofyvrhe]re.T:fA]l denotes the.trace of ?.n?atnég andQy(n —1)

the interference channely; (I € {1,2,..., K'},1 # k) which IS he Iinterlerence covariance matrix.

follows the following model

K dj
R Qi(n — 1)222])?(71 — 1)ijv;’-l(n — 1)(v§i(n — 1)) H,’Zj.
Hy = Hy + Egi, k#1, 3 I=pa=1
J
whereEy; ~ CN(0,021,,,) is the channel estimation error (6)
matrix. This model is motivated by the fact that a linear es- . . o .
timation of Gaussian variables induces a Gaussian diw&busrhe following solution minimized ¥} (n) [3]:

estimation error. The paramete} indicates the accuracy of ul(n) = v Qx(n — 1)), )



where v4[A] is the eigenvector corresponding to thith respectively. The SINR of the signal corresponding to/the
smallest eigenvalue of matrix andug(n) is thedth column message at Pis
of matrix Ui(n). Since the exact value o®;(n — 1) is

2
g . . \* l l
unknown at @, it chooses the receiver filters as follows ‘(uk) Hkkvk‘ Py,

SINR, = TOES T (13)
ufd =4 [Qk(n—l)} ,d=1,....dg. (8) PP 0
where
where Q;, is the unbiased estimation of the interference K 4 . i 9
covariance matrix: cpﬁc(p)zz (uf) Hk]-v;-" pj—‘(uﬁc) Hkkvﬁc‘ P, (14)
j=1d=1

K d]

~ d E d d * T

Qr(n—1) :Zzpj (n — DH;vj(n — 1)(vj(n — 1)) Hj, andp‘Lp%, P Dk, P | s a Zszldk)xl power
j=ld=1

Gk vector. The mutual information of the source-destinatiair p
K d Sy — Dy is Y0, log, (1 + SINR,, ). For the successful trans-
02 > pin = DI, (9) mission, the following condition ‘should be satisfied:
j=1d=1 d
J#k k
3 log, (1 n SINle) > Ry. (15)
Next, to design the beamforming matrices, the destinations =1

broadcast training sequences and the sources update theil f4)0wing requirements will guarantee the above cdadit
beamforming matrices based on an estimation of the chan Slbe met:

Specifically,D; beamforms its training sequences with a fixed R

powerpr uniformly allocated to different sequences, using an log, (1 + SINRﬁC) > e {1,...,dg}. (16)
nP x dj, matrix Vi. At the same time$;, applies am3 x dy, i

filtering matrix U7, to its received signal. IV andU}, satisfy Using (13) we can rewrite (16) as a power constraint

the following conditions o> I (p), (17)
(U};>* };]Vj =0, Vj?ék j,kE{l,...,K}, where
rank((U})" H}, V) = di, Yk € {1,...,K}, (10) l (2Re/4 — 1) (k(p) + No)
Ik (p) = D) . (18)
then matricesV, = U} and U, = V] also satisfy ‘(uﬁg)* Hkkvﬁv‘

the conditions in (4). This property along with the channel )
reciprocity can be exploited to optimize the beamformin}iherefore’ all the power constraints can be represented as
matrices. SpecificallyD, sets its beamforming matrix as p = I(p), (19)
Vi.(n) = Ug(n) inwhichUy(n) is obtained by (8). Similarly, -
the sources choose the following filter to minimize the reeéi whereI(p) = |I}(p), ..., I{*(p), ..., [k (P), ..., [¥ (p)| is
interference called interference functionand the operator denotes an
d ~ element-wisenequality. For a given set of transmitter beam-
(u7)" (n) = v [Ql (n— 1)} ’ (11) forming and receiver filtering matrices, the power control
problem is to find the minimum powers which satisfy the
inequality in (19). A deterministic power control algorith
. K pp PO . « (o, \* for the case in which CSl is perfectly known at terminals, i.e
Qi(n—-1)= Z d. ;i Vjin—1) <Vj (n - 1)) ( lj) o? = 0, has been proposed in [11]. In this paper, we present a
j=ti# stochastic power control algorithm for the case in whichyonl
—(K - 1)o? (12) noisy CSl is known at terminals.

is an unbiased estimate of the reverse covariance matrit, NéA. Stochastic Power Control Algorithm

Si setsV,(n) = Uj(n) as the updated beamforming matrix. The stochastic power control algorithm initializes power
Due to the channel reciprocity, such choice would minimizgactor and iteratively updates the power vector as follows
the interference to the unintended destinations in the doaw ~

direction. p(i+1) = (1 —a(i) p(i) + a()I(p(i),0), (20)
wherea(i) is the step size at thih iteration andL(p(i), 6)

is an estimation of the interference function for a given)

To update the powers in theth iteration, the updated in which ¢ is a random variable. To show the convergence of
beamforming and filtering matrices &t andD,, areV(n—1) this algorithm, we first provide the definition of the staraiar
and Uy (n), respectively. For the simplicity of presentationgtochastic interference function which is consistent vtita
let Uy, Vi, andpl, denoteUy(n), Vi(n — 1), andpl(n) , onein [12].

IV. DISTRIBUTED POWER CONTROL



Definition 1: T(p, 0) is calledstandard stochastic interfer- standard interference function, thus, the function in Etjsfy

ence functionf for all vectorsp, p’ > 0, it satisfies
1) Mean condition

Eo [1(p.6)/p| = 1(p). (2)

the mean condition.
To verify Lipschitz condition, consider two power vectgrs
andp, vk € {1,2,--- ,K} andVi € {1,2,--- ,d} we have

Ii(p) — I, (D) = k1 (¥}, (P) — ¥} (D))

whereI(p) is a standard interference function defined x d;

in [8].
2) Lipschitz condition There existsK; > 0 such that
Vp1,p2 = 0,

II(p1) — I(p2)|* < K1 |lp1 — p2lf”.

3) Growing condition There existsk; > 0 such that

(22)

B | [i(0.0) - 1) ] < K2 (1 100P) . @3

2 * 2 ~
(pf 1) — k1 ‘(UZ) Hkkvi‘ (k%) -

(27)

ko> |(uh) Higv]

j=1d=1

This can be written in matrix form
I(p) - 1(Pp) = A(p — D),

whereA is a (Zledk) X Zledk matrix. Now, let define
norm of a matrix ag||A ||| = max = [|Ax|, where]|.| is

(28)

Next, we propose an estimation of the interference functi@anvector norm. According to (28) we have,
based on noisy CSI which can be used in the stochastic power

control algorithm in (20).
Theorem 1:For the interference function

ity = B2~ 1) (G4 (P) + Vo)

% 2
[(uh)" v

; (24)

with
K dj 9
Shp) = D3| (wh) Hugvi| pf— | (uh) vk
i=1d=1
J .
=403 p?pik), (25)
j=1d=1

the stochastic power control algorithm in (20) convergea to

vector denoted ap* if the step-sizen(i) satisfies

i a(i) = oo, i a(i)? < 0. (26)
n=0 n=0

Proof: According to [12, Theorem1], the stochastic
power control algorithm in (20) converges tp*, if the

functionf(p(n), ) is standard stochastic interference function

and the step-size sequena¢n) satisfies the conditions in
(26). In the following we prove that the estimated interfere

11(p) —I(®)[I = A —B)II < [|Al] x [lp — BII,

where the last inequality follows [13heorem5.6.2]. We can
chooseK; = |||A||| to satisfy Lipschitz condition.

To verify the growing condition, consider a power vegor
Vk e {1,2,--- K} andVl € {1, ...,d,} we have

((uh)" By (v9) " B

(29)

K dj
IL(p) — IL(p) = k(@ — @k )—Fr0? (Z > pf -

j=1d=1

* l
ki Uk

) v () i)
—ty ((uf) " Hyv (vh) " Byl
+ (uh) " Brvh, (vh) " Hipjul

+ ()" Bl (vh) Bl )

+

(30)

function in (24) satisfies the mean condition, the Lipschitz _ ) o ) )
condition, and the growing condition. For the mean conditio/Ve can write this equality in the following matrix form

we have:

(2Rk/dk’*1)(¢§g(P)+No) (@)
[(w)" v
~ b c
— KiE [¢h(p)] + k1 No Zhig(p) + k1 No 2 L (p),
where(a) follows the fact thatHy is perfectIkanown at
and definingty £ (2/%/% — 1) /| (u})" Huvi | ; (b) follows

the computation oE [} ] in Appendix A; and(c) follows the
definition in (18). As shown in [11], the functiof},(p) is a

B[l (p)] =E KiE [¢4(p) + No]

I(p) - I(p) = Bp.

whereB is a (Zledk) X (Zledk) matrix. Using (31) we
can verify the growing condition as follows:

(31)

E[Hf“’) B I(P>H2\P]=E[lBPIIQIP}(QE[IHHH IplI*(32)

where the inequality(a) follows [13, Theorem5.6.2]. If
we chooseK,; = E[|[B|||], the growing condition holds.
Thus, the function in (24) is a standard stochastic interfee
function. This completes the proof. ]
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APPENDIXA
’]z — ; CALCULATION OF E[@!] IN THE PROOF OFTHEOREM 1
10 k _ 3
T =
(2]
2 K 4
o 8 N v ql? g I\* T 2
£ E[@k(P)] =E Z (uk) HkJVj p;— (uk) Hyrvy| pi
& j=1d=1
L 6
a
S K 4
~ 2 d dy,
g 4 AP
o j=1d=1
2 (@) A
@) L - L
_@k(p) + Z E [(uk) Ekjvj (V]) E;;juk:| p]
j=1d=1
0
0 100 200 300 400 500 600 700 800 900 1000 1\* l l x
Iteration —E {(uk) Epvy, (Vi) Ekkuk} Dk
Fig. 2: Mutual information between,S- Dy. K &
2 a1 ® 4
—o2 | N> " pt k| = eh(p) (33)
70 j=1ld=1
60 — k=1 where (a) follows the fact that errors have zero medh)
k=2 d(od\ T | _ 2
vl follows E [Ex;ve (v4)” Ef, | = 2L,
50
REFERENCES
B 40 [1] M. A. Maddah-Ali, A. S. Motahari, and A. K. Khandani, “Camuni-
% cation over MIMO X channels: Interference alignment, deposition,
=~ 30 and performance analysidEEE Trans. Inf. Theoryvol. 54, no. 8, pp.
g 3457-3470, Aug. 2008.
o [2] V. R. Cadambe and S. A. Jafar, “Interference alignmernt degrees of
a 20 freedom of the K-user interference channéEEE Trans. Inf. Theory
vol. 54, no. 8, pp. 3425 —-3441, Aug. 2008.
10 [3] K. Gomadam, V. R. Cadambe, and S. A. Jafar, “A distributedherical
approach to interference alignment and applications teless inter-
0 ference networks,IEEE Trans. Inf. Theoryvol. 57, no. 6, pp. 3309 —
3322, Jun. 2011.
[4] P. Zetterberg and N. N. Moghadam, “An experimental itigegion of
7100 100 200 300 400 500 600 700 800 900 1000 SIMO, MIMO, interference-alignment (IA) and coordinatediltizpoint

Iteration

Fig. 3: Transmission power of usét

V. PERFORMANCEEVALUATION

In this section, we numerically evaluate the performancg]
of the proposed iterative algorithm. We consider a three-
user MIMO interference network in which each terminal isyg

(CoMP),” in International Conference on Systems, Signals and Image
Processing Vienna, Austria, Apr. 2012.

[5] X. Wang, G. B. Giannakis, and A. G. Marques, “A unified aggeh
to QoS-guaranteed scheduling for channel-adaptive vssetetworks,”
Proc. IEEE vol. 95, no. 12, pp. 2410-2431, Dec. 2007.

[6] J. Zander, “Distributed cochannel interference cdninocellular radio

systems interferenceJEEE Trans. Veh. Technolvol. 41, no. 3, pp.

305-311, Aug. 1992.

G. J. Foschini and Z. Miljanic, “A simple distributed amomous power

control algorithm and its convergencelEEE Trans. Veh. Technol.

vol. 42, no. 4, pp. 641-646, Nov. 1993.

R. D. Yates, “A framework for uplink power control in celbr radio

equipped with two antennas. Each source transmits one data systems,"|EEE J. Sel. Areas Commuynvol. 13, no. 7, pp. 1341-1347,

stream(d; = do = d3 1). In the simulations, we set
o? = 0.01 and the transmissions rates dig = 1, Ry = 2,

and R3 = 4 (bits/channel use). We choose the step-size of the
iterative algorithm asy(n) = 10/(10 + n). Fig. 2 shows the [10]
achievable rate of each user as a function of the number of it-

erations. It is clear that for each user this quantity cogesito

the corresponding transmission rate. The simulations wonfil11]

that if the parameters of the algorithm are properly designe

then the iterative stochastic power control and transceive
design converges. Fig. 3 shows the transmission powersl'&i

different users as functions of the iterations of the alioni

It is clear that as the number of iterations increases theepovi13]

of each user converges to a certain value.

Sep. 1995.

M. Schubert and H. Boche, “Solution of the multiuser ddink beam-
forming problem with individual SINR constraintslEEE Trans. Veh.
Technol, vol. 53, no. 1, pp. 18-28, Jan. 2004.

C. W. Tan, M. Chiang, and R. Srikant, “Maximizing sum eaand
minimizing MSE on multiuser downlink: Optimality, fast agthms,
and equivalence via max-min SINRIEEE Trans. Signal Process.
vol. 59, no. 12, pp. 6127-6143, Dec. 2011.

H. Farhadi, C. Wang, and M. Skoglund, “Distributed ifiéeence align-
ment and power control for wireless MIMO interference neksd in
IEEE Wireless Communications and Networking ConferenceN®/13)
Shanghai, China, Apr. 2013.

J. Luo, S. Ulukus, and A. Ephremides, “Standard and iegtasdard
stochastic power control algorithmdEEE Trans. Inf. Theoryvol. 51,
no. 7, 2005.

R. A. Horn and C. R. JohnsoMatrix Analysis Cambridge University
Press, 1999.

El



