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Abstract—This paper considers a multi-input multi-output
(MIMO) interference network in which each transmitter inte nds
to communicate with its dedicated receiver at a certain fixedrate.
It is known that when perfect CSI is available at each terminal,
the interference alignment technique can be applied, to align the
interference signals at each receivers in a subspace independent
of the desired signal subspace. The impact of interference can
hence be eliminated. In practice, however, terminals in general
can acquire only noisy CSI. Interference alignment cannot be
perfectly performed to avoid interference leakage in the signal
subspace. Thus, the quality of each communication link depends
on the transmission power of the unintended transmitters. To
solve this problem, we propose an iterative algorithm to perform
stochastic power control and transceiver design based on only
noisy local CSI. The transceiver design is conducted based on
the interference alignment concept, and the power control seeks
solutions of efficiently assigning transmit powers to provide
successful communications for all transmitter-receiver pairs.

I. I NTRODUCTION

A wireless interference networkrefers to a communi-
cation network in which multiple source-destination pairs
share the radio spectrum. It is a model for a large class
of wireless communication systems including cellular com-
munication networks. The design of transmission schemes
for such networks, hence, has a broad range of possible
applications. In an interference network, the reception at
each destination can be interfered by the transmitted sig-
nals of unintended sources which potentially degrades net-
work’s performance. Therefore, a proper interference manage-
ment solution is required. Conventional interference manage-
ment techniques (e.g. time-division-multiple-access, TDMA,
or frequency-division-multiple-access, FDMA) tend to orthog-
onalize the transmissions of different source-destination pairs.
This leads to the fact that at each destination the subspaces
of different interference signals are orthogonal to that ofthe
desired signal and also orthogonal to each other. Interference
is avoided at the cost of low spectral efficiency.

The interference alignmentconcept [1], [2], however, re-
veals that with proper transmission design, different inter-
ference signals at each destination can be aligned together,
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such that more radio resources can be assigned to the desired
transmission. For instance, consider a multiple-input multiple-
output (MIMO) interference network with more than two
source-destination pairs. In certain cases, the sources can per-
form linear beamforming to send their signals simultaneously
in such a way that at each destination interference signals are
aligned together to span only half of the available signal space.
Thus, the interference can be completely eliminated with
simple linear zero-forcing filters [2]. At high-SNR regime,
each source-destination pair can potentially attain half of its
interference-free achievable transmission rate.

The solution for interference alignment proposed in [2]
requires the global channel state information (CSI) to be
perfectly known at all terminals. This is a challenging problem
in practice. In most cases, it is more convenient for each
terminal to obtain local CSI (i.e. the CSI of the channels
directly connected to the terminal). An iterative algorithm
for distributed interference alignment in such a situationhas
been proposed in [3], and its implementation on a hardware
test-bed has been reported in [4]. To deploy the transceiver
design algorithm proposed in [3], an adaptive coding and
modulation is required to adapt the transmission system to
channel variations. This increases the system complexity.Also,
in certain delay-sensitive applications such as network control
systems, and voice and video communication systems, it is
desired to ensure data transmission at certain fixed rates [5].
Therefore, power control (see e.g. [6]–[10]) is required to
efficiently use available resources and provide the demanded
communication quality. An iterative algorithm for power con-
trol and interference alignment based on perfect local CSI has
been proposed in [11], and its convergence has been shown.

One may ask whether it is possible to design transceiver and
perform power control when only noisy local CSI is available
at each terminal. We address this issue in this paper. Specif-
ically, a stochastic power control and interference alignment
is applied in MIMO interference networks. We propose an
iterative algorithm which jointly updates transceiver filters and
power control solutions, to provide successful communications
for all transmitter-receiver pairs. The convergence of the
algorithm is shown via both theoretic proof and computer
simulations.
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Fig. 1: The structure of a transmitter-receiver pair.

II. SYSTEM MODEL

Consider a MIMO interference network withK sources and
K destinations in which each source intends to communicate
to the corresponding destination. We denote the sources as
Sk and the destinations asDk (k ∈ {1, 2, ...,K}). Sk and
Dk are equipped withnS

k andnD
k antennas, respectively. The

architecture of one transmitter and receiver pair is shown in
Fig. 1. The sourceSk sendsdk independent messagesmd

(d ∈ {1, ..., dk}). The encoderEk encodesmd to a unit-power
codewordcd chosen from a Gaussian codebook. The power

controller Pd scales this codeword toxd =
√
pdkcd where

pdk is the power of the transmitted signal. Thedk × 1 vector
xk denotes these scaled codewords. LetVk be annS

k × dk
beamforming matrix with orthogonal column vectorsvd

k (d ∈
{1, ..., dk}). The transmitted signal ofSk is

xk = Vkxk. (1)

Let Uk denote annD
k × dk receiver filtering matrix with

orthogonal column vectorsud
k (d ∈ {1, ..., dk}). The filter

output ofDk is

yk = U∗
kHkkVkxk +

K∑

l=1,l 6=k

U∗
kHklVlxl +U∗

kzk, (2)

where U∗
k denotes the conjugate transpose of matrixUk;

Hkl is the channel matrix fromSl to Dk; zk is zero mean
complex Gaussian noise, i.e.zk ∼ CN (0, N0InD

k
) in which

N0 is the noise power andInD
k

is thenD
k ×nD

k identity matrix.
The decoderDl (l ∈ {1, ..., dk}) decodes received signalyl
to a messagêml. In the considered network, it is desired
to designVk, Uk, and pdk such that, for all realizations of
channel matrices, each sourceSk be able to communicate to
the intended destinationDk at a specific rateRk.

A. Channel State Information

We assume thatDk (k ∈ {1, 2, ...,K}) perfectly knows
direct channelHkk, however, it knows only noisy version of
the interference channelŝHkl (l ∈ {1, 2, ...,K}, l 6= k) which
follows the following model

Ĥkl = Hkl +Ekl, k 6= l, (3)

whereEkj ∼ CN (0, σ2
eInD

) is the channel estimation error
matrix. This model is motivated by the fact that a linear es-
timation of Gaussian variables induces a Gaussian distributed
estimation error. The parameterσ2

e indicates the accuracy of

the channel estimation. For instance,σ2
e = 0 is corresponding

to the case that perfect CSI is available. In general, the channel
matrices corresponding to different links may have different
accuracy, however, in this work for the sake of simplicity we
assume that their accuracy are the same.

We assume that reciprocity holds, i.e.H∗
kl = Hr

lk, where
Hr

lk is the channel matrix from Dk to Sl. Therefore, each
transmitter can estimate its corresponding channels from the
training sequences transmitted by destinations.

III. D ISTRIBUTED INTERFERENCE ALIGNMENT

The beamforming mentioned in Section II can be performed
such that, at each destination, interference signals are aligned
in the same subspace which is distinct from the desired signal
subspace. Consequently, the desired signals can be recovered
by eliminating the interference with proper filtering [2]. For
general MIMO interference networks, interference alignment
may not be always feasible. In the considered network, if
(d1, ..., dK), are carefully chosen such that interference align-
ment is feasible, then there exist transmitter beamformingand
receiver filtering matrices that satisfy the following conditions:

U∗
kHkjVj = 0, ∀j 6= k : j, k ∈ {1, ...,K},

rank(U∗
kHkkVk) = dk, ∀k ∈ {1, ...,K}. (4)

In general, perfect global CSI is required at all terminals to
find a solution of this problem. An iterative optimization of
the transmitter beamforming and the receiver filtering matrices
is proposed in [3] which demands only local CSI at each
terminal. Applying this method incurs some interference to
be leaked to the desired signal subspace at each destination.
The receiver filter can be designed such that the power of the
leakage interference be minimized. At time indexn ∈ N, using
Uk(n) to denote the receiver filtering matrix, the total power
of the leaked interference atDk is

IFk(n) = Tr
[(
Uk(n)

)∗
Qk(n− 1)Uk(n)

]
, (5)

where Tr[A] denotes the trace of a matrixA andQk(n− 1)
is the interference covariance matrix:

Qk(n− 1)=

K∑

j=1
j 6=k

dj∑

d=1

pdj (n− 1)Hkjv
d
j (n− 1)

(
vd
j (n− 1)

)∗
H∗

kj .

(6)

The following solution minimizesIFk(n) [3]:

ud
k(n) = νd[Qk(n− 1)], (7)



where νd[A] is the eigenvector corresponding to thedth
smallest eigenvalue of matrixA andud

k(n) is thedth column
of matrix Uk(n). Since the exact value ofQk(n − 1) is
unknown at Dk, it chooses the receiver filters as follows

ud
k = νd

[
Q̂k(n− 1)

]
, d = 1, ..., dk. (8)

where Q̂k is the unbiased estimation of the interference
covariance matrix:

Q̂k(n− 1)=

K∑

j=1
j 6=k

dj∑

d=1

pdj (n− 1)Ĥkjv
d
j (n− 1)

(
vd
j (n− 1)

)∗
Ĥ∗

kj

−σ2
e

K∑

j=1
j 6=k

dj∑

d=1

pdj (n− 1)InD
. (9)

Next, to design the beamforming matrices, the destinations
broadcast training sequences and the sources update their
beamforming matrices based on an estimation of the channel.
Specifically,Dk beamforms its training sequences with a fixed
powerpF uniformly allocated to different sequences, using an
nD
k × dk matrix Vr

k. At the same time,Sk applies annS
k × dk

filtering matrixUr
k to its received signal. IfVr

k andUr
k satisfy

the following conditions

(Ur
k)

∗
Hr

kjV
r
j = 0, ∀j 6= k : j, k ∈ {1, ...,K},

rank
(
(Ur

k)
∗
Hr

kkV
r
k

)
= dk, ∀k ∈ {1, ...,K}, (10)

then matricesVk = Ur
k and Uk = Vr

k also satisfy
the conditions in (4). This property along with the channel
reciprocity can be exploited to optimize the beamforming
matrices. Specifically,Dk sets its beamforming matrix as
Vr

k(n) = Uk(n) in whichUk(n) is obtained by (8). Similarly,
the sources choose the following filter to minimize the received
interference

(ur
l )

d
(n) = νd

[
Q̂r

l (n− 1)
]
, (11)

where

Q̂r
l (n−1)=

K∑

j=1,j 6=l

pF
dj

Ĥr
ljV

r
j (n− 1)

(
Vr

j (n− 1)
)∗ (

Ĥr
lj

)∗

−(K − 1)σ2
e (12)

is an unbiased estimate of the reverse covariance matrix. Next,
Sl setsVl(n) = Ur

l (n) as the updated beamforming matrix.
Due to the channel reciprocity, such choice would minimize
the interference to the unintended destinations in the forward
direction.

IV. D ISTRIBUTED POWER CONTROL

To update the powers in thenth iteration, the updated
beamforming and filtering matrices atSk andDk areVk(n−1)
and Uk(n), respectively. For the simplicity of presentation,
let Uk, Vk, and plk denoteUk(n), Vk(n − 1), andplk(n) ,

respectively. The SINR of the signal corresponding to thelth
message at Dk is

SINRl
k =

∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2

plk

ϕl
k(p) +N0

, (13)

where

ϕl
k(p)=

K∑

j=1

dj∑

d=1

∣∣∣
(
ul
k

)∗
Hkjv

d
j

∣∣∣
2

pdj−
∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2

plk, (14)

andp=
[
p11, ..., p

d1

1 , ..., p1K , ..., pdK

K

]T
is a

(∑K
k=1dk

)
×1 power

vector. The mutual information of the source-destination pair
Sk −Dk is

∑dk

l=1 log2

(
1 + SINRl

k

)
. For the successful trans-

mission, the following condition should be satisfied:

dk∑

l=1

log2

(
1 + SINRl

k

)
≥ Rk. (15)

The following requirements will guarantee the above condition
to be met:

log2

(
1 + SINRl

k

)
≥

Rk

dk
∀l ∈ {1, ..., dk}. (16)

Using (13) we can rewrite (16) as a power constraint

plk ≥ I lk(p), (17)

where

I lk(p) =

(
2Rk/dk − 1

) (
ϕl
k(p) +N0

)
∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2 . (18)

Therefore, all the power constraints can be represented as

p � I(p), (19)

where I(p) =
[
I11 (p), ..., I

d1

1 (p), ..., I1K(p), ..., IdK

K (p)
]T

is
called interference function, and the operator� denotes an
element-wiseinequality. For a given set of transmitter beam-
forming and receiver filtering matrices, the power control
problem is to find the minimum powers which satisfy the
inequality in (19). A deterministic power control algorithm
for the case in which CSI is perfectly known at terminals, i.e.
σ2
e = 0, has been proposed in [11]. In this paper, we present a

stochastic power control algorithm for the case in which only
noisy CSI is known at terminals.

A. Stochastic Power Control Algorithm

The stochastic power control algorithm initializes power
vector and iteratively updates the power vector as follows

p(i+ 1) = (1− α(i))p(i) + α(i)̂I (p(i), θ) , (20)

whereα(i) is the step size at theith iteration and̂I(p(i), θ)
is an estimation of the interference function for a givenp(i)
in which θ is a random variable. To show the convergence of
this algorithm, we first provide the definition of the standard
stochastic interference function which is consistent withthe
one in [12].



Definition 1: Î(p, θ) is calledstandard stochastic interfer-
ence functionif for all vectorsp,p′ � 0, it satisfies

1) Mean condition:

Eθ

[
Î(p, θ)|p

]
= I(p), (21)

whereI(p) is a standard interference function defined
in [8].

2) Lipschitz condition: There existsK1 > 0 such that
∀p1,p2 � 0,

‖I(p1)− I(p2)‖
2 ≤ K1 ‖p1 − p2‖

2
. (22)

3) Growing condition: There existsK2 > 0 such that

Eθ

[∥∥∥Î(p, θ) − I(p)
∥∥∥
2 ∣∣∣p

]
≤ K2

(
1 + ‖p‖2

)
. (23)

Next, we propose an estimation of the interference function
based on noisy CSI which can be used in the stochastic power
control algorithm in (20).

Theorem 1:For the interference function

Î lk(p) =

(
2Rk/dk − 1

) (
ϕ̂l
k(p) +N0

)
∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2 , (24)

with

ϕ̂l
k(p) =

K∑

j=1

dj∑

d=1

∣∣∣
(
ul
k

)∗
Ĥkjv

d
j

∣∣∣
2

pdj−
∣∣∣
(
ul
k

)∗
Ĥkkv

l
k

∣∣∣
2

plk

−σ2
e




K∑

j=1

dj∑

d=1

pdj − pdk

k


 , (25)

the stochastic power control algorithm in (20) converges toa
vector denoted asp∗ if the step-sizeα(i) satisfies

∞∑

n=0

α(i) = ∞,
∞∑

n=0

α(i)2 < ∞. (26)

Proof: According to [12, Theorem 1], the stochastic
power control algorithm in (20) converges top∗, if the
function Î(p(n), θ) is standard stochastic interference function
and the step-size sequenceα(n) satisfies the conditions in
(26). In the following we prove that the estimated interference
function in (24) satisfies the mean condition, the Lipschitz
condition, and the growing condition. For the mean condition
we have:

E

[
Î lk(p)

]
=E



(
2Rk/dk−1

)(
ϕ̂l
k(p)+N0

)
∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2



(a)
=k1E

[
ϕ̂l
k(p) +N0

]

= k1E
[
ϕ̂l
k(p)

]
+ k1N0

(b)
=k1ϕ

l
k(p) + k1N0

(c)
= I lk(p),

where(a) follows the fact thatHkk is perfectly known at Dk

and definingk1 ,
(
2Rk/dk − 1

)
/
∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2

; (b) follows

the computation ofE
[
ϕ̂l
k

]
in Appendix A; and(c) follows the

definition in (18). As shown in [11], the functionI lk(p) is a

standard interference function, thus, the function in (24)satisfy
the mean condition.

To verify Lipschitz condition, consider two power vectorsp

and p̃, ∀k ∈ {1, 2, · · · ,K} and∀l ∈ {1, 2, · · · , dk} we have

I lk(p)− I lk(p̃) = k1
(
ϕl
k(p)− ϕl

k(p̃)
)
=

k1

K∑

j=1

dj∑

d=1

∣∣∣
(
ul
k

)∗
Hkjv

d
j

∣∣∣
2(
pdj−p̃dj

)
−k1

∣∣∣
(
ul
k

)∗
Hkkv

l
k

∣∣∣
2(
plk−p̃lk

)
.

(27)

This can be written in matrix form

I(p) − I(p̃) = A(p− p̃), (28)

whereA is a
(∑K

k=1dk

)
×
(∑K

k=1dk

)
matrix. Now, let define

norm of a matrix as‖|A‖| = max‖x‖=1 ‖Ax‖, where‖.‖ is
a vector norm. According to (28) we have,

‖I(p)− I(p̃)‖ = ‖A(p− p̃)‖ ≤ ‖|A‖| × ‖p− p̃‖, (29)

where the last inequality follows [13,Theorem5.6.2]. We can
chooseK1 = ‖|A‖| to satisfy Lipschitz condition.

To verify the growing condition, consider a power vectorp,
∀k ∈ {1, 2, · · · ,K} and∀l ∈ {1, ..., dk} we have

Î lk(p)− I lk(p)= k1
(
ϕ̂l
k − ϕl

k

)
−k1σ

2
e




K∑

j=1

dj∑

d=1

pdj − pdk

k




= k1




K∑

j=1

dj∑

d=1

((
ul
k

)∗
Hkjv

d
j

(
vd
j

)∗
E∗

kju
l
k

+
(
ul
k

)∗
Ekjv

d
j

(
vd
j

)∗
H∗

kju
l
k

+
(
ul
k

)∗
Ekjv

d
j

(
vd
j

)∗
E∗

kju
l
k

)
pdj

)

−k1

((
ul
k

)∗
Hkkv

l
k

(
vl
k

)∗
E∗

kku
l
k

+
(
ul
k

)∗
Ekkv

l
k

(
vl
k

)∗
H∗

kku
l
k

+
(
ul
k

)∗
Ekkv

l
k

(
vl
k

)∗
E∗

kku
l
k

)
plk

−k1σ
2
e




K∑

j=1

dj∑

d=1

pdj − plk


 . (30)

We can write this equality in the following matrix form

Î(p)− I(p) = Bp. (31)

whereB is a
(∑K

k=1dk

)
×
(∑K

k=1dk

)
matrix. Using (31) we

can verify the growing condition as follows:

E

[∥∥∥Î(p)− I(p)
∥∥∥
2∣∣∣p

]
=E

[
‖Bp‖2|p

](a)
≤E

[
‖|B‖|

]
‖p‖2,(32)

where the inequality(a) follows [13, Theorem 5.6.2]. If
we chooseK2 = E

[
‖|B‖|

]
, the growing condition holds.

Thus, the function in (24) is a standard stochastic interference
function. This completes the proof.
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V. PERFORMANCEEVALUATION

In this section, we numerically evaluate the performance
of the proposed iterative algorithm. We consider a three-
user MIMO interference network in which each terminal is
equipped with two antennas. Each source transmits one data
stream (d1 = d2 = d3 = 1). In the simulations, we set
σ2
e = 0.01 and the transmissions rates areR1 = 1, R2 = 2,

andR3 = 4 (bits/channel use). We choose the step-size of the
iterative algorithm asα(n) = 10/(10 + n). Fig. 2 shows the
achievable rate of each user as a function of the number of it-
erations. It is clear that for each user this quantity converges to
the corresponding transmission rate. The simulations confirm
that if the parameters of the algorithm are properly designed,
then the iterative stochastic power control and transceiver
design converges. Fig. 3 shows the transmission powers of
different users as functions of the iterations of the algorithm.
It is clear that as the number of iterations increases the power
of each user converges to a certain value.

APPENDIX A
CALCULATION OF E[ϕ̂l

k] IN THE PROOF OFTHEOREM 1

E
[
ϕ̂l
k(p)

]
=E

[
K∑

j=1

dj∑

d=1

∣∣∣
(
ul
k

)∗
Ĥkjv

d
j

∣∣∣
2

pdj−
∣∣∣
(
ul
k

)∗
Ĥkkv

l
k

∣∣∣
2

plk

− σ2
e




K∑

j=1

dj∑

d=1

pdj − pdk

k




]

(a)
=ϕl

k(p) +

K∑

j=1

dj∑

d=1

E

[(
ul
k

)∗
Ekjv

d
j

(
vd
j

)∗
E∗

kju
l
k

]
pdj

−E

[(
ul
k

)∗
Ekkv

l
k

(
vl
k

)∗
E∗

kku
l
k

]
plk

−σ2
e




K∑

j=1

dj∑

d=1

pdj − plk


 (b)

= ϕl
k(p) (33)

where (a) follows the fact that errors have zero mean;(b)

follows E

[
Ekjv

d
j

(
vd
j

)∗
E∗

kj

]
= σ2

eInD
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