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#### Abstract

Motivated by applications in surveillance sensor networks, we present a distributed algorithm for the automatic, external, metric calibration of a network of cameras with no centralized processor. We model the set of uncalibrated cameras as nodes in a communication network, and propose a distributed algorithm in which each camera only communicates with other cameras that image some of the same scene points. Each node independently forms a neighborhood cluster on which the local calibration takes place, and calibrated nodes and scene points are incrementally merged into a common coordinate frame. The accurate performance of the algorithm is illustrated using examples that model real-world sensor networking situations.
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## 1. Introduction

Existing computer vision research on collections of tens or hundreds of cameras generally takes place in a controlled environment with a fixed camera configuration. Traditional vision tasks such as tracking, 3D visualization, or terrain mapping are typically undertaken in situations where images from all cameras are quickly communicated to a central processor. In contrast, we are motivated by vision problems in wireless sensor networks. Such networks will be essential for 21 st century military, environmental, and surveillance applications [1], but pose many challenges to traditional vision. In a typical scenario, camera nodes are randomly distributed in an environment and their initial positions are unknown. Even if some nodes are equipped with GPS receivers, these systems cannot be assumed to

[^0]be highly accurate and reliable [29], and GPS gives no information about the orientation of a directed sensor such as a camera. The nodes are unsupervised after deployment, and generally have no knowledge about the topology of the broader network [8]. Most nodes are unable to communicate beyond a short distance due to power limitations and short-range antennas, and communication must be kept to a minimum because it is power-intensive.

Furthermore, a realistic camera network is constantly in motion. The number and location of cameras changes as old cameras wear out and new cameras are deployed to replace them. Precipitation, wind, and seismic events will jolt the cameras, or remote directives may reposition or reorient them for a variety of tasks. Mobile cameras mounted in vehicles will provide images from time-varying perspectives. Even in a controlled environment like an airport, surveillance cameras may be moved randomly to deter terrorists who look for patterns.

This paper is concerned with the problem of camera calibration: that is, the estimation of each camera's 3D position, orientations, and focal length. Calibration is an essential prerequisite for many computer vision algorithms, such as multicamera tracking or volume reconstruction. Calibration of a fixed configuration of cameras is an active area of vision research, and good results are achievable when the images are all accessible to a powerful, central processor. On the other hand, here we present a distributed algorithm that can extend to dynamic networks of cameras. We view this work as the first step in a new research domain of dynamic camera networks that incorporates state-of-the-art algorithms in both computer vision and wireless networking.

We model a set of uncalibrated cameras as nodes in a communication network, and propose a distributed algorithm in which each camera only communicates with other cameras that image some of the same scene points. Each node independently forms a neighborhood cluster on which the local calibration takes place, and calibrated nodes and scene points are incrementally merged into a common coordinate frame. The accurate performance of the algorithm is illustrated using examples that model real-world sen-
sor networking situations. Section 2 reviews prior work on multicamera systems and their calibration. Section 3 describes our distributed, metric reconstruction algorithm, and Section 4 demonstrates the results of the algorithm for realistic test data. We conclude in Section 5.

## 2. Prior Work

This paper concentrates on issues related to computer vision, as opposed to explicitly modeling the communication network. We implicitly make several assumptions based on active research problems with good preliminary solutions in the wireless networking community:

1. Nodes that are able to directly communicate can automatically determine that they are neighbors. In a real sensor network, these links are formed by radio, infrared, or optical media [1, 28].
2. If each node knows its one-hop neighbors, a message from one specific node to another can be delivered efficiently (i.e. without broadcasting to the entire network) [3, 4, 5, 24].
3. If necessary, a message can be sent efficiently from one node to all the other nodes $[15,19]$.

Also, we assume that data communication between nodes has a much higher cost (e.g. in terms of power consumption) than data processing within a node [27], so that messages between nodes should be compact.

In the remainder of this section we discuss prior work related to multi-camera calibration. While there has been a substantial amount of work for 1-, 2-, and 3-camera systems where the cameras share roughly the same point of view, we are primarily interested in relatively widebaseline settings where the cameras number in the tens or hundreds and have very different perspectives.

### 2.1. Multicamera Systems

There are only a few research systems in which tens or hundreds of cameras simultaneously observe a scene, and these systems are usually housed in a highly controlled laboratory environment. Such systems include the Virtualized Reality project at Carnegie Mellon University [17] and similar stage areas at the University of California at San Diego [23] and the University of Maryland [6]. Such systems are typically carefully calibrated using test objects of known geometry, and an accurate initial estimate of the cameras' positions and orientations.

There are relatively more systems in which a single camera acquires many images of a static scene from different locations (e.g. [12, 20]), but the cameras in such situations are generally closely spaced. Notable cases in which
many images are acquired from widely spaced positions of a single camera are include Debevec et al. [7] and Teller et al. [38]. However, in these cases, rough calibration of the cameras was available a priori, from an explicit model of the 3-D scene or from GPS receivers.

From the networking side, various researchers have explored the idea of a Visual Sensor Network (VSN), where each node has an image or video sequence that is to be shared/combined/interpreted by other nodes [11, 25, 42, 43]. However, most of these discussions have not exploited the full potential of the state of the art in computer vision.

### 2.2. Multicamera Calibration

Typically, a camera is described by two sets of parameters: internal and external. Internal parameters include the focal length, position of principal points and the skew. The external parameters describe the placement of the camera in a world coordinate system using a rotation matrix and a translation vector. The classical problem of externally calibrating a pair of cameras is well-understood [40]; the parameter estimation usually requires a set of feature point correspondences in both images. When no points with known 3-D locations in the world coordinate frame are available, the cameras can be calibrated up to a similarity transformation [14]. $N$-camera calibration can be accomplished by minimizing a nonlinear cost function of the calibration parameters and a collection of unknown 3-D scene points projecting to matched image correspondences; this process is called bundle adjustment [39].

Several algorithms have been proposed for calibration of image sequences through the estimation of projective transformations [18, 30], fundamental matrices [44] or trifocal tensors [10] between nearby images. However, such methods operate only on closely-spaced, explicitly ordered sequences of images, as might be obtained from a video camera, and are designed to obtain a good initial estimate for bundle adjustment to be undertaken at a central processor. Svoboda et al. [36] proposed a multi-camera system where a person carrying a laser pointer walks around the room and calibration is obtained by tracking the pointer across all images. This is again a centralized calibration problem where calibration depends on presence of common scene points across all images.

Teller and Antone [37] and Sharp [33] both considered calibration of a number of unordered views related by a graph similar to the vision graph we describe in Section 3 below. Schaffalitzky and Zisserman [31] recently described an automatic clustering method for a set of unordered images from different perspectives, which corresponds to constructing a vision graph containing several complete subgraphs. We emphasize the main point that sets our work apart from these systems: none of them view the collection
of cameras as the nodes in a communication network, and none of their algorithms are distributed.

## 3. Distributed Metric Calibration

We propose to model the sensor network with two undirected graphs: a communication graph and a vision graph. We illustrate the idea in Figure 1 with a hypothetical network of ten nodes.


Figure 1. (a) A snapshot of the instantaneous state of a camera network, indicating the fields of view of ten cameras. (b) The associated communication graph. (c) The associated vision graph. Note the presence of an edge in one graph does not imply the presence of the same edge in the other graph.

Figure 1a shows a snapshot of the locations and orientations of the cameras. Figure 1b illustrates the communication graph for the network; an edge appears between two cameras in this graph if they have one-hop direct communication. This is a common abstraction in wireless ad-hoc networks (see [13] for a review). The communication graph is mostly determined by the locations of the nodes and the topography of the environment; in a wireless setting, the instantaneous power each node can expend towards communication is also a factor.

Figure 1c illustrates the vision graph for the network; an edge appears between two cameras in this graph if they
observe some of the same scene points from different perspectives. We note that the presence of an edge in the communication graph does not imply the presence of the same edge in the vision graph, since the cameras may be pointed in different directions (for example, cameras $A$ and $C$ ). Conversely, an edge can connect two cameras in the vision graph despite a lack of physical proximity between them (for example, cameras $C$ and $F$ ). In networking terminology, the vision graph is a called an overlay graph on the communication network.

Ideally, the vision graph should be estimated automatically, rather than constructed manually [33] or specified $a$ priori [37]. However, for the purposes of this initial investigation, we assume that the feature correspondences used in the calibration procedure are given. We note that establishing robust feature correspondences across many images is itself a difficult problem, even in the centralized case. In the future, we plan to automatically establish arcs in the vision graph by detecting and matching invariant features [21, 22]. Furthermore, while we consider the static case here, vision and communication graphs in real sensor-networking applications will be dynamic due to the changing presence, position and orientation of each camera in the network, as well as time-varying channel conditions.

Our goal is to design a calibration system in which each camera only communicates with (and possesses knowledge about) those cameras connected to it by an edge in the vision graph. We assume that each camera node calibrates independently of the rest by estimating a metric reconstruction based on a local cluster formed by neighboring cameras in the vision graph. We refer to the calibration at a node as the local calibration. Arbitrary coordinate frames arising from local calibrations are then aligned iteratively to a common Coordinate frame. The following sections describe the details of each of these phases.

### 3.1. Notation

We assume that the vision graph contains $M$ nodes, each representing a perspective camera described by a $3 \times 4$ ma$\operatorname{trix} P_{i}$ :

$$
\begin{equation*}
P_{i}=K_{i}\left[R_{i}, t_{i}\right] \tag{1}
\end{equation*}
$$

Here, $R_{i} \in S O(3)$ and $t_{i} \in \mathbb{R}^{3}$ are the rotation matrix and translation vector comprising the external camera parameters. $K_{i}$ is the intrinsic parameter matrix and is assumed here to be $\operatorname{diag}\left(f_{i}, f_{i}, 1\right)$, where $f_{i}$ is the focal length. ${ }^{1}$ Each camera images some subset of a set of $N$ points $X \in \mathbb{R}^{3}$. This subset is described by $V_{i} \subset\{1, \ldots, N\}$.

[^1]

Figure 2. Notation and geometry of the imaging system.

The projection of $X_{j}$ onto $P_{i}$ is given by $u_{i j} \in \mathbb{R}^{2}$ for $j \in V_{i}$ :

$$
\lambda_{i j}\left[\begin{array}{c}
u_{i j}  \tag{2}\\
1
\end{array}\right]=P_{i}\left[\begin{array}{c}
X_{j} \\
1
\end{array}\right]
$$

where $\lambda_{i j}$ is called the projective depth [35]. This image formation process is illustrated in Figure 2. The simplified $K$ matrix assumption for the camera is just to provide an example model for the scheme. The mathematics of the technique does accommodate for more generalized models (see below).

Edges are culled from the vision graph based on neighborhood sufficiency conditions (i.e. there must be a minimal number of neighbors per node that must jointly image some minimal number of points). We define a characteristic function $\chi_{i j}$ where $\chi_{i j}=1$ if node $j$ satisfies the sufficiency conditions at node $i$. Thus each node is associated with a cluster, $\mathcal{C}_{i}$, on which the local calibration is carried out:

$$
\mathcal{C}_{i}=\left\{j \mid \chi_{i j}=1\right\}
$$

In our experiments, we chose a minimum cluster size of 4 nodes that must share 12 corresponding points. At each node $i$, the local calibration results in an estimate of the local camera parameters $\hat{P}_{i}^{i}$ as well as the camera parameters of $i$ 's neighbors, $\left\{\hat{P}_{j}^{i}, j \in \mathcal{C}_{i}\right\}$. (Conversely, this means that each of camera $i$ 's neighbors will have a slightly different estimate of where $i$ is; we discuss how to reconcile these differences below.) The 3D scene points reconstructed at $i$ are given by $\left\{\hat{X}_{k}^{i}\right\}$, which are estimates of $\left\{X_{k} \mid k \in \bigcap_{j \in\left\{i, \mathcal{C}_{i}\right\}} V_{j}\right\}$. If neighborhood sufficiency conditions are not met at a node, then local calibration does not take place (though an estimate can still be obtained; see below).

### 3.2. Local Calibration

Here, we describe the local calibration problem at node $i$. We denote $\left\{P_{1}, \ldots, P_{m}\right\}$ as the cameras in $i$ 's cluster, where $m=\left|\left\{i, \mathcal{C}_{i}\right\}\right|$. Similarly, we denote $\left\{X_{1}, \ldots, X_{n}\right\}$ as the 3D points used for calibration, where $n=\mid\left\{X_{k} \mid k \in\right.$ $\left.\bigcap_{j \in\left\{i, \mathcal{C}_{i}\right\}} V_{j}\right\} \mid$. Node $i$ must estimate the camera parameters $P$ as well as the unknown scene points $X$ using only the 2D image correspondences $\left\{u_{i j}, i=1, \ldots, m, j=\right.$ $1, \ldots, n\}$.

Taking into account all the image projections, (2) can be written as

$$
\begin{align*}
W & =\left(\begin{array}{llll}
\lambda_{11} u_{11} & \lambda_{12} u_{12} & \ldots & \lambda_{1 n} u_{1 n} \\
\lambda_{21} u_{21} & \lambda_{22} u_{22} & \ldots & \lambda_{2 n} u_{2 n} \\
\vdots & & & \\
\lambda_{n 1} u_{n 1} & \lambda_{n 2} u_{n 2} & \ldots & \lambda_{n n} u_{n n}
\end{array}\right) \\
& =\left(\begin{array}{l}
P_{1} \\
P_{2} \\
\vdots \\
P_{m}
\end{array}\right)\left(\begin{array}{llll}
X_{1}^{h} & X_{2}^{h} & \ldots & X_{n}^{h}
\end{array}\right) \tag{3}
\end{align*}
$$

Here, $X^{h}$ denotes $X$ represented in homogeneous coordinates, i.e. $X^{h}=\left[X^{T}, 1\right]^{T}$.

Sturm and Triggs [35] suggested a factorization method that recovers the projective depths as well as the structure and motion parameters from the above equation. They used relationships between fundamental matrices and epipolar lines in order to recover the projective depths $\lambda_{i j}$. Once the projective depths are recovered, the structure and motion are recovered by SVD factorization of the best rank- 4 approximation to the measurement matrix $W$ :

$$
\begin{aligned}
W & =U_{3 m \times 4} \Sigma V_{4 \times n} \\
& =\left(U_{3 m \times 4} \sqrt{\Sigma}\right)\left(\sqrt{\Sigma} V_{4 \times n}\right) \\
& =\left(\begin{array}{l}
P_{1} \\
P_{2} \\
\vdots \\
P_{m}
\end{array}\right)_{3 m \times 4} \quad\left(\begin{array}{llll}
X_{1}^{h} & X_{2}^{h} & \ldots & X_{n}^{h}
\end{array}\right)_{4 \times n}
\end{aligned}
$$

However, there is a projective ambiguity in the reconstruction, since

$$
\begin{equation*}
\left(\hat{P} H^{-1}\right)(H \hat{X})=\hat{P} \hat{X} \tag{4}
\end{equation*}
$$

for any $4 \times 4$ nonsingular matrix $H$. There exists some $H_{i}$ relating the projective factorization to the true metric (i.e. Euclidean) factorization, given by

$$
\hat{P}_{i} H_{i}^{-1}=K_{i}\left[\begin{array}{ll}
R_{i} & t_{i} \tag{5}
\end{array}\right] .
$$

This $H_{i}$ can be estimated by using the dual to absolute conic, which remains invariant under rigid transformations
[14]. The dual to the absolute conic, $\Omega$, satisfies the equation

$$
\begin{equation*}
P_{i} \Omega P_{i}^{T} \propto K_{i} K_{i}^{T}=\alpha_{i} \omega_{i} \tag{6}
\end{equation*}
$$

where $\omega_{i}$ is the dual to the image of the absolute conic and $\alpha_{i}$ is the constant of proportionality. The homography $H_{i}$ satisfies

$$
\begin{equation*}
\Omega=\tilde{H} \tilde{H}^{T} \tag{7}
\end{equation*}
$$

where $\tilde{H}$ is the first 3 columns of $H_{i}$. Seo, Heyden and Cipolla [32] and Pollefeys [26] proposed methods for transforming a projective factorization into a metric one based on (6)-(7). The Euclidean reconstruction so recovered is related to the true camera/scene configuration by an unknown similarity transform that cannot be estimated without additional measurements of the scene. As mentioned before the above schemes also accommodate more generalized camera models.

The above scheme might fail under two conditions. First, there may be a small fraction of outliers in the correspondences, e.g. caused by repetitive patterns in the images, that can cause the parameter estimates to be inaccurate. Standard rejection algorithms such as RANSAC [9] should be able to detect and remove such outliers. It is also possible that the camera cluster might be close to a critical configuration of the metric reconstruction and might result in a poorly conditioned problem. For example, cameras whose centers are collinear or that have a common center of focus are critical for metric calibration [34]. Hence, the local calibration procedure may yield unreliable estimates. Such failures typically can be detected automatically from large reprojection errors or disproportionately large values of the estimated internal parameters. However, the failure of calibration at a particular node can be easily compensated for by obtaining one of the neighboring estimates, e.g. node $i$ can calibrate its camera based on node $j$ 's estimation, $\hat{P}_{i}^{j}, j \in \mathcal{C}_{i}$.

### 3.3. Frame Alignment

The estimates obtained by local calibrations have different coordinate frames, each offset from the true frame by an unknown similarity transformation (i.e. rotation, translation, and scaling). In order for cameras on the network to coordinate higher-level vision tasks, we require a distributed algorithm to align all nodes to a common coordinate frame.

We assume each node has a unique identifier $\mathrm{id}_{i} \in \mathbb{R}$, such as a factory serial number, and an alignment index $a_{i}$ that is initially set to $\mathrm{id}_{i}$. Each node $i$ then continually aligns its frame to the available neighbor with lowest alignment index $a_{j}, j \in \mathcal{C}_{i}$. By "available", we mean a neighbor node that is not currently aligning its frame to that of node $i$. Ultimately, if the vision graph is connected, each frame
will be aligned to the frame of the camera with the lowest identifier; a similar scheme was presented and analyzed in [16]. The procedure at node $i$ is as follows.

1. Let $j_{\text {min }}=\arg \min _{j \in \mathcal{C}_{i}} a_{j}$, and $a_{\text {min }}=a_{j_{\text {min }}}$.
2. If $a_{\text {min }}<a_{i}$, then
(a) Align node $i$ to the frame of node $j_{\text {min }}$.
(b) Set $a_{i}=a_{\text {min }}$.
3. Iterate.

The alignment process in step 2a is accomplished by solving

$$
\min _{S} \sum_{k \in V_{i} \cap V_{j_{\min }}}\left\|S \hat{X}_{k}^{i}-\hat{X}_{k}^{j_{\min }}\right\|^{2}
$$

where $S$ is constrained to be a similarity transform. This minimization can be accomplished in closed form by Umeyama's method [41]. After convergence, there may still be some disagreement between $\hat{X}_{k}^{i}$ and $\hat{X}_{k}^{j}, j \in \mathcal{C}_{i}$, which we deal with by averaging all local estimates for a given point $X_{k}$ in the common coordinate frame. We note that this step is not strictly necessary when the main goal is to calibrate the cameras, not to recover the structure.

An interesting question is how to determine, in a distributed manner, the node that requires the fewest number of alignment transformations (thus minimizing error accumulation). This node (i.e. the barycenter of the vision graph) could be assigned to have the lowest identifier in the above scheme.

### 3.4. Summary

The entire algorithm for distributed calibration is summarized below:

1. Form the vision graph from the set of correspondences contained in $M$ views.
2. At each node $i$,
(a) Form a subnet $\mathcal{C}_{i}$ with at least 12 common image measurement points and 4 nodes.
(b) Estimate a projective reconstruction on the normalized points [35].
3. Calculate the residual reprojection errors. If they are large, discard the local calibration process. Otherwise,
(a) Form the equation matrix for metric reconstruction and normalize the rows to have unit norm.
(b) Estimate a metric reconstruction based on the projective cameras [32].
4. Estimate the focal lengths and also the error in the principal points (we assume principal points are known). If the error is large or if the estimated focal lengths seem unreasonable, then discard the local calibration process.
5. Incrementally align each node to a common frame.
(a) Determine the lowest-labeled available neighbor.
(b) Estimate a similarity transformation to align the frames [41].
(c) Perform multiple iterations of alignment until all nodes are initialized and there are no further changes to the frame alignment.
(d) Average all local estimates of the same scene point to ensure all nodes share the same estimated structure, if desired.

## 4. Experiments

We studied the algorithm's performance for simulated data by comparing the structure and calibration parameters estimated using the distributed algorithm to ground truth. Both datasets are aligned to the same similarity frame before comparison. The structural error (i.e. error in $X^{\prime}$ 's) is calculated as the average distance between the the ground truth and the reconstructed points, relative to the scene diameter. Calibration errors are described by orientation, focal length, and camera center errors. Orientation error is measured in terms of the angle between corresponding optical axes, and focal length error as the deviation from unity of the ratio of the true and estimated values. Error in the camera center is calculated as the average distance between the the ground truth and the estimated centers, relative to the scene diameter.

The following section discusses the details of two experiments: one with many realizations of random scene points and image noise, and one with a more realistic model of camera/scene placement with occlusions.

### 4.1. Experiment 1

500 scene points were uniformly (randomly) distributed in a 5 m -radius sphere and 40 camera nodes (focal length 5 cm , zero skew and principal points on image center) were positioned randomly on an elliptical band around the sphere. Each camera was oriented to view a random location inside the scene. Due to limited field of view, each camera images only a portion of the scene (see Figure 3). The local calibration cluster at each camera consists of yet fewer scene points due to the neighborhood sufficiency conditions.


Figure 3. A typical example of the percentage of scene points imaged at each camera (dashed line) and the percentage of scene points in each local calibration cluster (solid line).

Scene points were projected to image planes, and then perturbed with Gaussian noise of standard deviation of 0.5 , $1,1.5,2$ and 2.5 pixels. For each node, the median reconstruction error was calculated. The experiment was repeated with 10 different scene configurations and 10 different perturbations for each noise level. The median reconstruction errors were then averaged over these multiple realizations of noise and scene configurations. Quantitative analysis of the calibration procedure is summarized in Table 1 , including the reconstruction error in the 3 D points, the Mahalanobis reprojection errors, and camera position, orientation, and focal length errors (recovered from the decomposition (1)).

The overall reconstruction accuracy of scene points is quite good, even in the presence of noise: less than $0.7 \%$ median relative error. The Mahalanobis reprojection error, defined as

$$
\|u-\hat{u}\|=\left((u-\hat{u})^{T} \Sigma^{-1}(u-\hat{u})\right)^{1 / 2}
$$

where $\Sigma$ is the covariance of the image pixels, is also low $(<5)$, indicating reasonably good estimates.

While the camera orientation error is small, less than 0.14 radians, the relative positional error in the camera centers are quite large for larger values of noise variance (e.g. $9 \%$ in the worst case). This indicates that the original and recovered optical axes are nearly parallel, but that the reconstructed cameras are mis-positioned. We note that this sensitivity in camera center estimation is an expected phenomenon and not a failure of the algorithm; moving a camera along its optical axis has a relatively small effect

| Noise <br> variance | $X_{\text {err }}$ | $C_{\text {err }}$ | $f_{\text {err }}$ | $A n g_{\text {err }}$ | Reprojection error |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Mahalanobis | Euclidean |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0.5 | 0.0897 | 1.4027 | 0.0023 | 0.0261 | 3.5760 | 1.7880 |
| 1 | 0.1993 | 3.1593 | 0.0059 | 0.0527 | 3.7597 | 3.7597 |
| 1.5 | 0.3370 | 4.7759 | 0.0070 | 0.0789 | 3.4578 | 5.1868 |
| 2 | 0.5109 | 6.1991 | 0.0133 | 0.1120 | 3.5863 | 7.1726 |
| 2.5 | 0.6710 | 9.0693 | 0.0215 | 0.1324 | 4.9618 | 12.4046 |

Table 1. Error Table : $X_{e r r}$ : Distance errors in scene recovery (percentage of scene width); $C_{e r r}$ : Errors in camera centers (percentage of scene width); $f_{\text {err }}$ : Focal length error expressed as a relative fraction; $A n g_{\text {err }}$ : Orientation error expressed as angular difference between the optical axes (in rad); Reprojection error : Error distance between the original image and the reprojected image points: Mahalanobis distance (dimensionless) and Euclidean distance (in pixels)
on the position of projected points in the absence of severe perspective effects. Indeed, this error in camera centers has little influence on the structure estimation or on the reprojection error that is the basis for the local calibrations.

As for the internal camera parameters, focal lengths are estimated quite accurately (less than $0.03 \%$ error). Here we have assumed known principal points. If the estimated principal point of the local calibration at node $i$ is far from the known value, the local estimate is rejected and an estimate obtained from one of node $i$ 's neighbors.

Only a portion of the 3D points jointly imaged by all the cameras are reconstructed, due to the neighborhood sufficiency constraints. However, after all nodes have been calibrated, it is straightforward to estimate the missing scene points via a triangulation procedure [2]. Alternately, it is straightforward to include the scene points imaged by at least 2 cluster cameras directly in the optimization function for bundle adjustment.

### 4.2. Experiment 2

We also studied the performance of the algorithm with data modeling a real-world situation with reasonable dimensions. The scene consisted of 20 cameras surveying two simulated (opaque) structures. The cameras were placed randomly on an elliptical band around the "buildings'". The configuration of the setup is shown in Figure 4. Since the image plane is finite and the "buildings" are opaque, each camera sees only about $25 \%$ of the scene points. A total of 4000 scene points uniformly distributed along the walls of the buildings were captured by the 20 cameras and the imaged points were then perturbed by Gaussian random noise with a standard deviation of 1 pixel.

Figures 5 a and 5 b show the ground-truth configuration and the recovered configuration, respectively. The quality of the shape recovery is evident. Most of the cameras are


Figure 4. The field of view of each of the simulated cameras.
well-recovered; the average orientation error is 0.008 radians, while the relative focal length error is 0.015 . The mean error in estimation of camera positions, relative to the scene width, is $2.1 \%$, while the median error is $0.7 \%$. Two cameras (marked by circles in Figure 5b) are not calibrated due to failing the neighborhood sufficiency constraints, while another camera is particularly poorly calibrated (marked by a square in Figure 5b). We emphasize that the only data used to obtain this result were the positions of matching points in the images taken by the cameras.

## 5. Conclusions

We have demonstrated a distributed metric calibration algorithm whose results are comparable to centralized algorithms. Furthermore, the algorithm is asynchronous in

(a)

(b)

Figure 5. (a) Ground truth structure and camera positions (b) Recovered structure and camera positions. The two circles indicate cameras that are not calibrated and the square indicates a camera that is particularly poorly calibrated.
the sense that more than one node can process at a time, and there need be no ordering on the node processing.

Since the emphasis on this paper is on demonstrating the workability of the distributed calibration scheme, we have assumed ideal networking conditions. While such assumptions do simplify the simulations, they do not change the overall approach in more complicated cases. Analysis of the associated communication issues under varying conditions and topologies (e.g. using a network simulator) is
the next logical step towards developing a more realistic model of the distributed network. Eventually, we plan to build wireless camera nodes to test the performance of our algorithms in real situations.

As mentioned above, we plan to generate the vision graph automatically based on invariant feature matching. We are currently working to develop more principled versions of the frame alignment process based on the underlying probability densities of the estimated camera parame-
ters.
Finally, we note that distributed camera calibration is only the first step towards additional distributed computer vision algorithms, such as view synthesis or image-based query and routing.
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[^1]:    ${ }^{1}$ Aspect ratio, center of projection and image skew can be easily incorporated into the $K$ matrix and the following algorithm. Lens distortion may also be a factor in real camera networks, but this distortion does not need to be estimated with reference to other cameras.

