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Abstract—Equipping wireless nodes with multiple radios can
significantly increase the capacity of wireless networks, Y
making these radios simultaneously transmit over multiplenon-
overlapping channels. However, due to the limited number of
radios and available orthogonal channels, designing effient
channel assignment and scheduling algorithms in such netwis
is a major challenge. In this paper, we present provably-
good distributed algorithms for simultaneous channel all@ation
of individual links and packet-scheduling, in Software-Ddined
Radio (SDR) wireless networks. Our distributed algorithms are
very simple to implement, and do not require any coordinatio
even among neighboring nodes. A novebccess hash function
or random oracle methodology is one of the key drivers of our
results. With this access hash function, each radio can know
the transmitters’ decisions for links in its interference st for
each time slot without introducing any extra communication
overhead between them. Further, by utilizing the inductive-
scheduling technique, each radio can also backoff appropriately
to avoid collisions. Extensive simulations demonstrate tt our
bounds are valid in practice.

I. INTRODUCTION

i.e, the maximum rate at which packets can be sent from
the sources to their corresponding destinatibria?an SDR
network, a node could have multiple radios, each of which
can transmit or receive on multiple channels (called fregye
bands in SDR terminology). Wireless interference places co
straints on which pairs of radios can communicate simuitane
ously on the same channel. Thus, the throughput optimizatio
presented above decomposes into the following sub-prablem
(i) determining the end-to-end throughput achieved by
connectioni; (ii) choosing routes for eaclis,, ¢;) pair; and
(iii) determining which pairs of radios would communicate
at each time step and on which channels. Thus we have a
cross-layer optimization problem involving constraintenh

the transport (end-to-end rate control), routing, and MAC
(channel allocation and link scheduling) layers.

Our central focus is the design and analysis of channel
assignment & scheduling strategies. Given an SDR network,
consider theutilization matrix X whose rows correspond to
ordered pairs of radios in the network, columns correspond

Significant advances in wireless technology have resultedto channels, and each entry &f specifies thefraction of

cheaper, reliable and adaptive wireless devices. Whileless

the timethe corresponding pair of radios communicate in the

networks are much easier to deploy in comparison with wirassociated channel. The set of utilization matrices aabiev
line networks, the phenomenon of wireless interferencepody any channel allocation and link-scheduling scheme is the
a major challenge in the task of operating a wireless netwockpacity regionof the SDR network. A channel allocation
close to its optimal throughput capacity. One of the techesy and scheduling schem#é is a-competitiveiif for any X in the
used to improve the performance of wireless networks is tapacity region,A can achieve (component-wisé)}fraction
design multi-channel multi-radio (MCMR) networks in whichof X. It is well-known that thisa: essentially determines the
each node is equipped with multiple radios that can operate gerformance ratio of a solution to the overall throughput-

multiple (non-overlapping) channels. Additionally, rated-
vances in radio technology have led to the desigBaftware-

optimization problem [1]. In fact, as shown in [8], it is
also possible to convert an-competitive distributed chan-

Defined Radios (SDRJ18], in which packet transmissionsnel allocation and scheduling scheme into @tompetitive

on a radio can be switched from one channel to anothdistributed strategy for the cross-layer optimization lpjem
dynamically. While these advances have led to an increasgng distributed flow mechanisms [5], [2]. Motivated by
in network capacity, they also introduce a host of difficuthese observations, we present near-optimal and provably-
algorithmic challenges, as nodes need to dynamically magempetitive distributed schemes for joint channel allmrat
decisions at a per-packet level about which radios and whiahd scheduling in SDR wireless networks.

channels they will employ for communication at any time.
In this work, we deal with a fundamental algorithmic issue
that arises in such networks. The problem we address is %h

following: given a network formed by a set of nod¥s and
a collection of source-destination paifs;,t1),. .., (Sk,tk),

A. Our Contributions

Our first contribution isPLDS, a Purely Localized Dis-
n%uted Scheme for joint channel assignment and link sghed

10ur algorithms solve the general problem of maximiziEg:iUi(ri),

what is the maximum throughput capacity of the systemherer; is the throughput for connectiohand U; is any concave function.



ing; we prove that it is(A + 2) - e-competitive ¢ denotes of their time insleepmode and only need to wake up during
the base of natural logarithms). Her®, is the independence (locally) pre-computed time slots for communication, wiitie
number of the network which is defined as the maximunguarantee of no loss due to collisions.

number of links that interfere with a given link and which To the best of our knowledg®L DS and CFDS are the first
can transmit simultaneously without mutual interfereridd@s purely local-control distributed algorithms for joint aizel
parameter is of importance since, for several interferemod- assignment and scheduling in SDR networks, which do not
els, this parameter can be upper bounded Hlfixed constant require any signaling amongst nodes for individual (per-
independent of the network [1], [11]. The key innovatiopacket) transmissions. A salient aspect of our work is that
behind PLDS is the notion of anaccess hash functiora the competitive factors we derive for all our schemes are
binary function that is parameterized by (i) an ordered pamdependent of the topological properties of the netwoidhsu

of radios; (ii) a channel; and (iii) the index of the curreimi¢ as size, degree, the number of radios available at a node,
slot. The binary outcome of this function (probabilistlgal and the number of channels available at a radio; instead,
determines whether or not the pair of radios will commurgcathey are fixed constants that depend only upon the specific
over the channel during this time slot. A unigue propertnterference model we assume. Variations in the physical-
of the access hash function is that it carefully introducdayer transmission technologies and link-layer scheme® ha
dependencies in the random choices made by the end-pometsulted in a large variety of interference models beindistli

of a link with the aim of increasing their probability ofin the literature. Our work presents a unified framework for
choosing the same channel, whgnultaneouslyninimizing SDR throughput optimization across these broad spectrum of
the probability of other conflicting radios choosing the saninterference models.

channel. Access hash functions may be viewed as a nonktrivia

generalization of random-access scheduling for SDR nédsyor Il. BACKGROUND

here, a stochastic process not only arbitrates the accessea. Network model

the wireless medium over time, but also yields the channel

assignment. In order to app_reci_ate its sigpificance, censicho] and model the wireless network as directed graph
the following natural generalization gfpersistent MAC for G = (V, E), whereV" denotes the set of nodes in the network
slotted ALOHA, a well-studied random-access protocol fog .

We use the disk-graph model for the physical layer [1],

dth icat this ch [ with defi Wi&: a collection of radios denoted b§adios(v); each radio
and then communicates on this channel with some pre-de 'npe associated with a collection of non-interfering chasnel
probab|I|t)_/._UnI|ke_ PLDS’ th's pro_tocql can be show_n to haVedenoted byChannels(p). We assume that radios can dynam-
a g)mpetltlvedrano ;N_E'Cth IS ‘T’g:'ggmy f‘ér ‘;IFOT” olr;tlmalb_ ically switch their channels by using SDR technology. Ualik
ur-second contribution | » @ LOMISIoN-Free LIS 41,0 sual model of MCMR networks where the entire system

mbtﬁeg lScherr}TDLvl\:l)fgchl combl_?r]esththg gcciss-haﬁhdflflnct 4% a fixed collection of common channels, we make the more
methodology o along wi € Inductive-schedu Inggeneral assumption that each radio has its own collection of

techniques of Kumaet al. [10]. CFDS achieves a competitive channels. As mentioned above, for a successful transmissio

ratio .Of ()\+2_)-e,_and as its name indipates, itis coIIision—fre?o occur on a link¢, the transmitting and receiving radios of
(i.e., interfering links never transmit simultaneouslithaugh ¢ need to use the ’same channel

channel assignment and scheduling decisions are made Ror simplicity, we assume that all the radios at a node

a cot:npleftetlﬁ/ d|sttr|butked rl”]r)arr]]r!er.d F:fre(’jls tht?] |nduct|ye transmit at the same power level, and there is an ddge)
numoerol the network which 1S detined as the MaxXimuig ,qe ,, can be reached by a transmission from nadat

nu?bir_ ?‘f Iargter I|nI_<ts Wh'fth mterftlere \_/tvr;th f‘ gl\:enl I_|ntk this power level. We will assume a synchronous model of time:
and which can transmit simuttaneousty without mutual i€ o i< gjvided into equi-sized slots that are indeged!, 2, . . ..

Iﬁrencde (Weddefine thisggmfally i§1|II-C). AIS in tr;e case ?f We note that this is a common assumption of almost all
the Independence NUMDE, 1or a farge class of geometricy, existing works for time-slotted scheduling algorithfil
interference models, the inductive degree of a networkss al 8], [20]. We assume that the channel switching latency is
uppter bloundefd tﬁy axis cinsltantgmdel%endlelnt o;otheT.;lz egligible compared with the duration of a time slot. An (edg

Er tOEO o9y OI '?h ne forl_ [k]’ [h]’d[l' ] .[. ]’I [ h]. Iechannel)-pai(w,zp) has a capacity afap(w, ¢) bits/slot. This

est known algornithms for fink scheduling BINgle-channel ;¢ o maximum number of bits that can be transmitted across
single-radio (SCSR) wireless networks essentially achieve (.?dgew on channet) in a single time slot. I is nota channel

cofr]npeut!vethrattl_? ofA [10], [11], [2,[0]' 'Il'hgt_c?tcht_m tht'is that is available at both the end-points of edgethen we
sch_err]ne 'Sh l?‘k' presuppps?s apro 0(|:o m: |a|;? 'oﬁ.p B assume w.l.0.g. thatap(w, 1) is zero (since transmitting on
which each link communicates a single value (its utiliza}io channely is not an option for edge).

to other links which interfere with it. Despite this overdea .

we believe that the collision-free property 6FDS renders B Interference in SCSR Networks
it particularly attractive for energy-starved scenariastsas  We first describe our interference models in the context of
sensor networks. I€FDS, nodes can spend a large fractiotBCSR networks and extend them§h-D to SDR networks.



We will consider edge-conflict-based interference modefrmally, given:-, let I. (w) denote the set of links that are
which specify interference as a binary relation betweemspagreater-thanv but interfere withw. Then,

of edges inG. An interference model specifies, for each edge def

w € E, a subset of edgeB(w) C E\ {w}. A transmission MG) = max JCIL () : FGrin)ed o ((Grstin)AG2EI(1)) /]

on edgew during some time slot is successful if and only _. _ -

if no other edges in the sdt{w) are active during the same G|ye_n an mterference_model andiaite constanta, we say
slot. In a single-radio network, each node can be involved EE_"“ 1tis A-independent ',f f_oanynetworkG = (V. B), u_nder
at most one transmission during any time slot. Hence, we will'S mterfe_rence m_odeGs independence ”.”.mbe*(G) IS at
assume w.l.o.g. that all edges other tharthat are incident mostA. lee.n an .|nterfe_ren.ce mode] andiaite constant,
on the end-points ofy belong tol (w). In reality, whether two we say t.hat. it is\-inductive if for any netV\_/orkG = (V. B), .
edges in a network interfere or not is determined essemtiallﬂnder t’h|s_ interference mode_l, ther_e exists a total orderin
by their relative locations in space and physical laws ofdad>_Of G's _Ilnk_s such that the !nducnon num_ber GI under
propagation. Hence, we will lay special focus geometric this ordering is at mosA. In this case, we will also call the

interference models that lay down geometric conditionseunaor(:f”ng} :;\ t.h((ejgreiater-thanorderlc;g 01; edgﬁ.lsegrEGwhmZ
which one link interferes with another. Thus, an interfeen achieves thek-induction property. Clearly, whileA(G) an

model is not defined w.r.t. a specific network, but is a sé‘t(G) are pro_perties ofagive_n netwofk_ the A-independence
of rules for determining conflicting link-pairs in any netiko and M-induction are properties of an interference model and

Several geometric interference models have been studieof‘[ﬁ'?dE“pept:dermgJ the S'tzﬁ :)Ihthe net_work atndf th netv;ork
the literature due to variations in the physical layer haw opology. AISO, observe that the requirement of indepeneen

of wireless networks as well as differences in physical "ayésr?trﬁr!gzrtha(;l the r(ljo'uct)r_] of llndu;tpn(; arl_mtelrferenge TOdel
transmission technologies. In all the models below, theeso Ich IS A-Independent IS always-inductive. in particuiar,

are assumed to be embedded in a two-dimensional plane. E%Wvorks with n0(_1es of heterogeneous (transmission) sange
nodeu has a transmission rangg. (u). A necessary condition can have much higher values 4f than A.
for edgew = (u7 ’U) c F to be present is that nodeis within Remark: using A and \. The Uti“ty of A and\ owes to the
a distance ofr,, (u) from u. We consider seven models: (afact that several geometric interference models considire
Node-exclusive model [13]; (b) Non-uniform RTS-CTS modehe literature have constant induction or constant indepece
[9], [20]; (c) Uniform RTS-CTS model with parameter[1]; humber [1], [9], [10], [11], [20]. For instance) is at most5
(d) Tx-model [10], [22]; (e) fPrIM model [20]; (f) Protocol for the Tx-model, at most, 8 and 12 for the Tx-Rx model
model [6], [10]; and (g)K-hop model [17]. with parameters, 2, and2.5 [1], [9], [10], [11], [20]. Also, the

In all of these models, if two edges; = (u1,v;) and corresponding ordering of the edges is usually a geometric
wy = (uy,v2) share a common end-point, then they are in tffgnction: e.g., descending order of the sum of the transariss
interference sets of each other: a node can be involved infaglii of the two end-points of the edge [9].
most one transm_ission on any I.ink during a time sI(_Jt. As i5 |nterference and Scheduling in SDR Networks
standard convention [15], we defiig.; (w- ) to be the primary
interference set ofv;, which contains all other edges, that
share an end-point with edge,. We also defind..(w;) =
I(w1) \ Ipri(w1) to be the secondary interference setugf
this contains all edges which interfere with without sharing
any end-point withw; .

It is convenient to employ the notion of anduced radio
network in order to extend our interference models to SDR
networks. Given a networki = (V, E), the induced radio
networkG = (V, £) is defined as follows. The set of nodes in
V is the set of allradios which belong to the nodes df. If

o radiop € V belongs to the node € V, then we say that node
C. Independence and Induction in SCSR networks u is the parent of radig. A link ¢ = (p, ) lies in £ if and

We now define the key notions d@-independencend \- only if: (i) the two radiosp andp’ have at least one channel in
inductionfor SCSR networks; we then extend thenihD to  COmmon in their channel sets; and (ii) the edge- (u,v) <
SDR networks. Given a network = (V, E) and an associated £ €Xists, where. is the parent op andw is the parent Obz-
interference model, we say that the independence numisgr of? this case, we will say that edge is the parent of link’.
is A(G) if A(G) is the maximum number of links that are inN€ capacitycap((, ¢)) of a link £ € £ when it transmits on

the interference set of some specific link but are mutually channek), is equal tocap(w, 1)), wherew is the parent edge
interference-free amongst themselves: of £. We now describe a natural extension of our interference

models to an induced radio network. If an end-point of ltak
A(G) def hax max |J|. is the same as an end-point of lidk (i.e., they have a radio
weE JCI(w) : F(jr.j2)ed s-t. ((1772)A(G2€1(1))) in common), then they belong to the primary interference set

GivenG = (V, E) and an interference model, the inductiorP! each other. For a_fixed Iin!&_t we Igth‘(ﬁ) denote the set
number ofGr is A(G) if there exists a total ordering of the of all links that are in the primary interference s_et/ofLet
links such that\(G) is the maximum number (taken over alfdgesw; € E andw, € E denote the parents of links and

”nks) of links that are (')> w, and (ii) in the interference set of 2We will use the termsmiodesand edgesin the context of the parent graph
link w, but are mutually interference-free amongst themselves. andradios andlinks for G.



Notation | Meaning

£s; if the end-points ofw; andw, have a node in common,

then¢; and/, belong to the secondary interference sets of each £ Iri?]dk'o
other. Further, ifw, is in the secondary interference setuof, T the set of inks
then /s is in the secondary interference setf (and vice- Y channel _
versa). We letSec(¢) denote the set of links in the secondary ;’ tshc‘; :(it”gf all available channels
mterfgrence set of linkl. The interfering Ilnks_that share_a X Utilization matrix
node in common are called Type | secondary interfering links G directed graph (network)
and the other secondary interfering links are called Type Il i !”guceddfadio nerwobfk
secondary interfering links. Analogous to the parent netwo A((GG)) T o
if two links ¢, and/, in the induced radio network interfere 1(e) the interference set of edge
with each other, then they cannot both transmit succegsfull Pri(f) the primary interference set of fink
at the same time slatsing the same channel Sec(?) the secondary interference set of lidk
Inducti d ind d in SDR ks‘We sh H access-hash function
nduction and indepen ence_ In networks:We show n parameter of protocol interference model
how to export these two notions from the parent network to q parameter of fPriM interference model
the induced radio network, i Ill. Table |

Given an induced radio netwoik = (V, £), a scheduleS NOTATION USED IN THIS PAPER

describes the specific times at which data is moved over the

links of the network, and the channel-assignment deCiSioﬂﬁnductive a parent network — (V, E), its induced radio
made for each Imk_durmg_ each qf Its transmissions. L] tworkG = (V, £), and the greater-than ordering of links in
Z(t.»)+ be a scheduling variable V_Vh'Ch is indexed by alinkz "1, Theorem 2, we work with an interference model that
channel palr(é,w)f 6}|nd time SIOt;‘ Z(e).t :d Lif “nli l s A-independent, and the networks and G. Due to space
transmits successfully at tinteon channety, andZ.y).c =0 jimitation, we omit the proof of Theorem 1 and 2 and refer
otherwise. A schedul& is an assignment of values to thqnterested readers to [7]

variablesZ ) ¢. _ Theorem 1:Consider a networlG = (V, E) which is A-

, Given an induced r_ad|0 neF\{vork and a COrreSpon?ir'lductive; letX be a utilization matrix which is defined on
ing schedule, we define theitilization value (¢, %Zf G. Matrix X can be stably scheduled only if the following
of each link-channel pair(¢,) as follows: z(¢,7)) = condition holdsv(, ) € £ x U:

.. > Zewy e .
liminf; ., =2=5——=. The utilizationz(¢,+) of the pair 0 0) + 0 o)+
(¢,%) is the fraction of the timeduring which link ¢ is 2(6:¥) Z 2(t:p) Z Z (£,

4 ev Priy (¢
successfully transmitting on channgin a schedule. Adtiliza- peniivl ewsepri-
tion matrix X specifies the required utilization for each link- + Z z(g,9) <A +2 (1)
channel pair in the network. The rows Xfcorrespond to the geSecy(6)

network links, while the columns correspond to channel& Th Theorem 2:Consider a networky = (V, E) which is A-
entry z(¢,) corresponding to row and columny> denotes independent; leX be a utilization matrix which is defined on

the required utilization for the link-channel pdit, /). This G. Matrix X can be stably scheduled only if the following
entry can be non-zero only if both the radios comprising ink condition holdsv(¢, ) € £ x ¥

havey as one of their common channel§.s stableiff there
exists a schedule which meets the utilization requirements )+ Y wlp)+ > Y a(fix)

for all link-channel pairs, as specified b¢. Note thatX is PET\{} X€EWV fePri(f)
determined by the routing protocols and that our scheduling + Z z(g,) < A+2 2)
algorithms assume that it is given in advance. lebe the geSec(t)

set of all available channels; Table | lists all of our nainti Theorem 1 (Theorem 2) essentially states that if the parent

network G is A-inductive (A-independent), then the induced
N _ radio network isA + 2-inductive (A + 2-independent). In
We now develop two necessary conditions that are satisfig®/ we will use the bounds yielded by Theorems 1 and 2

by any stable utilization matriX. Given a)-inductive model respectively to establish the performance of our schegulin
and a parent networ& = (V, E), we first extend its greater- gnqg channel-assignment algorithms.

than ordering- to its induced radio networlf = (V, &) as

follows. Given links¢; and (s, if parent(£y) > parent(fy), IV. DISTRIBUTED CHANNEL ASSIGNMENT AND

then we letl; = ¢5. Similarly, if parent(¢s) = parent(¢q), SCHEDULING

we let {5 > ¢;. However, if parent(¢1) = parent({s2), then We now present two distributed algorithms for channel
we break the tie betweefi and/, arbitrarily, and order them assignment and scheduling. The first needs only local infor-
in some fixed manner. DefinBri. (¢) as the set of links in mation but is not collision-free, and the second completely
Pri(¢) that are greater-tha#; define Sec. (¢) analogously. avoids collisions but needs to exchange interference akd li

In Theorem 1, we work under an interference model that gilization information during an initial setup phase.

IIl. NECESSARY CONDITIONS FOR SCHEDULING



A. Purely Localized Distributed Algorithm Algorithm 1 PURELY LOCALI ZED DI STRI BUTED
SCHEME ( PLDS) (Matrix X)
O_ur_ba5|c approach is as follows. During each slqt, eagfequire: Access hash functioff (¢, ¥, t) such that:
radio in the network chooseat random one of the links ) - .
incident on it. It also assigns a channel at random to this lin 7y 4 — J 1 With probability 1 — e—e(t) 3
. L . . . . ( Y, ) ith babili —e-z(4,7) ( )
If the radio is the transmitting end-point of the link, it imits 0 with probability e

on the chosen link on the chosen channel. Otherwise, it triﬂ%quire: Given a fixed triplet(¢,+,t), every invocation of
to receive data on the chosen link on the chosen channel. A H(L,4,1) yields the same résdlt

successful transmission occurs on the link-channel (@aip) Require: The random variable§H (¢, 1, t)} are independent
during slott, if both the receiving and transmitting end-points ;. £qor all links ¢ ¢ Lowt(p) U Lin(p) (ie., for all links

of £ choose link¢, and assign the same channeto ¢ at slot incident onp), and for ally € ¥, computeH (¢, 1), t)

t, as well asno transmissions are attempted during this slot on,. Randomly pick a pai(/, ) such thati (¢, t) = 1; if
other link-channel pairs that interfere witld, «). It is clear no such pair exists, sleep during time

that if all the radios were to make their choices in a compfete 5. |t the selected link Lout(p), then schedule an outgoing
uncoordinated manner, each attempted transmission in this {ansmission acrosson channel) at timet; else, if ¢ €
scheme will have an abysmally low probability of succeeding Lin(p), then tune to channeb and await an incoming
on the other hand, perfect coordination is undesirablecand/  {ansmission acrosson channely at time

expensive in a distributed setting. Our key innovation esuke
of an access-hash functionmhich is a parameterized binary

hash function that is used by all the nodes in the network, agﬁ]a” but positive: this slack is useful in proving staility a

which carefully introduces dependencies between the uariostﬁmdard Chernoff-Hoeffding large-deviations approadtich

randqm choices made by the nodes m_the network. Sulg omitted here for lack of space.
functions are also known aandom oraclesn cryptography. Theorem 3:Lete > 0 be an arbitrary constant. Consider an
Before we describe its use in our algorithm, we first dessribﬁ‘uduced radio networ — (V, £); let X be a utilization ma-

a few key pf"pe”ies of the function. _The ac_(_:ess-hash 1EunCtItrix which is defined org. Matrix X can be stably scheduled
H takes as input three parameters: (i) a linkii) a channel, by Algorithm 1 if

and (iii) the index of the current time slot An invocation of

H(,4,t) returns a valuel with probability 1 — e—¢=(t:¥), V), a(ty)+ > )+ Y. > x(f,x)
and a value0 with probability e=¢*(“%¥), Once the input pET\ {9} XEV fePri(e)
parameters tdd are fixed, the value returned by does not 1

change. For instance, given that(¢,,t) returnedl when + Z 2(g,9) < P (4)
invoked by radiop;, with probability 1, H(¢,,t) returns geSec(l)

valuel when invoked by another radjg. Finally, the random Proof: Let y(¢,v¢) denoted the expected utilization of

variables{ H (¢, ,t)} are independent of each other. Populahe pair (¢, ) in the schedule obtained BLDS: this is the
hashing techniques can be used to implenfémive use SHA- expected fraction of the time linK is successfullyactive on
1 in our simulations. channely. We now prove thatv(¢,v), y(£,v) > x(¢,1),
We are now ready to describe our distributed algorithmehich will suffice. Let A(¢,+,t) denote the event that link
During slott, a radiop computes the valuesl (¢,,t) for ¢ is successfully active on channglduring time-slott (i.e.,
all the links ¢ that are incident on itif., both outgoing and the pair (¢,¢) is chosen for transmission during slotbut
incoming links). It then randomly selects a péiri) such that no other interfering pair is chosen for transmission during
H(¢,%,t) = 1 (if no such pair existsy sleeps during time). Since the random process which occurs during every time
If ¢is an outgoing link, it transmits data acrassn channel slot is identical, it follows thaty(/,v) = PrlA(¢,¢,t)]
v during this slot. Otherwise, if is an incoming link, it tunes for an arbitrary fixedt. Let B(¢,,t) denote the following
to channely and awaits an incoming transmission from thevent: H(¢,¢,t) = 1 and Vp € ¥\ {4}, H({,p,t) = 0
transmitting end-point of, on channely during this slot. and v(f,x) € Pri(f) x ¥, H(f,x,t) = 0 and Vg €
The pseudo-code for the distributed algorithm is preseitedSec(f), H(g,¥,t) = 0. Clearly, event.A(/,+,t) occurs
Algorithm 1; the actions taken by this algorithm are by whenever3(¢,v,t) occurs. Sincey(¢,v) = PrlA({,,t)] >
a specific radio p at a specific time slot¢ - each radio Pr(B(¢,v,t)], we have:
executes this distributed glgorlthm d-u.rlng each tlmg slot () > PUH(C,t) = 1] Myeqn sy PrIH(E, p,t) = 0]
We now present a sufficient condition under which Algo- I ‘ Prif =0
rithm 1 is guaranteed to achieve the given link utilization (fooepricyxwPTH(f, x,t) = 0]
matrix X. The stability condition isasymptotic boundedness gesec(e)PriH(g,v,t) = 0]
of queue-sizeas in [13]. Theorem 3 basically shows that the / = since theH (-, -,-) are independent/
probapility of successful transmission on palr«) at any (1 _ e*e'”(fvw)) I E\P\{w}efe.z(l,p)
time ¢ is at leastz(¢,v). This theorem and Theorem 4, tech- ?
nically require an additional slack afthat can be arbitrarily H(f_,x)epn(e)X\pe‘e'm(f’X)



e-a(g.) Algorithm 2 COLLI SI ON- FREE DI STRI BUTED
SCHEME ( CFDS) (Matrix X)

Require: Each link communicates its utilization value to its

HgESec(Z)e_

1

> (1—emertt) eme (B ) (from (4))

= (1= efew(w)) L eem(b)—1 interfering links during the protocol initialization phas
Require: Access hash functiofl (¢,,t) defined in (3)
et > 2(0, ) Require: Given a fixed triplet(¢, 1, t), every invocation of

H(¢,4,t) yields the same result
The slacke is useful in proving stability, which we will show Require: The random variable$H (¢,v,t)} are independent

in the full version of this paper. m L Foralllinks ¢ € Loui(p)ULin(p), and for ally) € ¥,
. . . . computeH (£,v,¢)
B. Collision-free Distributed Scheduling Algorithm 2: Pick a pair(¢,v) such thatH (¢,1,t) = 1 using SHA-

PLDS (Algorithm 1) is very simple to implement: each 1, based on the value off(¢,,t) for all links ¢ €
radio can make its own transmission decision locally. Havev Lout(p) U Lin(p) and for allyy € ; if no such pair exists,
it does not guarantee that there are no collisions due to sleep during time
simultaneous transmissions of interfering links. By miilg  3: If the selected link¢ € L;,(p), then tune to channep
the inductive-scheduling technique of Kumeir al. [10], we and await an incoming transmission acrdssn channel
further improvePLDS and develop a collision-free distributed ¢ at time¢
scheme CFDS) which is presented in Algorithm 2PLDS  4: Else schedule an outgoing transmission acfoss chan-
cannot avoid collisions because in the second stepL&IS, nely at timet, if £ € £,,:(p) and there are no interfering
each radio makes its transmission decision randomly, witho  links with higher inductive order which also decide to
any coordination with other radios. To avoid collisionseth  schedule a transmission on changel
transmitter radiop of link ¢ needs to know the final trans-
mission decisions for the transmitter radios& interfering
links. In CFDS, each link exchanges its utilization value
with its interfering links during the protocol initializiain
phase. Therefore, the transmitter radio of liAkknows the
value of H(¢',v,t) for all ¢ € I(¢) based on their uti-
lization value z(¢',+). We also require that for all links

€ Lowt(p)JLin(p) (e, for all links incident onp), and V(¢ ¢ /
for all ¢ € U, after computingH (¢, 4, t), radio p will pick a (6), w(t9) + Z w(b:p)

Theorem 4:Let e > 0 be an arbitrary constant. Consider
an induced radio network = (V,£) and its greater-than
ordering> defined onZ; let X be a utilization matrix which
is defined ong. X can be stably scheduled by Algorithm 2 if:

pair (¢,%) such thatH (£,4,t) = 1 using SHA-1 as follows. PEV\{Y}

The input of SHA-1 isH(¢,4,t) for all links incident on +> 0> a(fx)

p and for ally € V. Suppose among these link-channel X€V fePri, (£)

pairs, there arex pairs W|th H(¢,4,t) = 1. The OL_Jtput of I Z 2(g,9) < 1 . )
SHA-1 is z and the maximal output of SHA-1 ig. Let geSom () e

k= [*<H1]. Radiop will choose thekth (1 < & < ) link-
channel pair withH (¢,4,¢) = 1. Note that for the selected V. IMPLICATIONS FORGEOMETRIC INTERFERENCE
link ¢, radio p can also know the final transmission decisions MODELS

for the transmitter radios of’s interfering links using the _ _ . _
same procedure, because liilkknows the utilization value Recall that the interference models which we introduced in

of its interfering links during the protoco| Setup_ Afteramp §“'B have bounded independence/induction. ThUS, Theorem 3
can make its proper transmission-decision using the imgasct Yields the following constant-factor performance guasast
scheduling technique as described in Algorithm 2. (recall some sample values far and A from § 1I-C):

Using inductive scheduling naively may not completely Corollary 5: Let ¢ > 0 be an arbitrary constant. Given any
avoid collision, due to theasymmetricnature of Type Il interference model that ig\-independent, AlgorithnPLDS
secondary interfering links (defined in Section 1I-D). Foyields a(A + 2) - (e + ¢)-competitive ratio for joint channel
example, suppose link; is in the secondary interference se@ssignment and link scheduling. Specifically, when therinte
of link ¢, but 45 is not in the secondary interference set oference model is the unifori'z — model, the Tx — Rz
¢1, and ¢, has higher order thafy. As a result,; does not model with parameters, 2, and 2.5, the K-hop model on
yield to ¢, becausé; is not in its interference set arfd does unit disk graphs, and thé{-hop model on(r, s)-civilized
not yield to¢; due to its higher order. Hence, collisions magraphs, algorithnPL DS yields a7 (e+¢)-factor,6(e+¢)-factor,
occur if both of them transmit. In this case, we forgeto 10(e + ¢)-factor, 14(e + €)-factor, 51(e + ¢)-factor, O(%z)-
backoff, no matter what its inductive order is (comparechwitfactor competitive ratio respectively, for end-to-endlityti
its Type Il secondary interfering links). Theorem 4 proddemaximization with multiple radios and multiple channels.

a sufficient condition for Algorithm 2 to achieve desiredklin  We omit the proof of this corollary here, but refer interelste
utilizations. Its proof is very similar to that of Theorem 3. readers to [10] for a similar proof.



Topology min | max | avg. B A
R-20 (0.5,1 x 10°) 0.03 | 0.3607 | 0.18 | 1.23 | 1.39

, . _— R-20 (1.0,1 x 10°) | 0.03 | 0.3677 | 0.18 | 1.20 | 1.22
In this section, we show the feasibility of the proposed g5 (1571 x 105) | 0.04 | 03516 | 022 | 1.10 | 1.27

distributed and localized scheduling algorithm and evalua R-50 (0.5,2 x 10°) | 0.03 | 0.3677 | 0.22 | 1.05 | 1.13
its performance through extensive simulations on random g-gg (i-ggx 182) 8-82 8-2222 8-% i-gg ﬁg
networks. A custom simulator developed @ is used for R-1oo((d.é,3xx 105)) 0.03 | 0.3514| 0.7 | 126 | 128
performance evaluation. There are two main goals of our Rg.100(1.0,3 x 105) | 0.02 | 0.3670 | 0.18 | 1.16 | 1.18
simulations: (1) study the feasibility of our randomizedal R-100 (1.5,3 x 10°) | 0.02 | 0.3650 | 0.20 | 1.22 | 1.23
rithm using SHA-1 as thaccess hash functipminder fPriM Table I

interference model [20]; and (2) compare the probability of SIMULATION RESULTS FOR FPRIM INTERFERENCE MODEL

eventsA(¢,y,t) and B(¢, 1, t) with z(¢,4) for all the link-

VI. SIMULATION RESULTS

channel pairs, under fPrIM interference model. Topology min | maz | avg. | B A
2,5,0952 x 10° | 0.05 | 0.3660 | 0.22 | 1.02 | 1.11
A. Network Settings and Simulation Setup 2,8,0952x10° | 0.05 | 0.3643| 0.23 | 1.01 | 113
3,5,0.963x 10° | 0.05 | 0.3604 | 0.22 | 1.02 | 1.09
We assume that each node has two radios as this is the 3.8,0.97.3 x 102 005 | 03651 0.21 | 1.02 | 1.09
- : 4,5,0.984 x 105 | 0.07 | 0.3531| 0.22 | 1.00 | 1.05
typical setting for most of current IEEE 802.11 mesh netw_ork 48 0984x105 | 005| 03660| 0.21 | 1.05 | 110
deployments. We a!so assume that th_erg are 3 available inde- 5 5 0995 x 105 | 0.04 | 03629 | 0.21 | 1.01 | 1.03
pendent channels in the system as it is the case for IEEE 5,8, 0.99,5x 10> | 0.04 | 0.3639| 0.21 | 1.04 | 1.10

802.11b/g networksi.e., channels 1, 6 and 11). Note that Table Il
under this setting, there are totally 24 available link ol SIMULATION RESULTS FORSDRNETWORKS WITH MORE RADIOS AND
pairs in the induced radio network for an ed@ev), i.e. CHANNELS.
4 links from nodeu to v and verse vice and each link can
operate on 3 different channels. For the random networks, ¥ dom seeds and report the result with the lowest worst case
randomly generate wireless nodes uniformly in a 5600  ratio for eventB(¢, v, t).
units region. The transmission range for each node is ralydom
chosen from the sef60, 80, 100, 120, 140 units. We B. Validation of the Developed Bounds
perform simulations on random networks with 20, 50 and Taple Il presents the simulation results for fPrIM interfer
100 nodes. Given a network, we first randomly generate gfice model. In this table, the first column shows the topology
utilization matriXX Wh|Ch Satisﬁes (4) fOI‘ a” Iink'Channel of simulated networks. R- stands for random network with
pairs and then run the simulation f@r time slots. To make n nodes. The first parameter in the parenthesigl_is'rhe
X more realistic, we randomly choose% of link-channel yajue of ¢ in fPrIM model determines the interference range
pairs inX and offer no traffic on them. Note that in practicegf each radio. Since in this model, nodes may have non-
X is essentially determined by routing algorithms and oyfniform transmission ranges and interference ranges, \ye on
scheduling algorithm does not rely on any particular raytinconduct performance evaluation on random networks with
algorithms. Therefore, here we use a randéror simplicity. 0.5 1 and 1.5. The link-channel pair idle probabilities for
The popular hash function SHA-1 is used as the accesandom networks with 20, 50 and 100 nodes are 0.9, 0.95 and
hash functionH in our current simulation. Suppose all thep.99, respectively. In one of our randomly generated neksvor
probabilities are well-approximated by rationals of thenfo with 100 nodes, there are still about 650 active link-channe
a/2°, where 2" is some large integer. Then, we choose Bairs even if the idle probability is 0.95. The results from
random subseR of sizeb from SHA-1's 160-bit output and Table Il demonstrate that our randomized scheduling alyori
compare the new integer formed by these bits iz with  works well under the fPriIM model. Note that we also run the
a = 2'(1 — e~*(“¥) to determine the value off (¢,¢,t) simulations on other random networks and for node-exatusiv
(i.e, ¢ < a meansH(/,v,t) = 1). In our simulation,R is interference model [13] and protocol interference modgl [6
pre-distributed to all nodes and we take- 40. [10] and got similar results which are omitted due to space
For the randomly generated utilization matix we report limitation. We refer interested readers to [7] for otherutes
the range (i.e, the min and max values) and average value¥able Il summarizes the simulation results for SDR net-
of the sum in the LHS of (4) for all the link-channel pairsworks with 2, 3, 4 and 5 radios and with 5 and 8 channels,
During the generation ok, we try to make the maximal sumrespectively. The results are for an example network with 10
as close tal /e as possible. The reason is that if the sums argdes, using fPrIM interference model+ 1.0). For the first
much smaller thari /e, which means the traffic loads are lowcolumn, its first parameter is the number of radios; the sgcon
and thus the contention probabilities are low, we do expgsirameter is the number of channels; the third parameteeis t
good performance of the proposed randomized algorithm. \Wercentage of idle link-channel pairs; and the last paranigt
report the worst case (minimal) ratios between the prolisil the number of time slots for each run of the simulation. The
of eventsB(¢, 4, t), A(4,%,t) and the utilization value(¢,+)  results from Table Il show that the worst case ratios betwee
for all the link-channel pairs, respectively. For each givethe probability of event3(¢,+,t) and the utilization value are
topology, we run the simulation three times with differenfarger than 1 for all these combinations of parameters.



the availability of a scheduling protocol such as IEEE 802.1
or maximal scheduling, and focus on channel assignment
under which the sub-network induced by each channel has
desirable properties; [12] assumes the availability ofanctel-
assignment protocol and proposes link-layer scheduling pr
tocols for MCMR networks. While this modular approach
has clear advantages, it is less desirable for throughpxt ma
imization: none of the above works analyze how close the
throughput region achievable by their schemes is, to theahct
region. From this perspective, the most relevant works aije [

0 ‘ ‘ ‘ ‘ ‘ ‘ [8], [13], which we survey next.

0 0001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 Alicherry, Bhatia and Li [1] study the joint channel assign-
Utlization ment and link scheduling problem under the uniform RTS-CTS
model with parameter; they proposed a centralized algorithm
under the assumption that the network is homogeneais:
each node has the same number of radiand each radio has
the same set of channels, and for a given link, each channel
has the same capacity. Fgrequal tol, 2 and2.5, they prove
that the throughput region yielded by their techniques is at
most a factor of%, 82 and 2% respectively (these are the
respective competitive factors for their scheme). In castir
our algorithmic results are derived under a generic model of
interference, and the performance guarantees we present ar

1 in terms of A and A, which are properties specific to a given

i h— interference model. Our algorithms and guarantees alsly app

‘ . CRDSy2w for arbitrary heterogeneous networks. Most significanilg,
0 0001 0002 - 0003 0004 0005 present two distributed schemes whose guarantees improve
collsion upon those of [1]; for the special-case of the uniform RTSSCT
model studied by [1], for values af equal tol, 2, and2.5
C. Comparison Between the Distributed Algorithms respectively, our distributed scheme yields competita@drs
of 6e, 10e, and14e respectivelyThese factors are independent
of any parameter determined by the network topology

Kodialam and Nandagopal [8] propose two centralized
euristics — a greedy heuristic, and a packing based hieurist
efé)r the joint channel allocation and scheduling probleneith
schemes are applicable to arbitrary link-conflict basedrint
ference models. However, they do not present any guarantees
v2 are two variances of th€FDS algorithm. For the first for the competitiveness qf their algor!thms. Indeed., it s
one, when radiop makes transmission decision for link possible to const_rugtafamny of geomet_nc network.topmsg
it only considers the decisions made by other transmitt\é'rhere the admissible throughput region Of. the|r schemes
radios of the links in¢’s primary interference set. For the?'© 2 factor off3(n) away fro_m t_he optimal joint channel

assignment and scheduling. Sincés the number of network

second oneyp will consider the transmitter radios of the d h it f thei h X bounded
links in ¢’'s primary and secondary interference set. ThedPU€S, the€ COMpeEttiveness ol their scheme IS unbounde

two variances obey the inductive-scheduling techniquetistr — even under geometric models of network interference. In

i.e., a link will schedule its transmission if there is no "nkscontrast, we present two distributed schemes with provably

with higher inductive order schedule their transmissiohs. good competitive guarantees; this translates to confaatu

we can see from Figure 1, compared with coordination Onﬁ?mpentlveness for several geometric models of interfege

among primary interfering links, the coordination amonghbo The work of Lin and Rasool [13] is most similar in spirit to

primary and secondary interfering links can improve theoratoH" results. _They present a d'St”bUte.d algorithm forn;oll .
of successful transmission. TH&EDS v2 algorithm cannot channel assignment and link scheduling whose competitive

completely avoid collisions which is shown in Figure 2. ratio is guaranteed to be _at mast+ 2, Whe,r,gA,,'S. the inde-
pendence number. In their scheme, each “link” in the network
VII. RELATED WORK AND CONCLUSION makes the channel assignment and scheduling decisions for
A large body of research decomposes cross-layer throughpath time sloby examining the instantaneous queue length of
maximization and treats channel assignment and link s¢hedie links in its interference set during the slot. We contivad,
ing in isolation The works [21], [4], [19], [16], [14] assume while the scheme of Lin and Rasool is amenable to distributed
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Figure 1. CDF for the ratio of successful transmissions for all thévac
link-channel pairs.

1

0.8 r

06}

CDF

04

02

Figure 2. CDF for the ratio of collisions for active link-channel pai

To compare the performance of tRe DS and CFDS algo-
rithms, Figure 1 and Figure 2 show the cumulative distriouti
function (CDF) for the ratio of successful transmissionsl ar]1
collisions for all the active link-channel pairs, respeely.
The results are for an example network with 100 nod
using fPrIM interference modelg(= 1.5). The number of
time slots for this simulation is 30,00@FDS v1 and CFDS



implementation, it is not fully distributed in its presemtrin. CNS-0626964, NSF HSD Grant SES-0729441, CDC Center
A “link” in a wireless network is a logical entityassigninga of Excellence in Public Health Informatics Grant 2506035-0
channel to a link implies that the sender of the link decid@¢lH-NIGMS MIDAS project 5 U01 GM070694-05, DTRA

to transmit on the channel, and the receiver simultaneousiNIMS Grant HDTRA1-07-C-0113 and NSF NeTS Grant
decides to listen on that channel. The packet queues for tBRS-0831633.
link are maintained only at the sending end-point of the.link

Thus, in order for the receiver to make channel assignment

and scheduling decisions based on queue sizes, the senléM- Alicherry, R. Bhatia, and L. E. Li. Joint channel assigent
. . . and routing for throughput optimization in multi-radio wiess mesh
and receiver for each network link need to exchange this envorks. InProceedings of MobiCom 200Fages 58-72, 2005.

information prior to each transmission. Exchanging queu€?] B. Awerbuch and R. Khandekar. Greedy distributed optation of
size information prior to each transmission is a significan& muiti-commodity flows. InProceedings of PODC2007.

. . . . ] R. Bruno, M. Conti, and E. Gregori. Optimal capacity opgprsistent
overhead; how this information exchange is performed and’ csma protocols. [EEE Commun. Lett7:139-141, 2003.

how this affects the competitive ratio are critical issuleatt [4] A. Brzezinski, G. Zussman, and E. Modiano. Enabling ritisted

i ilaitic i inei i throughput maximization in wireless mesh networks: a taning
"’.“e Ieft unadd.ressed In [13]' While I:[, I.S in pr|n_C|pI_e po:bSItD approach. InProceedings of MobiCom 200fages 26-37, 2006.
listen in on ne'thprS current state |r_1format|0n INeystep 5] N. Garg and J. Koenemann. Faster and simpler algorithonsiulti-
of the protocol, this poses challengé#st, the frequency at commodity flow and other fractional packing problems.Pioceedings
which a node broadcasts this information should be avadabl _ °f FOCS 1998pages 300-309, 1998.

. . o L 6] P. Gupta and P. R. Kumar. The capacity of wireless netaotEEE
at all of its neighbors, a necessary condition for which iatth ] Transgctions on Information Thewg(z):;{sg 404, 2000.

any pair of distance-2 nodes share a channel — a conditiofv] B. Han, V. S. A. Kumar, M. V. Marathe, S. Parthasarathyd #n Srini-

may not hold. Second, even if this condition holds, a node Vvasan. Distljibuted s_trategies for chann_el allocation afeduling in
. . . software-defined radio networks. Technical report, UnfvMaryland,
may have to listen simultaneously on many different channel 508 Available at http://hdl.handle.net/1903/8717.

to get its neighbors’ queue-state information, which mays] M. Kodialam and T. Nandagopal. Characterizing the cépaegion in

be infeasibleln contrast. observe that our protocol requires multi-radio multi-channel wireless mesh networks. Rroceedings of
' P d MobiCom 2005 pages 73-87, 2005.

e_ssentially no Sl:'Ch coordination after the in.itial diSO’QVEf [9] V. S.A.Kumar, M. V. Marathe, S. Parthasarathy, and AnBesan. End-
distance-two neighborhoods. The assumptions made in our to-end packet-scheduling in wireless ad-hoc networksProceedings

distributed algorithm come with far less overhead: the eng- ©f SODA 2004pages 1021-1030, 2004.
. 9 . . HO] V. S. A. Kumar, M. V. Marathe, S. Parthasarathy, and Ani8asan.
points of each link only need to know t@ng-term ratewhich Algorithmic aspects of capacity in wireless networks. Rroceedings

needs to be sustained by the link as opposed to instantaneousof SIGMETRICS 2005ages 133-144, 2005.

queue sizes. In our scheme, the end-points of a link malké! V- S- A. Kumar, M. V. Marathe, S. Parthasarathy, and Anasan.
. .. Provable algorithms for joint optimization of transpoduting and MAC
channel assignment decisions through the use of acceBs-has |ayers in wireless ad hoc networks. Rroceedings of Dial M-POMC

functions. This completely eliminates the need for infotiora 2007, 2007.

exchange on a per-transmission basis, and thus makes [l P- Kyasanur and N. H. Vaidya. Routing and link-layer tpools for
9 P multi-channel multi-interface ad hoc wireless networkSIGMOBILE

channel assignment and scheduling strategy truly distribu Mob. Comput. Commun. Ret0(1):31-43, 2006.

Thus. we have developed two novel provably-good (diél?’] X. Linand S. Rasool. A distributed joint channel-assigent, scheduling
" and routing algorithm for multi-channel ad-hoc wirelesgwaeks. In

tributed) algorithms for channel allocation and schedylim Proceedings of IEEE INFOCOM 20ppages 1118-1126, 2007.
SDR networks. In the firstRLDS), each radio makes its[14] K. N. Ramachandran, E. M. Belding-Royer, K. C. Almerotand

transmission decision purely Iocally and does not need to M. M. Buddhikot. Interference-aware channel assignmemirti-radio
h inf fi ith links in its interf 3 wireless mesh networks. IRroceedings of IEEE INFOCOM 2006
exchange any information with links in its interference 3dte pages 1-12, 2006.

second CFDS) is collision-free through the use of inductive[15] S. Ramanathan and E. L. Lloyd. Scheduling algorithms rfmiltinop

scheduling. Each radio only needs to exchange the utitizati  radio networks.IEEE-ACM Transactions on Networking (ToN)166-
177, 1993.

values between interfering I|nks_ during the prOtQCO| S_et_"{ﬁ?fi] A. Raniwala, K. Gopalan, and T.-C. Chiueh. Centralizelgannel
phase. After this phase, the radios can make their decisions assignment and routing algorithms for multi-channel veissl mesh

inf fi ith interferi link Si lati relt G. Sharma, R. R. Mazumdar, and N. B. Shroff. On the corifyleof
Information with intérfering liNks any more. simulatiorstets scheduling in wireless networks. IRroceedings of MobiCom 2006

show that our bounds are valid in practice and that the second pages 227-238, 2006.
distributed algorithm can enable smart backoff-decisitos [18] Y- Shiand T. Hou. Optimal power control for multi-hopfeare defined
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