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Disturbance Compensating Model Predictive Control
With Application to Ship Heading Control
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Abstract—To address the constraint violation and feasibility
issues of model predictive control (MPC) for ship heading control
in wave fields, a novel disturbance compensating MPC (DC-MPC)
algorithm has been proposed to satisfy the state constraints in
the presence of environmental disturbances. The capability of the
novel DC-MPC algorithm is first analyzed. Then, the proposed
DC-MPC algorithm is applied to solve the ship heading control
problem, and its performance is compared with a modified MPC
controller, which considers the estimated disturbance in the opti-
mization directly. The simulation results show good performance
of the proposed controller in terms of reducing heading error
and satisfying yaw velocity and actuator saturation constraints.
The DC-MPC algorithm has the potential to be applied to other
motion control problems with environmental disturbances, such
as flight, automobile, and robotics control.

Index Terms—Disturbance estimation, model predictive control
(MPC), ship heading control, state constraints.

I. INTRODUCTION

S
HIP heading control, also known as course keeping, has

been a representative control problem for marine applica-

tions and has attracted considerable attention from the control

community (see [1] and [2], and references therein). The tra-

ditional ship heading controllers did not consider the inherent

physical limitations in the control inputs, namely, the rudder sat-

uration. More recently, given that the large yaw velocity can pro-

duce other motions (such as sway and roll) that can cause sea-

sickness and cargo damage, enforcing yaw velocity constraints

while maneuvering in seaways becomes an important design

consideration in surface vessel control. While typical nonlinear

control methodologies do not take these input and output con-

straints explicitly into account in the design process, the con-

straint enforcement is often achieved through numerical simu-

lations and trial-and-error tuning of the controller parameters.

Few other control methodologies, such as the model predictive

control (MPC) [3], [4] and reference governor [5], have a clear

advantage in addressing input and state constraints explicitly. In

[6], rudder saturation in the MPC controller for tracking control

of marine surface vessels is considered, and in [7], the roll re-

duction for the heading control problem using an MPC approach

is achieved. However, no state constraints, such as yaw rate and

roll angle, are explicitly considered in [7]. The path following
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with input (rudder) and state (roll) constraints is achieved via

MPC in [8].

MPC is a control technique, which embeds optimization

within feedback to deal with systems subject to constraints

on inputs and states [3], [4]. Using an explicit model, and

the current measured or estimated state as the initial state to

predict the future response of a plant, MPC determines the

control action by solving a finite-horizon open-loop optimal

control problem online at each sampling interval. Furthermore,

because of its natural appeal to multi-variable systems, MPC

can handle under-actuated or over-actuated problem gracefully

by combining all the objectives into a single objective function.

One of the primary reasons for the success of MPC in indus-

trial applications is its capability in enforcing various types of

constraints on the process [9]. However, it may happen at some

time steps that the constrained optimization problem the MPC

is attempting to solve becomes infeasible due to the presence of

model mismatches and/or disturbances. Namely, no solution can

be found that satisfies all constraints. As an example, wave dis-

turbances may cause infeasibility of standard MPC ship heading

controller.

To address the feasibility issues in MPC applications in the

presence of disturbance and model uncertainties, such as ship

heading control in wave fields, numerous studies on robust MPC

have been pursued, and the efforts have led to extensive publica-

tions in the literature ([3], [4], and [10], and references therein).

The typical robust MPC approaches often consider bounded dis-

turbances [11]–[15], assuming that they are confined to a com-

pact set and allowed to take values within the set. However, this

assumption ignores the knowledge of the disturbance dynamics

and may lead to conservative results when such knowledge is

available. Furthermore, these robust MPC algorithms are nor-

mally computationally intensive. Aiming to reduce the conser-

vativeness in and to reduce conservativeness. Inspired by [16],

this paper proposes a computationally efficient two-step algo-

rithm to handle disturbance by exploring the disturbance infor-

mation.

The contributions of this study lie in the following aspects.

1) A novel two-step disturbance compensating MPC (DC-

MPC) algorithm is proposed to achieve state constraint sat-

isfaction and successive feasibility for linear systems with

environmental disturbances. The theoretical proof is also

provided.

2) Compared to the standard MPC, the proposed MPC con-

troller is designed to achieve good system performance

with low additional computational effort by leveraging

“measurable” disturbances.

3) The proposed DC-MPC algorithm is successfully applied

to ship heading control in wave fields to satisfy the yaw

velocity constraints.

1063-6536/$26.00 © 2011 IEEE
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This paper is organized as follows. The problem statement is

given in Section II, and the DC-MPC algorithm is developed in

Section III. In Section IV, the DC-MPC algorithm is applied to

ship heading control with yaw velocity constraints, followed by

the conclusions in Section V.

II. PROBLEM STATEMENT

Consider a discrete-time linear time-invariant system with

disturbances

(1)

where is the system state, is the control, and

is an unknown disturbance taking values in the set .

and are system matrices assumed to be known.

The standard MPC considers the following optimization

problem

(2)

subject to

(3)

(4)

(5)

(6)

where , (3) is the nominal system dynamic

equation used to predict the future states, and (5) and (6) are

general state and input constraints, respectively, which are de-

fined by matrices , and ; the inequalities (5) and (6)

are satisfied element by element. and are the corresponding

weighting matrices that are used to shape the responses, is

the predictive horizon, and are the state

and control, respectively, steps ahead of the current time

and is the (measured or estimated) state at time .

If the optimization problem is feasible, then its cor-

responding optimal solution is denoted by

. Accordingly, the predicted op-

timal states are

. For the standard MPC approach, the control action for

the system (1) is chosen to be the first vector in the optimal se-

quence, i.e.,

(7)

With disturbances , even if the optimization problem

is feasible at time step , the feasibility of the MPC

optimization problem cannot be guaranteed at the next step

. More specifically, cannot be guaranteed with

the solution given by (7).

One goal of this paper is to ensure repeated feasibility of

problem . Namely, if is satisfied, we want

to guarantee that can be satisfied. The other

goal of the design is to make the response of the system in the

presence of disturbances as close as possible to the response

without disturbances, assuming that the performance without

disturbances reflects the design target when the MPC controller

is properly implemented. The latter design objective can be ex-

pressed as to force in the presence of

disturbance, which is not considered in the standard MPC de-

sign.

III. DISTURBANCE COMPENSATING MPC

The disturbances at time step , i.e., , can be

estimated by the following equation if the state and control are

measurable [16]:

(8)

When the sampling time is small and/or the disturbance

changes slowly with time, we can make the following assump-

tion.

Assumption 1: The disturbance at time step , i.e., , can

be estimated by

(9)

where and . Please note that can also capture

small model mismatch other than the disturbance variation be-

tween time step and .

Remark 1: If the sampling rate is very fast compared with the

disturbance changing rate, the disturbance variate will be very

small, and the bound on will be much tighter than that for

. One important consideration in selecting the sampling rate

of the MPC is the available computation recourses. Assump-

tion 1 is valid for applications, where computational resource

is not an issue and fast sampling can be implemented. For the

application studied in this paper, namely, ship heading control,

the sampling time can be chosen as fast as 0.5 s given a normal

computer (2 GHz CPU and 1024 MB RAM) with a satisfactory

80 step prediction horizon. Compared with the dominant period

of normal ocean waves (about 6–10 s), Assumption 1 holds for

ship heading control in wave fields.

With Assumption 1, a straightforward approach would be

to utilize the disturbance information directly in the optimiza-

tion problem. Specifically, the following optimization problem

is proposed by:

(10)

subject to

(11)

(12)

(13)

(14)

(15)

The first element of the optimal sequence of

is implemented as the control input to the system (1). This MPC
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scheme modifies the linear model by considering the next step

disturbance to predict the future states; thus, it will be refereed

as modified MPC (M-MPC) in the sequel.

Using the M-MPC scheme, the state constraints normally can

be satisfied. However, the system performance is not satisfac-

tory for the ship heading control. One can refer to the simula-

tion results summarized in Section IV. To improve the system

responses, the DC-MPC scheme is proposed to not only satisfy

the state constraints in the presence of disturbance, but also to re-

tain the performance level achieved by the system in calm water

(without disturbance). The design of the DC-MPC involves sev-

eral steps as described in the sequel.

Step 1: At time step , calculate the disturbance of

the previous time step using (8), and the measured values

of and .

Step 2: Calculate the disturbance compensation control

by solving the following low-dimension optimization problem

(16)

subject to

(17)

(18)

where with . Suppose the corresponding

optimal solution for is . In a special case

when , we have , which leads to the

standard MPC.

Step 3: Solve the optimization problem as fol-

lows:

(19)

subject to

(20)

(21)

(22)

(23)

(24)

We denote the solution of as

and the corresponding predicted

states as .

Step 4: Implement the following control to the system (1):

(25)

Proposition 1: If the optimization problems

and are both feasible, the state constraint satis-

faction, i.e., , can always be guaranteed if the

control law (25) is applied to the linear system (1).

Proof: If the optimization problems and

are feasible, we have that the corresponding op-

timal solution satisfy the following constraints:

(26)

(27)

(28)

From (28), it follows that , thus, the

input constraints are satisfied.

Applying the control (25) and Assumption 1, the state

is given by

(29)

Notice that inequalities (26) and (27) are already satisfied.

Adding each side of (26) and (27), we have

(30)

which, after rearranging the terms, leads to

(31)

Since , then

(32)

Therefore, the state constraints are satisfied.

Remark 2: The computational effort needed for the DC-MPC

scheme is similar to the standard MPC scheme. In addition

to the quadratic programming (QP) problem (which has the

same structure as for the standard MPC) solved in Step 3, the

DC-MPC scheme also solves an -dimensional optimization

problem in Step 2, where is the dimension of the control

input. Compared with the QP problem in Step 3, which has

a dimension of , such a low-dimension optimization

problem does not involve much additional computational cost.

As a result, the proposed DC-MPC scheme is much less com-

putationally involved than the robust MPC algorithm discussed

in [3], [4], and [10].

Remark 3: The minimization of the cost function in

sets the DC-MPC scheme different from

M-MPC scheme. In solving , we attempt to

make the response close to that without disturbance. Specif-

ically, if is satisfied, we have

, which means the states of the

system with disturbances is made to be almost the same as the

desired ones without disturbances.

Remark 4: The feasibility of is largely depen-

dent on the properties of matrix , which indicates the control

authority on the constrained states, and the magnitude of the dis-

turbance. If the disturbance is too large or is ill-conditioned,

the required compensation might exceed the input limits, which

results in infeasibility of . Only if the required
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Fig. 1. Definition of ship heading and rudder angle.

compensation satisfies the input constraints, the feasibility of

can be guaranteed. For the application of ship

heading control, where the rudder action has enough control

authority on the constrained state (yaw rate), the feasibility of

can be guaranteed if wave disturbance is not ex-

tremely large.

Remark 5: The assumption of the feasibility of

might not hold for some systems under certain

conditions. Particularly, if one of the constrained states is the

direct integral of other state, repeated feasibility cannot be

guaranteed even if the state constraints are satisfied initially.

For example, if there are position constraints for a dynamical

positioning system, the initial position of the ship in the feasible

region cannot guarantee the feasibility of .

Specifically, when the ship is on the boundary of the feasible

region, and the ship speed is large and pointing outside the

feasible region, might be infeasible. These

problems are inherent to most of the MPC applications, and

are not particular features of the proposed DC-MPC scheme.

The problem is often dealt with by defining the invariant set

and restraining the state within such a set.

IV. DC-MPC APPLICATION IN SHIP HEADING CONTROL

A. Introduction of Ship Heading Control

Ship heading control, or the so-called course keeping, is the

primary task of autopilots. The control objective of ship heading

control is to make

(33)

where is ship’s actual heading angle, and is the desired

ship heading angle, which is normally assumed to be constant

[1]. Notice , where is the yaw rate.

For the ship heading control design, the Nomoto model is

by far the most commonly employed one in the literature [2].

The Nomoto model considers 1 DOF ship dynamics, namely,

the yaw rate , and one control input, namely, the rudder angle

. The illustration of ship heading and rudder angle is shown in

Fig. 1. Please note the other degrees of freedom of the ship have

been neglected.

In this paper, the container ship S175 [1] is adopted as an

example. For S175, the corresponding 1 DoF linear dynamics

in continuous time are given by

(34)

where and

(35)

Given a specific sampling time , the plant (34) is easily trans-

formed into its discrete-time version of (1). For this application,

where s, the discrete-time system matrices are given

by

(36)

Normally, the rudder saturates due to the physical limit. Fur-

thermore, to avoid abrupt turns, which may induce undesirable

ship motion, a yaw rate limit is considered in the control design.

Therefore, the corresponding matrices and are given

by

(37)

For the ship control problem with yaw rate limit, the feasi-

bility of is guaranteed if the disturbance is not

too large because the rudder input has enough authority on yaw

rate, and is well conditioned. For

example, for a container ship S175 in a sea state 5 wave field, the

maximum value of is with sampling

time s. In this case, the maximum variation of the dis-

turbance can be determined as . Thus,

the constraints (17) and (18) for are easily sat-

isfied. The feasibility of can be guaranteed if the

yaw rate constraints are satisfied initially, since the yaw rate is

controlled directly by the input and is not the direct integral of

other states.

To illustrate the capability of DC-MPC, it is first implemented

on the linear model with sinusoidal and constant disturbances,

and the performance is compared with those of the standard and

M-MPC schemes. Then, the DC-MPC scheme is applied to the

original nonlinear system in wave fields for the performance

validation.

B. Simulation Results: Linear Model With Constant and

Sinusoidal Disturbances

Two disturbances are considered in this case. One is sinu-

soidal and the other is constant ,

which mimic the first-order and second-order wave disturbance

effects [17]. In this particular study, the rudder constraints are

and the yaw rate constraints are rad/s

(0.34 /s).

The standard MPC scheme is first studied by simulations,

with the results summarized in Fig. 2. In the simulations,
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Fig. 2. Standard MPC ship heading controller simulations with and without
disturbances.

s, , and . The param-

eters are chosen to achieve good performance in calm water.

Fig. 2 shows that although the standard MPC scheme achieves

good performance in calm water in terms of meeting constraints

and achieving desired heading, the performance of the standard

MPC in the presence of disturbances is not satisfactory. First,

the yaw constraint violations are observed with both constant

and sinusoidal disturbances. Second, a steady-state error exists

in the constant disturbance case, while heading angle oscilla-

tions are observed with the sinusoidal disturbance.

Remark 6: In the simulation to obtain the results shown in

Fig. 1, it occurred in many time steps that the optimization

problem of the standard MPC has no solution for the given state

constraints. At these time steps, the yaw rate constraints are tem-

porarily removed to avoid the breakdown of the MPC controller

so that the simulation can continue, and the hard constraint on

the input is imposed on the rudder.

The M-MPC and DC-MPC are also implemented with

different prediction horizons to study their performance with

constant and sinusoidal disturbances. The simulations of the

Fig. 3. Simulations of the M-MPC ship heading controller with constant dis-
turbances for different prediction horizons.

M-MPC are summarized in Figs. 3 and 4, while those of the

DC-MPC are shown in Figs. 5 and 6, for constant and sinusoidal

disturbances, respectively. In these simulations, the controller

parameters are kept the same as the standard MPC.

As shown in Figs. 3 and 4, although the yaw constraints are

successfully enforced by the M-MPC for all prediction hori-

zons, the heading angle tracking performance is not satisfac-

tory, particularly with those having short prediction horizons.

Longer prediction horizon results in better performance for both

constant and sinusoidal disturbances. However, the steady-state

error cannot be completely eliminated.

Figs. 5 and 6 show that the DC-MPC has the capability to

satisfy the state (yaw) constraints for all prediction horizons

with both constant and sinusoidal disturbances. Furthermore,

the DC-MPC scheme can eliminate the steady-state error

with the constant disturbance for all prediction horizons. It

also largely reduces the heading angle oscillations with the

sinusoidal disturbance compared with the standard MPC and

M-MPC cases. With longer prediction horizons, the DC-MPC

scheme achieves better performance in terms of faster heading

angle tracking and less heading angle oscillations.



262 IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY, VOL. 20, NO. 1, JANUARY 2012

Fig. 4. Simulations of the M-MPC ship heading controller with sinusoidal dis-
turbances for different prediction horizons.

For the case of constant disturbance in Fig. 5, the

rudder angle to compensate the disturbance is about 30 . This

result indicates that the maximum disturbance magnitude the

system (with a maximum 35 rudder angle) can handle to avoid

state constraint violation is about 0.0016.

The comparisons of the results of both M-MPC and DC-MPC

schemes with a sinusoidal disturbance are summarized in Fig. 7.

Fig. 7 shows that the DC-MPC has less heading angle oscil-

lations than the M-MPC. The amplitude of heading angle os-

cillations with the DC-MPC is around 0.2 , while that with

the M-MPC is around 0.9 . Furthermore, the capability of the

DC-MPC scheme to track the system response without distur-

bances is illustrated (also see Figs. 5 and 6), which is discussed

in Remark 3.

To quantitatively evaluate the controller performance, the

comparison of performance indices for the DC-MPC and

M-MPC under disturbances, both constant and sinusoidal,

is summarized in Table I. It is shown from Table I that the

DC-MPC scheme has better performance in terms of steady

Fig. 5. Simulations of the DC-MPC ship heading controller with constant dis-
turbances for different prediction horizons.

state and accumulated errors for all simulation conditions

considered.

The different approaches adopted by the M-MPC and

DC-MPC lead to the performance differences. The M-MPC

scheme minimizes the cost function based on the predictions

of the nominal system (considering only the disturbance in one

time step); thus, the mismatch of the nominal system and real

system results in the steady-state error (constant disturbance)

or state oscillations (sinusoidal disturbance). In contrast, the

DC-MPC scheme is trying to track the desired no-disturbance

performance (minimize the distance between the actual states

and the predicted optimal states without disturbance), which

results in steady-state error elimination and state oscillations

reduction. The DC-MPC algorithm has the potential to be

applied to other motion control problems with environmental

disturbances, such as flight, automobile. and robotics controls,

since in these,cases the system response without disturbances

is always designed to be desirable.
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Fig. 6. Simulations of the DC-MPC ship heading controller with sinusoidal
disturbances for different prediction horizons.

C. Simulation Results: Nonlinear System With Wave

Disturbances

To further validate its performance, the DC-MPC scheme is

evaluated and compared with M-MPC scheme on the numerical

test-bed developed in [17]. The wave-induced yaw moment is

predicted by linear seakeeping theory (first order) and empirical

equation (second order). The simulation results, compared with

the standard MPC without yaw constraints, are summarized in

Fig. 8. In the simulations, sea state 5 is used, and the initial ship

heading angle with respect to the wave heading angle is 0 . The

same sampling time and predictive horizon are used, namely,

s and . Fig. 8 shows that the DC-MPC

scheme successfully enforces the yaw rate constraints. The ini-

tial course-changing speed for the DC-MPC is slower than the

standard MPC without yaw constraints, while the final conver-

gence speeds for both cases are similar. However, the yaw ve-

locity constraint violations were observed in the M-MPC case.

Furthermore, it can be observed from Fig. 8 that the yaw angle

response of the DC-MPC is closer to the desired response (the

solid black line in yaw angle subplot) than the M-MPC case. As

discussed in Remark 2, the computational time for DC-MPC

Fig. 7. Comparisons of the standard MPC (without disturbance), M-MPC (with
disturbance), and DC-MPC (with disturbance) ship heading controller.

TABLE I
PERFORMANCE INDEX COMPARISONS OF DC-MPC AND M-MPC

and M-MPC schemes are very similar because the DC-MPC

scheme just requires to solve an additional 1-D optimization

problem in this case. Model mismatch is expected in the simula-

tions because the linear MPC algorithm is adopted for the non-

linear ship control. However, the simulation results show that

DC-MPC scheme has the robustness against such model mis-

match, although the theoretical analysis is not given.

Fig. 8 shows that the DC-MPC can satisfy the yaw constraints

in the course-changing stage. However, large rudder actions, for

compensating the wave disturbance, are observed in the course-
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Fig. 8. Simulations of DC-MPC scheme and M-MPC applied to the nonlinear
system in wave fields.

keeping stage. The rudder oscillations in the course-keeping

stage cause wear and tear of the steering gear, and thus, need

to be eliminated. Therefore, the DC-MPC should be modified

to eliminate the rudder oscillations when the vessel has already

approached the desired heading. In such circumstances, the yaw

velocity constraint violation is normally no longer a considera-

tion.

For this particular purpose, the disturbance compensating

control action (calculated in Step 2) is set to zero when the

heading error is less than 1 . The reason of choosing 1.0 rather

than smaller angle as a threshold is that the wave field is random,

and often, a large wave can push the ship to deviate from the

steady state more than 0.8 . If a very small degree threshold has

been chosen, the algorithm will switch back and forth between

DC-MPC and modified DC-MPC, which introduces additional

rudder oscillations. Furthermore, the value of used in Step 3

(penalty on the rudder angle) is increased, and the additional

penalty on rudder angle changing is introduced to avoid large

rudder actions. This approach is similar to the gain scheduling

adopted in [17]. In this case, and , where is

Fig. 9. Simulations of modified DC-MPC scheme applied to the nonlinear
system in wave fields.

the penalty on the rudder angle changing (these two parameters

are determined by extensive simulations). The comparison of

simulations of DC-MPC and modified DC-MPC is summarized

in Fig. 9. Fig. 9 shows that the modified DC-MPC not only sat-

isfies the yaw rate constraints, but also eliminates the excessive

rudder oscillations in the course-keeping stage. Please note that

a wave filter or observer can be also employed to reduce the

rudder oscillations. In such cases, the state constraints cannot

be explicitly imposed.

V. CONCLUSION

In this paper, the DC-MPC scheme was developed to com-

pensate for disturbances and to address infeasibility of the

optimization problem associated with MPC formulation. A

simple disturbance estimation and compensating method was

first introduced and discussed. Then, the theoretical anal-

ysis was performed to show that DC-MPC can satisfy state

constraints and achieve target performance under a given set

of assumptions. The DC-MPC scheme was applied to ship

heading control on a linear model, and compared with standard

and M-MPC. The simulations show that the DC-MPC can
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eliminate the drawbacks of standard MPC, thereby satisfying

the state constraints, eliminating the steady-state error, and

reducing the state and control oscillations. The simulation re-

sults also show that better performance are achieved by the use

of DC-MPC scheme over the M-MPC scheme. Furthermore,

the performance of DC-MPC scheme was validated by simu-

lations for the original nonlinear vessel model with nonlinear

and time-varying wave disturbances. In fact, comparing the

DC-MPC with a robust MPC in terms of conservativeness

would be of interest as the latter does not explore the specific

properties of the disturbance other than its robustness. We

intend to explore this direction in our future work for more

general class of systems.
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