
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 5, NO. 2, FEBRUARY 2006 283

Diversity through Coded Cooperation
Todd E. Hunter, Member, IEEE and Aria Nosratinia, Senior Member, IEEE

Abstract— Motivated by the recent works on the relay channel
and cooperative diversity, this letter introduces coded cooper-
ation, where cooperation is achieved through channel coding
methods instead of a direct relay or repetition. Each codeword
is partitioned into two subsets that are transmitted from the
user’s and partner’s antennas, respectively. Coded cooperation
achieves impressive gains compared to a non-cooperative system
while maintaining the same information rate, transmit power, and
bandwidth. We develop bounds on BER and FER and illustrate
the advantage of coded cooperation under a number of different
scenarios.

Index Terms— User cooperation, diversity, transmit diversity,
space-time coding.

I. INTRODUCTION

COOPERATION between pairs of wireless communi-
cation agents [1], [2], [3], [4] achieves diversity by

a signaling scheme that allows two single-antenna mobiles
(users) to send their information using both of their antennas.
The basic approach to the cooperation has been for a mobile to
“listen” to a partner’s transmission, and in a different time or
frequency slot to retransmit either an amplified version of the
received signal (amplify-and-forward) or a decoded version of
the received signal (decode-and-forward). An overview of past
work in this area is presented in [5].

This paper presents a user cooperation methodology called
coded cooperation, where cooperative signaling is integrated
with channel coding (first appeared in [6]). Due to the vagaries
of the publication process, the appearance of this paper has
been much delayed, to the extent that a derivative version of
this work [7] as well as a tutorial on the subject of coop-
eration [5] have already appeared in print. For supplemental
information and background, the interested reader is invited
to consult [5], [7].

Our system model consists of two users both transmitting
to a single destination. The channels between users (inter-
user channels) and from each user to the destination (up-
link channels) are mutually independent and subject to flat
Rayleigh fading. The users transmit on orthogonal channels
(e.g., TDMA, CDMA, or FDMA). The receivers have channel
state information, but the transmitters do not. The instanta-
neous received SNR for the channel between users i and j
is defined as γi,j(n). In this paper, we examine the cases
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where the channel gain is Rayleigh distributed, thus γi,j(n)
has exponential distribution with mean Γi,j = E [γi,j(n)]. The
quality of each channel in the sequel is represented by its
average SNR Γi,j .

II. CODED COOPERATION

In this section we briefly discuss the principles of coded
cooperation. The interested reader is also referred to [5], [7]
as well as [8], [9]. Assume that the baseline wireless system
uses a rate-R channel code. The idea of coded cooperation
is to use the same overall rate for coding and transmission
(thus no more system resources are used), however, the coded
symbols are re-arranged between the two users such that better
diversity is attained.

Specifically, assume each user has K information bits per
block, and N coded bits per block, so that R = K/N . We
divide the transmission of the N coded bits into two successive
time segments, which we call frames. Thus, each codeword
of length N is divided into two segments of lengths N1 and
N2, respectively, where N1 + N2 = N . In the first segment,
a sub-codeword of rate R1 = K/N1 is broadcast by the
user and is received, to varying degrees, by the base station
as well as the partner. Each user will thus receive a noisy
version of the coded message from its partner. If a user can
correctly decode a partner’s message, determined by the CRC
code in each frame, the user will compute and transmit the
N2 bits for the partner.1 If a user cannot correctly decode a
partner, N2 additional parity bits for the user’s own data will
be transmitted.

We should emphasize that each user always transmits a total
of N bits per source block over the two frames, and the users
only transmit in their own multiple access channels. Fig. 1
shows an implementation for a TDMA cooperative system.
FDMA and CDMA implementations can be analogously con-
structed.2

The coded cooperation framework is very flexible and can
be used with virtually any channel coding scenario. For ex-
ample, the overall code may be a block or convolutional code,
or a combination of both. The code bits for the two frames
may be partitioned through puncturing, product codes, or other
forms of concatenation. In this letter, we employ a simple
but effective implementation using rate-compatible punctured
convolutional (RCPC) codes [12]. See [7] for implementations
with turbo codes and space-time transmission.

1We define the level of cooperation as N2/N , the percentage of the total
bits per each source block that the user transmits for his partner.

2Note that many current CDMA systems are actually hybrid CDMA/FDMA
systems that use several uplink frequencies (see for example [10],[11]). Thus,
we can avoid the difficulties of simultaneous transmission and reception on
the same carrier, yet still preserve the advantages of CDMA, by having the
partners use different carriers.
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Fig. 1. Coded cooperation implementation for a system using TDMA.

The users act independently in the second frame, with no
knowledge of whether their own first frame was correctly
decoded. As a result, there are four possible cooperative cases
for the transmission of the second frame, illustrated in Fig. 2.
In Case 1, both users successfully decode each other, so
that they each transmit for their partner in the second frame,
resulting in the fully cooperative scenario. In Case 2, neither
user successfully decodes their partner’s first frame, and the
system reverts to the non-cooperative case for that pair of
source blocks. In Case 3, User 2 successfully decodes User 1,
but User 1 does not successfully decode User 2. Consequently,
neither user transmits the second set of code bits for User 2
in the second frame, but instead both transmit the second set
for User 1. These two independent copies of User 1’s bits are
optimally combined. Case 4 is identical to Case 3 with the
roles of User 1 and User 2 reversed.

Clearly the destination must know which of these four cases
has occurred in order to correctly decode the received bits.
Two methods have been proposed to address this issue [13].
In one method, the base station decodes according to the
assumption of Case 1, 2, 3, and 4 successively until CRCs
indicate successive decoding. Probabilistic analysis shows that
this results in negligible average increase in computational
complexity. In the second method, one additional bit is trans-
mitted by each user to indicate its state to the base station.

III. PAIRWISE ERROR PROBABILITY

The pairwise error probability is written as [14, (12.13)]

P (c → e|γ) = Q

⎛⎝√2
∑
n∈η

γ(n)

⎞⎠ (1)

where Q(x) denotes the Gaussian Q-function [15, (2-1-97)].
The instantaneous received SNR values are denoted by vector
γ. The transmitted codeword is c, the erroneously decoded
codeword is e, and the set η is the set of all n for which
c(n) �= e(n), thus |η| = d is the Hamming distance between
c and e. We assume a linear code where error probabilities
are independent of transmitted codeword, thus the conditional
PEP will be denoted simply by P (d|γ).

A. Coded Cooperation in Slow Fading

In slow fading the SNR is constant over a block, i.e.,
γi,0(n) = γi,0 for n = 1, . . . , N . For Case 1 (Fig. 2), when
both users successfully decode each other’s first frame, each
user’s coded bits are divided between the two user channels.
Thus for User 1 we rewrite (1) as

P (d|γ1,0, γ2,0) = Q
(√

2d1γ1,0 + 2d2γ2,0

)
(2)

Case 2Case 1

Case 4Case 3

User 1

User 2

User 1

User 2

User 1

User 2

User 1

User 2

User 2 bits

User 1 bits

User 1 bits

User 2 bits

User 1 bits

User 1 bits

User 2 bits

User 2 bits

Fig. 2. Four cooperative cases for second frame transmission based on the
first frame decoding results.

where d1 and d2 are the portions of the error event bits
transmitted through User 1’s and User 2’s channel respectively,
such that d1 + d2 = d.

To obtain the unconditional PEP we must average (2) over
the fading distributions

P (d) =
∫ ∞

0

∫ ∞

0

P (d|γ1,0, γ2,0)p(γ1,0)p(γ2,0)dγ1,0dγ2,0

(3)
where p(·) denotes a pdf. Using the alternate form of the Q-
function [16] and the well-known MGF function method [14],
we find, for Rayleigh fading

P (d) =
1
π

∫ π/2

0

(
1 +

d1Γ1,0

sin2 θ

)−1(
1 +

d2Γ2,0

sin2 θ

)−1

dθ. (4)

which can be bounded thus:

P (d) ≤ 1
2

(
1

1 + d1Γ1,0

)(
1

1 + d2Γ2,0

)
. (5)

For large SNR, the PEP is inversely proportional to the product
of the average SNR of the uplink channels. Thus, if d1 and d2

are both non-zero, full diversity order of two is achieved when
both partners successfully receive each other and cooperate.

For Case 3, where User 1 does not successfully decode
User 2, but User 2 successfully decodes User 1, both users
send the same additional parity bits for User 1 in the second
frame. These bits are optimally combined at the destination,
so that the conditional PEP (2) for User 1 becomes

P (d|γ1,0, γ2,0) = Q

(√
2d1γ1,0 + 2d2(γ1,0 + γ2,0)

)
= Q

(√
2dγ1,0 + 2d2γ2,0

)
(6)

and the unconditional PEP becomes (7).
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P (d) =
1
π

∫ π/2

0

(
1 +

dΓ1,0

sin2 θ

)−1(
1 +

d2Γ2,0

sin2 θ

)−1

dθ ≤ 1
2

(
1

1 + dΓ1,0

)(
1

1 + d2Γ2,0

)
(7)

Equation (7) illustrates that User 1 again achieves full
diversity order two for Case 3 (for d1 and d2 non-zero).

B. Coded Cooperation in Fast Fading

For fast fading, the fading coefficients are no longer constant
over the code word, but are i.i.d. across the coded bits. Thus,
for Case 1, we generalize (1) as

P (d|γ1,0,γ2,0) = Q

⎛⎝√2
∑
n∈η1

γ1,0(n) + 2
∑
n∈η2

γ2,0(n)

⎞⎠
(8)

where the set ηi is the portion of the d error event bits
transmitted through User i’s channel. The cardinalities of η1
and η2 are d1 and d2 respectively, where again d1 + d2 = d.

Averaging over the fading to obtain the unconditional PEP
now involves a d-fold integration, for which the techniques
of [14] again provide a tractable solution. After some manip-
ulation, we obtain for Rayleigh fading
P (d)

=
1
π

∫ π/2

0

[∏
n∈η1

(
1 +

Γ1,0

sin2 θ

)−1
][ ∏

n∈η2

(
1 +

Γ2,0

sin2 θ

)−1
]
dθ.

(9)
Applying our assumption that Γ1,0 and Γ2,0 are constant over
n results in (10).

Equation (10) shows that the diversity order for fast fading
is equal to the total Hamming weight d = d1 + d2. This is
also true for no cooperation. For statistically dissimilar uplink
channels (Γ1,0 �= Γ2,0), (10) indicates definite improvement
for the user with the lower uplink average SNR, which is
an important practical result. Intuitively we see that coded
cooperation does not provide additional diversity when the
average uplink SNR are equal.

For Case 3 the conditional PEP (8) for User 1 becomes (11)
and unconditional PEP becomes (12).

Equation (12) shows that User 1 does achieve improved
diversity (d+ d2 vs. d) for Case 3.

IV. BIT AND BLOCK ERROR RATE ANALYSIS

A. Cooperative Case Probabilities

The cooperative case probabilities are determined by the
BLER of the first frame transmission. The BLER for a
terminated convolutional code is bounded by [17, (12)], [18,
(11)]

Pblock(γ) ≤ 1 − (1 − PE(γ))B ≤ B · PE(γ) (13)

where B is the number of trellis branches in the code word,
and PE(γ) is the error event probability conditioned on γ, the
vector state of the channel. PE is bounded as [19, (4.3.51)]

PE(γ) ≤
∞∑

d=df

a(d)P (d|γ), (14)

where df is the code free distance and a(d) is the number of
error events of Hamming weight d.

We parameterize the four cases by Θ ∈ {1, 2, 3, 4} and we
can express the conditional probability for Case 1 (Θ = 1) in
(15) (bounds for the other cases are developed similarly).

To calculate end-to-end error probabilities, we need the
unconditional probability P (Θ):

P (Θ) =
∫

γ1,2

∫
γ2,1

P (Θ|γ1,2,γ2,1)p(γ1,2)p(γ2,1) dγ1,2dγ2,1.

(16)
For slow fading, vectors γ1,2 and γ2,1 reduce to scalars γ1,2

and γ2,1. For reciprocal inter-user channels, γ1,2 = γ2,1, and
P (Θ|γ1,2) is conditioned on a single variable, reducing (16)
to a single integral. For independent inter-user channels, the
unconditional first-frame BLER of the two users are indepen-
dent, and P (Θ) has form analogous to the first line of (15),
e.g., for Case 1,

P (Θ = 1) = (1 − Pblock,1) · (1 − Pblock,2). (17)

To obtain tight bounds in slow fading, we use the limit-
before-average technique from [17] with the appropriate con-
ditional (on fading) PEP to evaluate (16) and (17). For
example, for Case 1 with reciprocal inter-user channels we
have (18).

With independent inter-user channels, we compute the un-
conditional BLER for User i as (19) and apply the results
to (17). The unconditional probabilities for the other cases are
evaluated similarly. Note that (18) and (19) must be computed
numerically due to the minimization.

For fast fading, tightness of the bounds does not present
a difficulty and one can use the unconditional PEPs directly
without the need for limit-before-averaging.

B. End-to-End Error Analysis

The overall end-to-end unconditional BER is equal to the
average of the unconditional BER over the four possible
transmission scenarios discussed in Section IV-A as

Pb =
4∑
i=1

Pb(Θ)P (Θ = i) (20)

The end-to-end BLER has a similar expression.
The conditional BLER is given by (13)–(14), and the

conditional BER is bounded by [19, (4.4.8)]

Pb(γ,Θ) ≤ 1
kc

∞∑
d=df

c(d)P (d|γ,Θ) (21)

where c(d) is the number of information bit errors for code
words or error events with Hamming weight d, and kc is the
number of input bits for each branch of the code trellis.

We again use the limit-before-average technique [17] with
the appropriate conditional PEP expressions to obtain tight
bounds for slow fading. The unconditional BER and BLER
are shown in (22).
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P (d) =
1
π

∫ π/2

0

(
1 +

Γ1,0

sin2 θ

)−d1 (
1 +

Γ2,0

sin2 θ

)−d2
dθ ≤ 1

2

(
1

1 + Γ1,0

)d1 ( 1
1 + Γ2,0

)d2
(10)

P (d|γ1,0,γ2,0) = Q

⎛⎝√2
∑
n∈η1

γ1,0(n) + 2
∑
n∈η2

γ1,0(n) + 2
∑
n∈η2

γ2,0(n)

⎞⎠
= Q

⎛⎝√2
∑
n∈η

γ1,0(n) + 2
∑
n∈η2

γ2,0(n)

⎞⎠ (11)

P (d) =
1
π

∫ π/2

0

(
1 +

Γ1,0

sin2 θ

)−d(
1 +

Γ2,0

sin2 θ

)−d2
dθ ≤ 1

2

(
1

1 + Γ1,0

)d ( 1
1 + Γ2,0

)d2
(12)

P (Θ = 1|γ1,2,γ2,1) = (1 − Pblock,1(γ1,2))(1 − Pblock,2(γ2,1))
≥ (1 − PE,1(γ1,2))B(1 − PE,2(γ2,1))B

≥ (1 −B PE,1(γ1,2))(1 −B PE,2(γ2,1)) (15)

For fast fading, tight bounds are obtained using the un-
conditional (on fading) P (d|Θ) expression directly in the
summation (14) or (21), in lieu of computing (22) [17].
Applying these and the previous results to (20) gives tight
approximations for the end-to-end bit and block error proba-
bilities. (Although the case probabilities (Section IV-A) are not
all strictly upper bounds, i.e. (15) and (18), we can say that,
due to the tightness of the limit-before-average technique [17],
we obtain a tight approximation for (20). This is demonstrated
in the results shown in the following section.)

Whenever both users cooperate (Case 1) each user’s mes-
sage sees two independent fading paths and a diversity order
of two is achieved. When a user’s message does not benefit
from cooperation the diversity is one. Therefore, the overall
diversity order, interpreted as the slope of the error rate curve,
is the average of the diversities in the four cases, weighted
by the probabilities of the four cases. These probabilities are
determined by the inter-user channel conditions. At high inter-
user SNR, Case 1 is dominant and coded cooperation achieves
full diversity order of two.3 We note that in order to operate
at realistic SNR’s, some of our simulations are not in this
dominant mode, and for that reason some of the simulations
show diversity less than two.

V. PERFORMANCE EVALUATION

We implement coded cooperation using a family of RCPC
codes with memoryM = 4, puncturing period P = 8, and rate
1/4 mother code given by Hagenauer [12]. For slow fading,
we choose overall code rate R = 1/4. The source data block

3For any fixed set of probabilities, the errors of diversity order one will
eventually dominate at high enough uplink SNR (even though such SNR’s
may be unrealistic in practice). Strictly speaking, to achieve diversity order of
two, the ratio of the case probabilities in the asymptote must keep up with the
increased uplink SNR. Therefore to make the above statement more precise,
one more condition must be added. For example, one might say: “diversity
of two is achieved if a fixed uplink to inter-user SNR ratio is maintained in
the asymptote.”

0 2 4 6 8 10 12 14 16 18 20
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

Average Received SNR at Base Station (both users equal) (dB)

B
it
 E

rr
o

r 
P

ro
b

a
b

ili
ty

−−−−−−− 
_______ 

Simulation 

Truncated bound 

50% cooperation 

No cooperation
Perfect interuser channel
20dB interuser channel
10dB interuser channel
0dB interuser channel
2 Tx antennas (Alamouti’s scheme)

Fig. 3. Performance in slow Rayleigh fading with 50% cooperation, equal
uplink SNR, and reciprocal inter-user channels.

size is K = 128 bits. We computed via computer enumeration
the distance spectra a(d) and c(d), including the partitioning
of the Hamming weight d into d1 and d2. For the simulations,
we use a 16-bit CRC code with generator polynomial given
by coefficients 15935 (hexadecimal notation). For our analysis
we assume perfect error detection. Since all comparisons are
between systems with equal information rate K bits per source
block, and equal code rate R, we plot the BER versus the
channel SNR. Plotting BER versus the information bit SNR
yields identical results, with the x-axis values shifted by
10 logR dB. Also, for brevity we omit BLER results, which
can be found in [13].

Fig. 3 shows the BER for slow fading with reciprocal inter-
user channels of various qualities. The users have statistically
similar uplink channels (Γ1,0 = Γ2,0), and the level of
cooperation is 50%. Coded cooperation with a perfect inter-
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P (Θ = 1) ≥
∫ ∞

0

⎛⎝1 − min

⎡⎣1,
∞∑

d=df

a(d)P (d|γ1,2)

⎤⎦⎞⎠B

×
⎛⎝1 − min

⎡⎣1,
∞∑

d=df

a(d)P (d|γ1,2)

⎤⎦⎞⎠B

p(γ1,2) dγ1,2 (18)

Pblock,i ≤ 1 −
∫ ∞

0

⎛⎝1 − min

⎡⎣1,
∞∑

d=df

a(d)P (d|γi,j)
⎤⎦⎞⎠B

p(γi,j)dγi,j (19)

Pb(Θ) ≤
∫ ∞

0

∫ ∞

0

min

⎡⎣1
2
,

1
kc

∞∑
d=df

c(d)P (d|γ1,0, γ2,0,Θ)

⎤⎦ p(γ1,0)p(γ2,0)dγ1,0dγ2,0

Pblock(Θ) ≤ 1 −
∫ ∞

0

∫ ∞

0

⎛⎝1 − min

⎡⎣1,
∞∑

d=df

a(d)P (d|γ1,0, γ2,0,Θ)

⎤⎦⎞⎠B

· p(γ1,0)p(γ2,0)dγ1,0dγ2,0

(22)
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Fig. 4. Comparison of 50% and 25% cooperation in slow Rayleigh fading,
equal uplink SNR.

user channel performs virtually identical to a two-antenna
transmit diversity system that uses Alamouti signaling [20] and
a rate-1/4 outer code. This confirms that coded cooperation
does achieve full diversity. When the inter-user channel is not
ideal, the improvements brought about by cooperation are still
dramatic. For example, when the inter-user channel has 10dB
average SNR, the gain is about 9dB at BER=10−3. Coded
cooperation still achieves significant gain even when the inter-
user channel is much worse than the uplink channels, e.g., we
see a 2–3dB gain for an inter-user channel with average SNR
0dB over the range of 0–20dB average uplink SNR.

Fig. 4 compares the performance of coded cooperation
at 50% and 25%, for both a perfect inter-user channel and
one with average SNR of 10dB. The user uplink channels
again have equal average SNR. When the inter-user channel

0 2 4 6 8 10 12 14 16 18 20
10

−5

10
−4

10
−3

10
−2

10
−1

Average Received User 2 SNR (dB)

B
it
 E

rr
o
r 

P
ro

b
a
b
ili

ty

−−−−−−− 
_______ 

Simulation 

Truncated bound 

10dB interuser channel 

User 2 (no cooperation) 

User 1 (no cooperation) 

User 2 (cooperation) 

User 1 (cooperation) 

No cooperation
50% cooperation
25% cooperation

Fig. 5. Performance under asymmetric uplink conditions in slow Rayleigh
fading.

is perfect, both users always cooperate (we have Case 1
exclusively), and 50% cooperation yields better performance.
This is predicted by the PEP of (5), since we expect the
product d1 · d2 to be maximized for 50% cooperation (d1 and
d2 should be approximately equal). However, as the inter-user
channel becomes worse, the situation changes. Fig. 4 shows
that 25% cooperation becomes better than 50% cooperation
for the 10dB inter-user channel, by as much as 2dB for higher
uplink SNR. For poor inter-user channels, a stronger code in
the first frame is more important to the overall performance
than maximizing the product d1 · d2. This is a result of
averaging over the four cooperative cases.

In Fig. 5, we examine the performance of coded cooperation
when the users have statistically dissimilar uplink channels.
We fix the average uplink SNR for User 1 at 20dB, while
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Fig. 7. Comparison of coded cooperation with amplify-and-forward under
slow Rayleigh fading.

varying User 2’s average uplink SNR from 0dB to 20dB. The
inter-user channel has average SNR 10dB. Fig. 5 shows that
User 2, with the worse uplink channel, improves dramatically
with coded cooperation, exhibiting a gain of 11–13dB relative
to no cooperation. More interestingly however, User 1, with
the better uplink channel, also achieves a marked improvement
in performance by cooperating, a result that is not necessarily
intuitive. Thus, even a user with a very good uplink channel
has a strong motivation to cooperation in a slow-fading
environment.

In order to simplify the plots, we show in Figures 3 and 5
the analytical bounds truncated using only the first few terms
of the distance spectrum, which is sufficient for our purposes.
Because of this approximation, these bounds appear slightly
tighter than that of [17]. Using all of the terms gives tight
upper bounds with convergence behavior similar to [17].

Previous works on user cooperation ([1], [2], [3], [4]) gener-
ally assume that the channels between the users are reciprocal
for slow fading. This is justifiable in TDD (Time-Division
Duplex) channels, but not elsewhere. However, this is not a

major factor because, even if we assume fully independent
inter-user channels, the gains of coded cooperation can be
maintained via a judicious choice of cooperation level. Fig. 6
shows that for 25% cooperation, the results for reciprocal and
independent inter-user channels are well within 1dB of each
other. For more comprehensive results the reader is referred
to [13].

In i.i.d. fast fading, coded cooperation acts as a re-distributor
of network resources. In other words, coded cooperation will
improve the performance of the partner with the poor uplink
SNR at the expense of the partner with the better uplink SNR.
Since the network quality is often measured by the worst-
case performance, even in i.i.d. fading coded cooperation has
advantages to offer. In the interest of brevity we limit our
discussion of coded cooperation in fast fading and refer the
interested reader to [7].

Next, we wish to compare our method to the existing
cooperative methods. The one method that has been shown
to achieve full diversity is the Amplify-and-Forward proto-
col [3], [4]. We implement a coded version of the amplify-
and-forward protocol for a fair comparison. We use a rate-
1/2 convolutional code, resulting in an overall rate of 1/4,
since amplify-and-forward has repetition. The overall code
rate for coded cooperation is also R = 1/4. Fig. 7 shows
the comparison of simulated BER for slow Rayleigh fading
and equal uplink average SNR. Coded cooperation maintains
an edge of up to 1–2dB over amplify-and-forward, depending
on the uplink SNR. The level of cooperation that achieves the
best performance for coded cooperation varies between 50%
and 25%, depending on the channel conditions. The level of
cooperation for amplify-and-forward, of course, is inflexible
(set at 50%) since repetition is a core part of that protocol.

VI. CONCLUSIONS AND RELATED WORK

We propose a method where cooperation is integrated with
channel coding. Diversity is achieved by partitioning a user’s
code word into two parts. Each user receives the first codeword
partition from the partner, and upon successful decoding
(determined via a CRC code), transmits the second codeword
partition. The two partitions are thus received at the destination
through independent fading channels. This coded cooperation
framework may be implemented using block or convolutional
codes, and various methods of partitioning the code words
(puncturing, product codes, parallel and serial concatenation,
etc). We analyze the performance of this method, showing
impressive gains in slow Rayleigh fading, even when the inter-
user channel is much worse than the uplink channel.

In a subsequent work [7], we consider two extensions
to the coded cooperation framework. The first uses space-
time signaling concepts to improve the performance in fast
fading. The second extension involves implementing coded
cooperation using turbo codes. Although it has not been ex-
plicitly addressed, extension to multiple users can be achieved
in a straight forward manner by dividing the second frame
(cooperation frame) into multiple subframes. Also the code
rate of the system is completely flexible and can be optimized
by adjusting the size of the frames; this is an interesting subject
for future research.
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