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Abstract

Background: Drug label, or packaging insert play a significant role in all the operations from production through

drug distribution channels to the end consumer. Image of the label also called Display Panel or label could be used

to identify illegal, illicit, unapproved and potentially dangerous drugs. Due to the time-consuming process and high

labor cost of investigation, an artificial intelligence-based deep learning model is necessary for fast and accurate

identification of the drugs.

Methods: In addition to image-based identification technology, we take advantages of rich text information on the

pharmaceutical package insert of drug label images. In this study, we developed the Drug Label Identification

through Image and Text embedding model (DLI-IT) to model text-based patterns of historical data for detection of

suspicious drugs. In DLI-IT, we first trained a Connectionist Text Proposal Network (CTPN) to crop the raw image

into sub-images based on the text. The texts from the cropped sub-images are recognized independently through

the Tesseract OCR Engine and combined as one document for each raw image. Finally, we applied universal

sentence embedding to transform these documents into vectors and find the most similar reference images to the

test image through the cosine similarity.

Results: We trained the DLI-IT model on 1749 opioid and 2365 non-opioid drug label images. The model was then

tested on 300 external opioid drug label images, the result demonstrated our model achieves up-to 88% of the

precision in drug label identification, which outperforms previous image-based or text-based identification method

by up-to 35% improvement.

Conclusion: To conclude, by combining Image and Text embedding analysis under deep learning framework, our

DLI-IT approach achieved a competitive performance in advancing drug label identification.

Keywords: Deep learning, Pharmaceutical packaging, Neural network, Drug labeling, Opioid drug, Semantic

similarity, Similarity identification, Image recognition, Scene text detection, Daily-med
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Background

Motivation

Drug control and drug distribution play a significant role in

providing consumers and health professionals with the prod-

ucts that they need. Illegal, illicit, unapproved, counterfeit,

and potentially dangerous drugs can cause severe harm to

patients as well as the healthcare providers. The effectiveness

of the drug control system depends on adherence to policies

(broad, general statements of philosophy) and procedures

(detailed guidelines for implementing policy). The import-

ance of an up-to-date policy and procedure manual for drug

control can-not be overestimated [1]. However, the investiga-

tion process can take time, practically when rejecting a ques-

tionable drug product or supplier.

To accelerate the process of investigation, the institute

must establish and maintain an adequate record in the

reference dataset containing images provided by investi-

gators of previously rejected drugs. When a drug is

under suspension, it could be evaluated by retrieving

drug images from a historical reference dataset for the

most similar candidates. Admissibility would be pro-

vided to an investigator for determination without exam-

ination and investigation if at least one of the candidates

exactly matched the testing drug image. The goal of our

model is to accelerate the processing time by using rec-

ognized text for retrieval instead of traditional input

from a keyboard. Investigators would only need to take

an image of a drug’s pharmaceutical packaging and our

model would automatically extract text from the image

and return the most similar candidates from the histor-

ical reference dataset. Finally, the investigator could

make a quick decision for the necessity of investigation.

We obtained an internal image dataset of previously

rejected drugs, and developed image-based and text-

based methods to identify if two label images are for the

same drug. In current stage, only image and no other

extra information (such as meta-data documents) of the

rejected drugs would be involved for the analysis. Utiliz-

ing the rich text information from images for similarity

analysis, this paper answers three important questions:

First, how to detect and recognize text in images taken

by investigators? Second, how to retrieve the most simi-

lar candidates from a reference dataset? Third, does this

method have a better performance rate than the stand-

ard image similarity analysis? These questions will be an-

swered in the methodology and result sections of our

paper.

Related work

Image-based similarity analysis

Content-Based Image Retrieval System (CBIR) is a

method of retrieving an image based on the input image.

In CBIR, the content of an image is analyzed in terms of

attributes such as colors, shapes, and textures of the

image. Perceptual Hash (Phash) is mostly used for simi-

larity identification. Phash is a hashing function which

can be used in Crypto-hashing, Digital Watermarking,

and Digital Signal Processing. There are four types of

Phash algorithms currently in use: (1) DCT (Discrete

Cosine Transform) based Hash; (2) Marr-Hildreth Oper-

ator based Hash; (3) Radial Variance based Hash; (4)

Block Mean Value based Hash. In this paper, we

complete experiments using Average Perceptual Hashing

Algorithm, which is like Block Mean Value based Hash-

ing Algorithm [2] [3]. There are many drawbacks to only

relying on image-based similarity analysis, such as com-

putational pressure on the pixel-based comparison and

significant feature engineering prior to training. Add-

itionally, the result is more sensitive to environment

changes, different resolutions, non-uniform illumination,

and partial occlusion. For instance, a drug label with the

same text but a different background image would likely

result in a low similarity score using image-based simi-

larity analysis, but the text-based similarity score would

be higher, and the result would be more accurate.

Deep learning-based image retrieval methods

Recently, many image retrieval methods emerged with the

revolutionary of deep learning. Learning fine-grained

image similarity with deep ranking, the model employs

deep learning techniques to learn similarity metric directly

from images [4]. Deep image retrieval: Learning global

representations for image search is another method, which

could produce a global and compact fixed-length repre-

sentation for each image by aggregating many region-wise

descriptors [5]. But these methods are not applicable to

our case since our datasets are limited and we don’t have

sampled triplets (Q, A, B) for training. There is also

content-based image retrieval solution such as [6] pro-

posed, but it is difficult to apply in our project because of

our datasets are short of pairs of images for metric

learning.

Text detection and recognition

Two steps are necessary to extract the text from images:

text detection and text recognition. Since Optical Charac-

ter Recognition (OCR) engine is only suitable for recog-

nizing text from images with uniform backgrounds, we

added another step, Scene Text Detection and Recogni-

tion (STDR), before OCR engine. The cropped sub-

images with uniform backgrounds was then ready for

recognition with for OCR engine. In our experiments, the

popular deep neural network Connectionist Text Proposal

Network (CTPN) was trained and applied to detect text

from images. The architecture of CTPN network is dis-

played in Fig. 2b.

Traditional OCR engines can extract text from image;

however, these methods are only suitable for a unique
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and simple background. Images in our dataset have di-

verse backgrounds with a variety of text font and color.

OCR systems are widely used to convert images of

typed, handwritten, or printed text into machine-

encoded text. There are dozens of commercialized OCR

systems for text recognition, such as CIB OCR, ABBYY,

and Asprise OCR. In this paper, we utilize the Tesseract

OCR Engine from Google, which is an open source soft-

ware for various operating systems. Simplified architec-

ture of Tesseract is displayed in Fig. 2c. In 2006, it was

considered one of the most accurate open-source OCR

engines available [7]. It has been sourced by HP since

1985 and developed by Google since 2006. It is trained

by typed printed text on about 400,000 text-lines span-

ning about 4500 fonts in 130 languages. Tesseract 4 de-

ployed a recurrent neural network model (LSTM) based

OCR engine, which focuses on text line recognition.

Tesseract supports Unicode (UTF-8) and can recognize

more than 100 languages “out of the box” [8].

Word embedding and sentence embedding

Distributional representation is based on the hypothesis

that linguistic terms with similar distributions have simi-

lar meanings. These methods usually take advantage of

the co-occurrence and context information of words and

documents, and each dimension of the document vector

usually represents a specific semantic meaning [9]. Due

to the issues of meaning ambiguity and vector sparsity,

distributional representation has a limited performance

on text similarity analysis. Hence, distributed representa-

tion is utilized in deep learning research on Natural Lan-

guage Processing (NLP), which converts data into

vectors. Once data are converted into vectors, we can

evaluate the similarity by calculating the distance be-

tween vectors. Deep neural network models like Word2-

vec [10], GloVe [11], ELMO [12], and BERT [13],

transform words in vectors through training language

models using billions of documents from Wikipedia,

news articles, and webpages worldwide.

The universal sentence encoder is suitable for our task

because it is a transfer learning model for NLP tasks,

which presents a challenge for data hungry deep learning

methods. We can transfer features, which are encoded

in vectors trained from huge natural language datasets,

to our drug text dataset. Many models have transferred

features through pre-trained word embedding such as

those produced by word2vec [10] or GloVe [11]. How-

ever, these vectors have difficulty solving our problems

due to noise, deviation, and incorrect recognitions.

There is also a novel word embedding called BioBERT

[14]. However, applying this is not that straight forward.

In fact, based on our internal preliminary result, it is sur-

prisingly that Google Sentence Encoder showed quite

competitive performance to BERT and BioBERT, if not

better. The underlying reasons we can think of are: (1)

the drug labeling may be more similar to general text

document rather than scientific articles (such as

PubMed). (2) It is tricky to get the embedding vector of

the whole sentence from all its words, as we also ob-

served that a simple average value would exaggerate the

weight of trivial words (there are a lot in labeling im-

prints) in the sentence.

Methods

Datasets

The image samples were collected from Daily-Med; 43%

of the images belonged to opioid drugs label and 57%

belonged to non-opioid drug labels. The images are public

at Daily-Med website for downloading: https://dailymed.

nlm.nih.gov/dailymed/spl-resources.cfm. Table 1 is the

distribution of images among the drugs. One drug label

may contain multiple images. All drug labeling were iden-

tified by “SET-ID” so images having the same “SET-ID”

are identified as the same drug label. Following is the list

of Established Pharmacologic Class (EPC) of Opioid drugs

in query: Opioid Agonist [EPC], Opioid Agonist/Antagon-

ist [EPC], Opioid Antagonist [EPC], Partial Opioid Agon-

ist [EPC], Partial Opioid Agonist/Antagonist [EPC], and

mu-Opioid Receptor Agonist [EPC].

Text detection

Images in our dataset had diversity in text font, color,

scale, and orientation. Some images even had a very com-

plex background. Moreover, other interference factors

existed such as noise, distortion, low resolution, non-

uniform illumination, and partial occlusion. After

researching several text detection algorithms [15–17],

Connectionist Text Proposal Network (CTPN) [18] was

chosen as the first step of our model to detect text from

images. The CTPN detects a text line in a sequence of

fine-scale text proposals directly in convolutional feature

Table 1 Distribution of images in drug label

DRUGS Number of image samples
per drug label

Number of
unique labels

Total
images

Opioid
Drugs

2 196 392

3 148 444

4 80 320

5 42 210

6 25 150

7 19 133

8 9 72

9 2 18

10 3 30

Non-opioid
Drugs

5 473 2365
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maps [18]. It is an efficient end-to-end text detector. Fol-

lowing Fig. 1a is an example result of text detection by

CTPN. As Fig. 1a shows, VGG16 [19] model is followed

by the convolutional neural network (CNN). The sequen-

tial windows in each row are recurrently connected by a

Bi-directional LSTM (BLSTM) [20]. The model was devel-

oped via Tensorflow. We trained the model on ICDAR

2015 benchmarks [21] on a Linux machine with Nvidia

TITAN X GPU card for 1 week. Then, the trained model

was used to detect text in our Non-Opioid drug and Opi-

oid drug images.

Levenshtein distance for text similarity

Levenshtein distance, also known as edit distance, is

widely used for quantifying the dissimilarity of two text

strings. This algorithm calculates the minimum amount

of operations transforming a text string into another

string, that includes replacement, deletion, and insertion

[22] –[23]. For example, an optimal way to compare the

two strings ‘MONDAY’ and ‘SATURDAY’, is to insert

letters “S” and “A” and substitute “M”, “O” and “N” with

“T”, “U” and “R”, respectively, leading towards a Gener-

alized Levenshtein Distance (GLD) of 5 [24]. To handle

noise and incorrect recognitions in text, we introduced

Partial Levenshtein Distance (PLD) since PLD can out-

perform GLD, such as in the following text.

Text1: Methadone Hydrochloride Oral Solution USP,

NDC 0054–3556-63.

Text2: Methadone Hydrochloride Oral Solution USP,

10 mg per 5 ml, keep in secure area and protected from

diversion.

Text1 and Text2 are extracted from the same drug.

The difference is that Text1 includes the name and

NDC number and Text2 includes the name and add-

itional noise text. With this example, we can see that the

similarity score using these two methods is totally differ-

ent: GLD: 55 and PLD: 76.

In our experiments, we combined GLD and PLD to

reach the best Levenshtein distance result used as a

baseline to compare our novel sentence embedding

method.

Semantic similarity analysis

To retrieve the most similar candidates from refer-

ence datasets, it is necessary to represent each text

sentence recognized from the test drug image, and

comparer the text similarity based on representation.

So, the embedding process of a word as a vector en-

ables calculating the similarity score via inner product

when a single word is recognized. If the text recog-

nized from drug images are multiple words with only

essential information, such as drug name and manu-

facture, the average of words vectors is ready for cal-

culating inner production.

Let S be the sentence extracted from the image, which

is represented as:

Fig. 1 (a) Sample result of text detection by CTPN. Some texts detected by CTPN may be noises for later drug product recognition. (b) One-word

embedding example “codeine”. As shown, the corresponding vector of “codeine” is closer to “oxycodone” and “hydrocodone”, while vector of

“codeine” is further from “glyburide” and “orlistat”, based on the functionality difference of drugs

Liu et al. BMC Medical Informatics and Decision Making           (2020) 20:68 Page 4 of 9



S ¼ w1;w2;… wi;…wnf g

Where wi , is the vector of ith word in sentence,

and n is the length of sentence (number of words).

Then the final vector of sentence is represented

as:

w ¼

P

wi

n

Besides the drug name and manufacturer information,

there is a bunch of information such as “Directions For

Use”, “Caution”, “Address” and “Store instructions” are

extracted which is noise for text similarity analysis. Even

incorrect recognition due to a damaged image or detec-

tion and recognition limit could weaken the final vector

of a sentence. Under these circumstances, the final aver-

age vector cannot represent the drug identity due to the

dilution made by noise or the deviation made by the in-

correct recognition result. Embedding a sentence along

with words and the context of the whole sentence needs

to be captured in that vector. Therefore, the use of a

universal sentence encoder is proposed by Google Re-

search [25].

The Universal Sentence Encoder encodes text into

high dimensional vectors that can be used for text

classification, semantic similarity, clustering, and other

natural language tasks. The pre-trained Universal Sen-

tence Encoder is publicly available in Tensorflow-hub.

It comes with two variations, one trained with Trans-

former encoder and the other trained with Deep

Averaging Network (DAN) [26]. The two have a

trade-off of accuracy and computational resource re-

quirement. While the one with Transformer encoder

has higher accuracy, it is computationally more inten-

sive. The one with DAN encoding is computationally

less expensive and has slightly lower accuracy. The

model trained with Transformer encoder was utilized

in our experiment for higher accuracy. A one-word

embedding example using word “codeine”, a common

opioid drug, is shown in Fig. 1b.

All texts from images are recognized for similarity

identification. Texts are represented as:

T ¼ t1; t2;…t i;…tmf g

Where, m is the number of texts, t i is a 512-

dimensional vector representing each text from

image.

Similarity score between two extracted texts A and B

is calculated by cosine similarity:

Similarity A;Bð Þ ¼
A∙B

Ak k � Bk k

¼

X

512

i¼1

Ai �Bi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P512
i¼1A

2
i

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P512
i¼1B

2
i

q

Where, A∈T ; and B∈T .

Results

Study framework

As we mentioned in the previous section, it is difficult to

detect and recognize text from images using current

methods. On the other hand, our sentence embedding

based text similarity measure played a significant role re-

trieving the top N candidates from the reference dataset.

Figure 2a displays the overview of the work flow as fol-

lows. Starting with the input drug image, we first used

Scene Text Detection and Recognition (STDR, Fig. 2b)

plus Optical Character Recognition (OCR, Fig. 2c) to de-

tect and recognize embedded texts in the input image.

Text based similarity identification was then applied to

retrieve top-ranked candidate images from the historical

reference dataset. On the other side, the image-based

similarity identification was directly applied to the input

drug image to retrieve top-ranked candidates from the

historical reference dataset. Finally, these results were

uploaded to the historical dataset to update the refer-

ence following human-level assessment and validation.

Experiments

As mentioned before, we combined text detection model

Connectionist Text Proposal Network (CTPN) [19] and

Tesseract OCR Engine to extract text from drug labeling

images. CTPN model is trained on the ICDAR 2015

benchmark [21] and the cropped image is provided to

OCR Engine for recognition. To obtain the best per-

formance in evaluating the sentence level similarity iden-

tification, recognized text results from Google Vision

Cloud are utilized in all the experiments. Then, each text

sentence was encoded to a 512-dimensional vector. Fi-

nally, the similarity scores were calculated with all texts

in the reference dataset.

Two groups of experiments are conducted, the first

was conducted on mixed images of opioid and non-

opioid drug labeling, the second was conducted on im-

ages of opioid drug labeling. In each group, 300 images

were randomly selected for the testing dataset, and the

rest of the images were used as a reference dataset for

retrieving the source. The number 300 is defined be-

cause, in all the experiments, the result was converged

below 300 (around 280).
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We completed four series of experiments: The

first was a base line, an image-based similarity iden-

tification using the method of Average Phash. The

second recognized text results followed by Levensh-

tein Distance for similarity identification. The third

was our proposed method, which recognized text

followed by the sentence embedding similarity iden-

tification. The forth was combined image-based and

text-based similarity identification with equal

weight, 0.5.

Recognition results

Following Table 2 and Table 3 show image-based and

text-based similarity identification evaluated on Recall

@k and Accuracy @k. To optimize our text embedding

and similarity identification result, we used Google

Cloud Vision recognized text instead of STDR-OCR rec-

ognized text for embedding.

*Definition of P @k and R @k:

Precision @ rank K (P@K) is proportion of retrieved

drug labeling that have same label with test drug label,

Fig. 2 (a) The proposed drug label identification approach. (b) Architecture of the Connectionist Text Proposal Network (CTPN). (c) Simplified

Architecture of Tesseract OCR

Table 2 Retrieval results on mixed images of Opioid and Non-Opioid drug label

P @k R @k

Methods k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 1 k = 2 k = 3 k = 4 k = 5 k = 6

Image-based 0.630 0.535 0.470 0.413 0.346 0.297 0.152 0.258 0.340 0.398 0.417 0.429

Levenshtein with text 0.480 0.550 0.480 0.425 0.376 0.333 0.116 0.265 0.347 0.410 0.453 0.482

Embedding of text 0.800 0.720 0.640 0.565 0.478 0.405 0.193 0.347 0.463 0.545 0.576 0.586

0.5 * Image + 0.5 * Text embedding † 0.800 0.725 0.640 0.570 0.480 0.410 0.193 0.349 0.463 0.549 0.578 0.593

Improvement* 27% 32% 33% 34% 28% 23% 27% 32% 33% 34% 28% 23%
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P@K ¼
Drug labels same as test drugf g∩ Retrieved top k labelsf gj j

Retrieved top k labelsf gj j

Recall @ rank K (R@K) is proportion of same drug la-

beling with test drug that are retrieved.

R@K ¼
Drug labels same as test drugf g∩ Retrieved top k labelsf gj j

Drug labels same as test drugf gj j

From the results, image-based similarity identification

had a lower Recall and lower Accuracy due to sensitivity

to the environment, image color, and text font. Our

text-based similarity identification had both higher Re-

call and Accuracy. In addition, we conducted more ex-

periments using combined image-based and text-based

method, which lead to better results compared to using

a text-based method only. Table 2 displays the results

for the mixed data of opioid and non-opioid drug label

images. A maximum 34% improvement was achieved on

Recall @4 and Precision @4 by our novel method com-

pared to the best result from traditional methods. Table

3 displays the results on opioid drug labeling, where

maximum 52% improvement was achieved on Recall @6

and Precision @6 by our novel method compared to the

best result of traditional methods. Based on these results,

the best solution is combined image-based and text-

based similarity identification method with equal weight.

* Improvement is achieved by comparing our result

with best result of traditional methods: image-based

method or Levenshtein distance for similarity analysis.

† 0.5 * Image + 0.5 * Text embedding is achieved

through trying all weight combination from 0.1 to 0.9 by

increasement 0.1.

Discussion

Text-based similarity identification with sentence

embedding:

During our investigation we wondered why the text-

based similarity identification with sentence embedding

produced better results than image-based similarity

identification? To further study this, we picked three

drug labeling that each containing three drug images.

Figure 3 shows the similarity matrix built from the three

drug labels and nine texts, extracted from the nine im-

ages. It is reasonable that the text belonging to the same

drug label has a darker color, since the similarity ap-

proaches 1. The interesting point is that text from the

Amitriptyline drug label had a higher similarity to text

from Quetiapine. This happened because sentence em-

bedding encodes the most essential information on drug

labeling, including the drug name as well as manufac-

turer information. In this test, the drug labeling of Ami-

triptyline and Quetiapine had the same manufacturer

name.

Advantages to regular Image-based similarity

identification:

As shown in this study, text-based method performs

better then image-based similarity approach in images

identification. Two potential reasons leading to the out-

performance may be that text-based similarity identifica-

tion is better in dealing with image resolution and for

drug labeling objects, the content of text is more stable

that image patterns. For instance, in Fig. 4a, when we

changed the image resolution and used it as the new in-

put (right image in pairs), Recall @6 was 0 for image-

based similarity identification while text-based similarity

identification using embedding was 3. Also, for the drug

image in Fig. 4b, because the big difference of image

while stability of text, Recall @6 was 0 for image-based

similarity identification, while text-based similarity iden-

tification using embedding was 2.

Conclusion

In this paper, we solved the challenging problem of iden-

tifying questionable drugs during drug distribution. With

the help of our model, investigators can easily make a

quick decision to accept or deny a drug based on top

candidates, retrieved from a historical reference dataset.

Our proposed method utilizes cutting-edge deep neural

network and transferred features from Google’s universal

sentence encoder, which was trained from billions of

documents.

In addition to higher Recall @k and Precision @k re-

sults compared to image-based similarity identification,

our method is more stable since the image-based

method is sensitive to environment changed, different

resolutions, non-uniform illumination, and partial occlu-

sion. Additionally, extracted text can be easily used for

database querying as well as for future online searches

Table 3 Retrieval results on images of Opioid drug label

P @k R @k

Methods k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 1 k = 2 k = 3 k = 4 k = 5 k = 6

Image-based 0.650 0.540 0.453 0.395 0.342 0.302 0.193 0.320 0.404 0.469 0.507 0.537

Levenshtein with text 0.580 0.495 0.407 0.340 0.298 0.263 0.172 0.294 0.362 0.404 0.442 0.469

Embedding of text 0.800 0.665 0.560 0.495 0.436 0.388 0.237 0.395 0.499 0.588 0.647 0.691

0.5 * Image + 0.5 * Text embedding † 0.88 0.755 0.633 0.568 0.510 0.460 0.261 0.448 0.564 0.674 0.757 0.819

Improvement* 35% 40% 40% 44% 49% 52% 35% 40% 40% 44% 49% 52%
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Fig. 3 Similarity analysis among three opioid drug labeling. Each drug contains three distinct label images. Similarity scores range from 0 to 1

(most similar)

Fig. 4 Advantages of our approach for regular image-based similarity analysis. (a) Example of different image resolutions for the same drug label.

(b) Example of different images of the same drug label with stable text
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for drug-related information. In addition, the accurate

text detection and recognition methods could serve for

automatically image caption generation, to support fur-

ther researches such as developing supervised model of

auto description generation of drug labeling image, etc.

These accurate and efficient retrieval results also

suggest that our proposed method is promising for

other types of product similarity identification. Espe-

cially for products with rich text information on

images.
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