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and DQ alleles in type I (insulin-dependent) diabetes
mellitus13. Subsequently, it has been used for linkage
studies in plants14, for the homozygosity mapping of
recessive diseases in inbred populations, such as the
Bedouin15–18, and for mutation detection19.

Several groups have recently investigated methods for
measuring the allele frequencies of microsatellite mark-
ers20–24 and single-nucleotide polymorphisms (SNPs)25–30

from pooled DNA samples. In this review, we discuss the
current methodologies of DNA pooling and the issues
that underlie experimental design and analysis.Although
we recognize the potential value of both microsatellite
and SNP markers, this review focuses only on SNP-based
methodologies. This is because characterized microsatel-
lites are less abundant in the genome than are SNPs and
do not provide adequate genome-wide coverage for sys-
tematic screens for association. The estimation of
microsatellite allele frequencies from pooled DNA is also
complicated by the occurrence of STUTTER BANDS that can
vary between markers21,22.

DNA-pooling methodology
DNA-pool constitution. Several steps are required to
construct pools that contain equal quantities of DNA
from individual samples and from which robust PCR
results can be obtained. In the first step, DNA concentra-
tion can be measured by ultraviolet (UV) light spec-
troscopy. However, this approach alone is not sufficiently
accurate for measuring DNA concentration unless the

The systematic association analysis of complex disor-
ders requires genotyping on a massive scale, to accom-
modate the numerous genetic markers that are required
to screen genomic regions or entire genomes and to
assay sufficiently large samples to achieve replicable
findings1–3. These requirements are now motivating
intensive efforts to develop efficient, high-throughput
genotyping technologies4. For the potential power of
association studies to be realized, such technologies
must allow the development of assays that are rapid,
robust, automated, accurate and cheap.

Until these technologies are widely available, one way
to address the cost, time and labour that are involved in
large-scale genotyping is to carry out analyses not on
individual DNA samples, but on pools made up of
DNA from many individuals. The benefits of pooled
analysis are easy to appreciate. In principle, the allele fre-
quencies in a sample of 500 cases and 500 controls can
be measured from two pooled samples, rather than
from 1,000 individual samples, which represents an
increase in efficiency of 500-fold. The pooling of sam-
ples to increase efficiency has been used previously in
non-genetic settings: for screening large populations for
cases of syphilis5, for estimating disease prevalence6–9

and for assessing exposure to pathogens or toxins in
case–control studies10. Pooling has also been used to
maintain the anonymity of individuals when screening
for HIV infection11,12. In genetics, pooling was first used
in a case–control association study of HLA class II DR
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STUTTER BANDS

The signals that indicate the
presence of DNA fragments that
are one or two repeats shorter
than the true allele, owing to a
‘slippage’ artefact that arises
from the PCR reaction.

FLUORIMETRY

An assay for measuring DNA
concentration in which a
fluorescent dye is used that
intercalates quantitatively
between stacked DNA base pairs.
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establishing the validity of individual sample input into
pools. In principle, a more sophisticated approach would
be to estimate the effective template concentration capa-
ble of amplification in each sample by using QUANTITATIVE

REAL-TIME PCR. However, published data indicate that accu-
rate results are routinely achievable using the simpler
approach described above24,25,30,32. Once equi-molar
amounts of each sample have been combined, the pools
need to be assessed empirically before their use in large-
scale studies, by comparing allele frequencies for several
polymorphisms between pooled and individual samples.

Quantitative genotyping assays. SNPs confer a base-
compositional difference at a polymorphic site that can
be detected in an amplified PCR fragment. Various
strategies have been developed to genotype SNPs, each
of which has varying potential for use in the analysis of
allele frequencies in DNA pools (TABLE 1). Here, we
briefly consider the basis for those methods that have
been applied to pooling studies and direct readers to 
REF. 4 for a more comprehensive discussion of SNP
genotyping methodologies.

In the first general approach, a SNP can be exploited
to create PCR fragments of differing size. In the sim-
plest assay of this type, the PCR product is digested
with a restriction enzyme endonuclease that cleaves a
fragment from one bi-allelic SNP but not the other.
Alternatively, modified nucleotides can be included in
the PCR reaction that become incorporated into the
PCR product in allele-specific patterns and that gener-
ate sites that are sensitive or resistant to chemical cleav-
age. Both methods generate PCR products of differing
size that represent specific SNP alleles, which can be
detected by conventional electrophoresis on gels or in
capillary systems28,33,34.

In the second approach, primers close to, or abutting,
the variable SNP site are used in a primer-extension reac-
tion. During extension, specific di-deoxyribonucleotides
are incorporated that terminate the reaction in a
sequence-specific manner, which results in allele-specific
extension products35–39 (BOX 1). The allele-specific exten-
sion products can be distinguished by numerous meth-
ods — for example, by conventional fluorescent tagging
and electrophoretic separation. Alternatively, alleles can
be detected by pyrosequencing, in which the extension is
coupled to a base-specific light-emission reaction40–42

(BOX 1). Much higher throughput can be obtained by
applying extension methods to highly automated and/or
highly parallel platforms. The former is best represented
by mass spectroscopy. Because each nucleotide has a dif-
ferent mass, each allele-specific extension product can be
distinguished by its mass, which can be measured in a
very rapid and automated manner by matrix-assisted
laser desorption ionization–time-of-flight mass spec-
trometry (MALDI–TOF)43. A parallel approach can be
achieved using microarrays. In this approach, reactions
that are analogous to the fluorescence method shown in
BOX 1b can be carried out simultaneously for several
loci44. To distinguish between loci, each extension primer
has a unique identifier tag at its 5′-end, which causes it to
bind to pre-defined complementary oligonucleotide sites

DNA samples are all of a high purity, as contaminants
can affect UV light absorbance. A quantitation step that
is based on FLUORIMETRY with a DNA-specific dye (such as
PicoGreenTM) is therefore recommended in some proto-
cols21,26,28,31. Inaccuracies can also arise from the pipetting
of small volumes of viscous solutions in which DNA
concentration is not homogeneous. This can be avoided
by using non-viscous, dilute stock samples to construct
the pools30. Even samples that seem to be of the same
concentration can vary in their ability to be amplified by
PCR, so samples need to be checked by PCR to identify
those that do not yield a robust product. FIG. 1 illustrates
the steps that are involved in a typical protocol for 

QUANTITATIVE REAL-TIME PCR

A procedure in which the PCR
reaction is tracked as it
progresses, by monitoring the
accumulating signal that is
provided by a fluorescent dye
released during each PCR cycle.

Adjust concentration

Yes

No

Yes

No

Dilute DNA samples to 40–80 ng µl–1

based on spectrophotometer reading

Dilute/redilute to 4 ng µl–1

DNA concentration
4 ± 0.5 ng µl–1

Quantify DNA concentration accurately
by fluorimeter (PicoGreen™ method)

Quantify on fluorimeter

Two test markers
successfully amplified?

Pool equal amounts of DNA

Figure 1 | A protocol for constructing DNA pools. The concentration of DNA in the individual
samples to be pooled is first estimated by measuring ultraviolet (UV) light absorption at 260 nm 
(not shown). Samples are then diluted to 40–80 ng µl−1 and their DNA concentrations 
re-estimated by using fluorimetry. Samples are finally diluted to 4 ng µl−1, re-quantified and adjusted
if necessary. After testing each sample by PCR, equal amounts of each sample are pooled.
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pooling — cleavage, primer extension and hybridiza-
tion. The main problem that affects cleavage-based
methods is ensuring that the cleavage reactions are com-
plete. Any tendency towards partial cleavage results in a
systematic overestimation of the allele that corresponds
to the uncut PCR product. Partial digestion is a com-
mon problem that is associated with restriction
endonucleases, which makes restriction fragment length
polymorphism (RFLP)-based methods poor candidates
for accurate quantification, a prediction that is borne
out by the very limited empirical data that are
available28. The second method, primer extension, is the
SNP genotyping method that has been used most com-
monly in pooling studies, and, almost without excep-
tion, the results obtained have been good. However,
there are two main potential problems that are associ-
ated with its use. The first is that each base is not incor-
porated into the extension reaction with equal
efficiency49. However, this can be easily allowed for when
correcting for differential PCR (as discussed below). The
second is that partial self-complementarity at the 3′-end
of primers might result in self-annealing, which allows
extension to occur independently of the target template.
However, this problem can be identified readily by car-
rying out a control extension reaction in the absence of
a template. Finally, although there are several methods

on a microarray. Because these arrays can carry probes
that contain many thousands of such sites, their use
allows a highly parallel approach44.

In a third generic strategy, allele-specific hybridiza-
tion is used to discriminate between local sequences at
the polymorphic site. Several methods are available for
this type of analysis. The two most common methods
resolve alleles by either allele-specific hybridization of
primers in a PCR reaction or allele-specific hybridiza-
tion to primers anchored to a microarray45–47. In these
methods, differentially fluorescence-tagged primers are
used that terminate in a 3′-base that is specific to one or
other of the alleles. This allows the amplification of PCR
products that can be distinguished by their fluorescence
signal. Improved specificity of hybridization can some-
times be obtained by the incorporation of a penultimate
mismatching 3′-base in the allele-specific primers48.

For any method of SNP detection to be applied to
pooling, each step must be quantitative, from PCR
through to signal detection. At present, because each
SNP detection assay used depends on an initial PCR
step, a common problem is the unbiased representation
of allelic products that are present in a DNA pool; a
problem that we return to in the next section. Here, we
consider problems that are associated with the applica-
tion of the three main approaches listed above in DNA

MALDI–TOF

A mass spectrometry method in
which laser-vaporized PCR
fragments are accelerated
through a vacuum using an
electric field, eventually having
an impact on a detector. The
time taken for the fragments to
travel the distance from the plate
to the detector is measured and
depends on the charge-to-mass
ratio of each molecule, so
providing a way to distinguish
between allele-specific products.

Table 1 | Single nucleotide polymorphism detection technologies and their application to pooled DNA samples

Generic approach SNP-detection method Comment* References

Amplification and cleavage Restriction enzyme digest Technically difficult to achieve reliable 28,33
at SNP site cleavage

Incorporation of UTP, followed by glycosylation Allele frequencies estimated to within 1–2% 32
and alkaline cleavage 

Primer extension Primer extension using chain termination Mean error of 1% in estimating differences 30
and fluorescent tagging in allele frequencies between pools

Primer extension using specific base Allele frequencies estimated to within 5% 40–42
incorporation, coupled to pyrophosphate 
production and light emission

Primer extension using chimeric primers that Variable allele frequency estimates, 44
contain locus-specific, unique identifier tags; generally to within 5%
PCR products are then hybridized to
oligonucleotide tag arrays

Primer extension, followed by denaturing Mean error of 1% in estimating differences 25
high-performance liquid chromatography in allele frequencies between pools

MALDI–TOF Allele-frequency estimates deviate from 43
real by ~3%

Amplification with allele- Differentially fluorescent, tagged primers Allele signal ratios difficult to quantify 24,47
specific primers accurately; however, a procedure that used

a single tagged primer estimated allele
frequencies to within 1%

Pyrophosphate-coupled bioluminometric assay Sensitive and accurate to within 1% 80

Real-time (kinetic) PCR coupled to quantitation Allele frequencies measured to within 1–5% 26
of product by binding of SYBR Green 1
or TaqManTM

Detection of conformational Quantitative, single-strand conformation Allele frequencies measured to within 1% 29
changes polymorphism analysis

Hybridization of PCR Fluorescent signal quantitation on Affymetrix Used to detect reproducible differences 49
products to microarrays HuSNP arrays between case and control groups; allele

frequencies were not estimated

*The accuracy with which allele frequencies can be estimated depends on the absolute value of allele frequency. For most quantitative trait loci surveys, marker alleles with a
frequency of 10–90% are considered to be the most appropriate for screening, and the estimation errors quoted are relevant to this range. MALDI–TOF, matrix-assisted laser
desorption ionization–time-of-flight mass; SNP, single-nucleotide polymorphism; SYBR Green 1, a fluorescent dye that stoichiometrically binds to DNA; UTP, uridine
triphosphate.
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A proprietary system that allows
the progression of a PCR
reaction to be monitored in real
time.
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difficult, perhaps impossible, to achieve 100% specificity
of hybridization. This will result in some degree of back-
ground signal and cross-hybridization between probes
for each allele. Although the highly parallel approach
allows for multiple replicates and numerous internal
controls, which minimize the effects of this complica-
tion, this approach does not allow differences in quan-
tity within a few per cent to be distinguished at present.
Higher hybridization specificity can usually be achieved
in liquid phase (by using allele-specific PCR, or exonu-
clease assays, such as TAQMANTM), but as each allele is dis-
tinguished by oligonucleotides of slightly different
sequence, there is the potential for alleles to be differen-
tially amplified26,50–52. As the PCR phase is exponential,
this might distort relative allele measurement to a
greater extent. Fortunately, this can be overcome by
using real-time detection methods that monitor ampli-
fication efficiency, as well as signal intensity, as the PCR
progresses. This, coupled with corrections that are based
on tests with heterozygotes (see below), allows an accu-
rate, if expensive, assessment of allele frequencies to 
be made.

The key to accuracy in a detection method is that
detection is quantitative. So, the signal strengths from
both the major and the minor alleles must be in the lin-
ear range of the detector (which is easily established by
generating signal–response curves), and the signal
strength from the minor allele must be sufficiently
above background for its frequency to be estimated
reliably. Detection by autoradiography, fluorescence,
photon counting, UV light absorbance and mass spec-
troscopy have all been used and seem to meet these cri-
teria, and therefore the choice of detection method
depends primarily on the specific method of allele dis-
crimination and on the throughput required.

Differential amplification. As noted above, many SNPs
show differential amplification during PCR, which
means that one allele is more efficiently amplified than
the other. Regardless of the detection method, this
causes the signal that represents the more efficiently
amplified allele to be higher than expected from its true
frequency in a pooled sample. Other factors that can
distort allele frequency estimates include allele-specific
differences in the efficiency of the detection assay (such
as differential efficiency of nucleotide incorporation in
primer extension, differential efficiency of hybridization
in hybridization-based assays) and differential detection
efficiency of the allele-specific products by the detector.
Examples of the latter include differences in the emis-
sion energies of different fluorescent dyes, and differ-
ences in the UV light absorbance or in the mass of
extension products that are of equi-molar concentra-
tion but are of different mass and/or size. To obtain
unbiased estimates of allele frequencies, the strength of
allele-specific signals should be corrected by a factor that
is obtained from reference samples of known allele fre-
quencies25. Heterozygous individuals provide conve-
nient reference samples because they have an equal
number of copies of the two alleles. The ratio of signal
strength of the allele (A) that is less well amplified to

based on hybridization principles, they generally rely on
hybridization in solid phase (that is, hybridization to
DNA that is anchored to filters, chips, glass slides, beads
or any other solid structure) or in solution (liquid
phase). A potential drawback that is likely to influence
the accuracy of the massively parallel solid-phase meth-
ods, where high throughput is achieved by using both
probes and targets of high complexity, is that it is 

a gcgctttagaggggtttcag[C/G]cg

b atttgcgctttagaggggtttcagcaggcc[A/T]caa

Primer extension

Primer extension

Template sequence: gcaggcc[A/T]caa

Nucleotide added:

Pyrosequencing
profile:

c g t cc gg t/a g tt

Special reaction mixture
+ sequentially added:
ddG, ddA, ddT, ddC

ddCTP/dGTP

Or Or

c

ddG        ddA        ddT        ddC

c

ggc g

Box 1 | Primer extension PCR

In panel a, a C/G polymorphism is detected by primer extension using a 20-nucleotide
(nt) primer that is extended in the presence of modified nucleotides. In the first
example, the primer is extended in the presence of di-deoxyribonucleotide (dd)CTP
(which terminates extension) and dGTP (which allows further extension). In the
presence of the G allele, the complementary ddC is added to the primer and extension
terminates to produce a 21-nt product. In the presence of the C allele, a complementary
dGTP is incorporated, and extension continues until ddC is incorporated, resulting in a
23-nt product. The products can be resolved by size fractionation (for example, by
electrophoresis or high-phase liquid chromatography) or, for higher throughput, by
mass spectroscopy. In the second example in panel a, the primer is extended in the
presence of all four ddNTPs, each of which is tagged by a different fluorescent dye. After
extension, alleles can be detected by measuring the wavelength of emitted light after
laser excitation.

In pyrosequencing, shown in panel b, a special reaction mixture is used, which contains
DNA polymerase, ATP sulphurylase, luciferase and apyrase, and which generates ATP
when a nucleotide that is specific to the single-nucleotide polymorphism (SNP) allele is
added to the primer. This ATP drives the luciferase-mediated conversion of luciferin to
oxyluciferin, resulting in the emission of light, the amount of which is proportional to the
amount of ATP released. This is detected by a charge-coupled device (CCD) camera and
analysed, with the height of each peak being proportional to the number of nucleotides
incorporated. dNTPs are added sequentially, and the signal obtained represents a
quantitative summation of the ATP that is generated. A run of similar nucleotides in the
template results in a larger signal, which is proportional to the number of nucleotides in
the string. An individual that is heterozygous for a SNP will give two ‘half peaks’ at the
SNP. Once the incorporation of a particular nucleotide stops, the next dNTP is added,
until the dNTP that is required to kick off the reaction again is provided. This means that
the peak heights at the SNP are constrained by the local sequence; however, software has
been designed to take this into consideration (see the Online link to Pyrosequencing).
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sequence is duplicated in the genome. Unknown poly-
morphisms in the sequence that is amplified by PCR, or
in the primers, are also sources of error that cannot be
allowed for by the above calculation. This problem can,
however, be identified by the presence of major devia-
tions in estimates of allele ratios between heterozygotes.

DNA pooling studies: design and analysis
Analysis of two-pool designs. The attraction of DNA
pooling is that it reduces the amount of genotyping that
is required to estimate allele frequencies in a sample. The
larger the sample, the greater the saving, so that the
design with minimal genotyping would involve compar-
ing just two pools, each containing DNA from numerous
individuals. These two pools could be constituted from
cases and controls for a disease trait, or from individuals
with trait values at the two extremes of a QUANTITATIVE

TRAIT53,55. The appropriate test for this two-pool design
would be to consider the magnitude of the difference
between the allele frequency estimates of the two pools
in relation to its variance. However, the crucial assump-
tion of the standard PEARSON Χ 2-TEST — that the variance of
the difference in allele-frequency estimates is determined
entirely by sampling variation — is unrealistic for pooled
DNA data. This is because the variance will be inflated by
experimental errors that are specific to DNA-pooling
studies53–56. These experimental errors can potentially
lead to an increase in false-positive association findings,
unless they are allowed for in the statistical analysis.

For two independent pools, an appropriate test sta-
tistic for allelic association is

where and are the estimated frequencies of the
allele in the two pools, and V

1
and V

2
are its variances,

respectively. The variances are determined by sampling
variation and random experimental errors, due either to
an unequal amount of DNA being contributed by the
individuals that make up the pool (pool-formation
errors), or to inaccuracies in PCR reactions and in the
measurement of the allele frequencies (pool-measure-
ment errors). Taking these sources of variation into
account, the variance of the difference in allele fre-
quency is given by

where τ is the coefficient of variation (that is, standard
deviation divided by the mean) of the number of
DNA molecules of locus A that is contributed by each
individual, and ε2 is the variance of the pool-measure-
ment error53,56. The magnitudes of the two sources of
experimental errors can be determined by previous
experiments that involve constituting multiple DNA
pools from the same individuals, as well as multiple
allele-frequency measurements from the same pools54.
Using multiple pools and multiple measurements, one
recent study reported estimates of average variance

V1 + V2
 = p(1 – p)(1+τ 2)τ ,+  + 2ε21

2n1

ˆ ˆ 1

2n2

ε

p2 ˆp1 ˆ

Z 2 = ,
(p1 – p2)

2

V1 + V2

ˆ ˆ

that of the allele (B) that is better amplified in a het-
erozygous individual is defined as k. Given the signal
strengths H

A
and H

B
of a pooled sample, the corrected

allele frequencies (f ) for alleles A and B are f
A

= H
A
/(H

A

+ kH
B
) and f

B
= 1 − f

A
. In practice, there is some minor

variation in k among repeated measurements of the
same heterozygous individual and greater variation
among different heterozygous individuals53. Some
groups routinely estimate k from a panel of 16 (REF. 53)

or 32 (REF. 54) individuals, to include some heterozygous
individuals even for rare SNPs. Failure to correct for dif-
ferent amplification can result in biased tests of allelic
association53.

Gene duplication can also manifest itself as appar-
ently differential amplification. Ideally, only markers
with Mendelian transmission should be corrected using
the above method. However, if markers with unknown
properties are used, a major deviation from a ratio of 1:1
in the estimated allele frequencies from a heterozygote
should alert researchers to the possibility that the target

QUANTITATIVE TRAIT

A measurable trait that depends
on the cumulative action of
many genes and that can vary
among individuals over a given
range to produce a continuous
distribution of phenotypes.
Common examples include
height, weight and blood
pressure.

PEARSON Χ 2-TEST

A statistical test that is used to
assess whether the frequencies of
individuals in different
categories of one or more
qualitative variables are
consistent with those
frequencies that are predicted
under a certain hypothesis.

Box 2 | Efficiencies of different pooling designs

The efficiency of a study that involves pooled DNA can be quantified as the ratio of the
expected χ2-values for a true quantitative trait locus in a pooled experiment to an
analogous test based on individual genotyping78. Below are the approximate efficiencies
of four designs: first, a case–control design that compares n cases in one pool with n
controls in a second pool; second, a parent–offspring trio design that compares n cases in
one pool with their 2n parents in a second pool; third, an extreme discordant design, in
which a pool consisting of high-scoring individuals is compared with a pool consisting of
low-scoring individuals, in a random population sample of size N; and finally, an extreme
discordant sib-pair design, in which a pool of the high-scoring sibs is compared with a
pool of the low-scoring sibs, in pairs that show the largest score differences in a random
population sample of N/2 sib-pairs.

Design Efficiency
Case–controls

Parent–offspring trios

Extreme individuals

Extreme discordant sib-pairs

For case–controls and for parent–offspring trios, efficiency is determined primarily by
experimental errors through the parameters τ and ε (REF. 47). For quantitative traits, the
formulae for efficiency also involve the standard normal probability density , the
cumulative normal probability and its functional inverse .
For both of the quantitative trait designs, the pooling fraction f that maximizes efficiency
in the absence of experimental error is 0.27 (REFS 47,79). In the presence of experimental
error, the optimal pooling fraction depends on a single collective parameter,

for extreme individuals and for
extreme discordant sib-pairs, with an identical functional form. Abbreviating this
collective parameter to κ 2 allows a universal calibration curve to be drawn.

4Nε 2/p(1 – p)(1 + 2  2)τε2Nε 2/p(1 – p)(1 +   2)τε

Φ–1(z)Φ(z)
(z)φ
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1

ε

1 + 3τ2 + 8nε 2/p(1 – p)τ
1

ε

Φ–1(1– f ) 2

1 + τ2 f + f 2  2Nε 2/p(1 – p)(1 + 2  2)τ τ

2φ1
×

ε

φ

Φ–1(1– f ) 2

1 + 2 τ2 f + f 2  4Nε 2/p(1 – p)(1 + 2  2)τ τ
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SNPs for a genome scan, could be tested using pooled
assays with a liberal p-value (0.01–0.001) to allow ade-
quate power even with the information loss. Markers that
show significance in the pooled assay could then be geno-
typed in individuals in the original population to confirm
the association.A similar multi-stage design was adopted
in a recent study on cognitive ability 32.

More-complex pooling designs
A two-pool design provides a cheap and fast method for
screening numerous SNPs for allelic association.
However, for large-scale studies that involve many hun-
dreds or thousands of individuals, it might be advanta-
geous to limit the number of individuals that contribute
to a pool and to adopt a more-complex design that
involves multiple pools.

Multiple measurements, multiple pools. As mentioned
above, the power of a pooling study can be improved by
taking the average of allele-frequency estimates from
multiple measurements or multiple pools. Such a design
might involve making up multiple pools from the same
individuals (to average out errors in pool constitution),
and also carrying out multiple PCR reactions and mak-
ing multiple allele-frequency measurements from the
same pool (to average out measurement errors). In mak-
ing up multiple pools from a set of individuals, either
multiple replicate pools of the entire group can be made
up, or the group can be divided into subsets and distinct
pools made up of these subsets54. These two strategies are
equivalent in reducing error, but the latter provides extra
opportunities for examining marker–marker associa-
tions (see below). A third alternative of assembling mul-
tiple pools that are randomly constituted has been used
in non-genetic settings62.

The possible variations of such designs are charac-
terized by: the number of distinct pools (k); the number
of individuals in a pool (n); the number of times that a
pool of the same individuals is independently consti-
tuted (r); and the number of independent allele-
frequency measurements that is to be made for each
pool (m). The total number of individuals is nk, and the
total number of measurements is krm. An average allele-
frequency estimate based on these multiple measure-
ments will have the variance

Note that the sampling variance is still determined by the
total sample size nk, but quantification error variance is
reduced by a factor of r (for any total sample size) and
measurement error variance is reduced by a factor of
krm. The optimal choice of the design parameters n, k, r
and m depends on the relative magnitudes of the differ-
ent sources of error55. On the basis of their estimates of
the relative contributions of the different sources of
experimental errors, one group of investigators has pro-
posed a strategy of forming multiple distinct pools, each
consisting of DNA from 50 individuals, as being a rea-
sonable compromise between cost and accuracy54.

p(1 – p)τ2

V ≈
τ

+
p(1 – p)

2nk 2nkr

2ε
+ .

2krm

components of 1.06 × 10−4 for pool formation, and
2.93 × 10−4 and 5.55 × 10−4 for the PCR and pyrose-
quencing stages of allele-frequency measurement, for
pool sizes ranging from 188 to 739 (REF. 54). So, for
pools in this size range, errors that originate from
pool formation are less important than errors in pool
measurement. Values reported for ε have ranged from
0.02 to 0.04, depending on the marker (REF. 53).

Optimal two-pool designs. For two reasons, the pool-
ing of DNA is expected to result in the loss of informa-
tion that could have been obtained by individual geno-
typing. The first reason is that, as discussed above,
pooling involves experimental errors that do not apply
to individual genotyping. The second is that, for quan-
titative traits, pooling allows the examination of
between-pool differences but not within-pool differ-
ences. Pooling studies should be designed to minimize
these losses of information or, more formally, to maxi-
mize efficiency.

The efficiency of a DNA-pooling study is, by defini-
tion, inversely proportional to the sample size that is
required to achieve the same significance level and
power as a study that is based on individual genotyping.
The efficiencies of four pooling designs are shown in
BOX 2 (REFS 55,57). For QUALITATIVE TRAITS, within-pool dif-
ferences are irrelevant, and efficiency becomes 1 in the
absence of experimental errors. In reality, experimental
error exists but can be reduced by averaging allele-
frequency estimates over repeated measurements of
the same pool. The standard deviation of an allele-
frequency estimate from pooled DNA that results from
random experimental errors is typically 0.02–0.04, so
that at least four replicate measures are recommended
to reduce the standard error to 0.01 (REF. 53).

For studies of quantitative traits, efficiency does not
approach 1 even in the absence of experimental errors.
This is due to the loss of information from within-pool
phenotypic differences. This information loss can be
ameliorated in a two-pool design by the optimal choice
of selection criteria for the two pools. In the absence of
experimental errors, the optimal selection criterion for
pooling a random sample of unrelated individuals is to
select individuals from the extreme tails of a quantita-
tive trait’s distribution, each comprising 27% of the
sample55–57. Interestingly, the selection fraction of 27%
has arisen previously in the optimal estimation of a cor-
relation coefficient from frequency data58 and in certain
selection experiments59–61. This optimal pooling fraction
is largely independent of marker frequency and of the
mode of inheritance of the trait (dominant, additive or
recessive). As measurement error increases, the optimal
pooling fraction is decreased according to a single para-
meter that essentially represents the ratio of experimen-
tal errors to sampling errors (BOX 2).

A two-stage design, in which markers that show posi-
tive association in a pooling study are followed up by con-
firmatory individual genotyping, might represent the best
trade-off between the cost savings of pooling and the full
information that is provided by individual genotyping
(FIG. 2).A full marker set, potentially comprising 100,000

QUALITATIVE TRAIT

Those traits for which there is a
sharp distinction between
phenotypes — the trait is usually
present or not. Often only one or
a few genes are involved in the
expression of qualitative traits.
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simply considering the case–control differences across
numerous unlinked markers. The structured associa-
tion method cannot be applied to a study that com-
pares two DNA pools, although its use is theoretically
possible in a study that compares two sets of multiple
distinct pools.

Another popular safeguard against hidden population
stratification is to examine parent–offspring or sibship
data for intra-familial association68,69. In the parent–off-
spring design, pooled DNA from affected offspring can
be compared with pooled DNA from their parents70.
Similarly, in a discordant sib-pair design, pooled DNA
from the affected sib can be compared with pooled DNA
from the unaffected sib. In family designs that use pooled
DNA, robustness against population stratification
requires that the ratio of individuals from each family
that contributes to the two pools is constant across fami-
lies71. So, in samples that consist of an affected offspring

Population stratification and family studies. DNA-
pooling studies, like other association study designs, are
subject to false-positive and false-negative findings as a
result of hidden POPULATION STRATIFICATION63. Two main
methods have been proposed to eliminate this prob-
lem: the use of background markers and the use of
related controls. In the first approach, numerous
unlinked markers are used to detect and adjust for hid-
den population stratification. In the ‘genomic control’
variants of this method, the markers are used to esti-
mate the average factor by which the association test
statistics are inflated. This factor is then used to adjust
association test statistics63,64. In the second, more-
sophisticated, ‘structured association’ approach, the
marker data are used to model the population sub-
structure; the resulting model is then used to adjust the
test statistics65–67. The genomic control method can 
be applied to pooled DNA studies because it involves

RELATIVE RISK

The ratio of the risk of
developing a disease in
individuals who have been
exposed to a risk factor to that in
individuals who have not been
exposed to the risk factor.

POPULATION STRATIFICATION

The presence of multiple
population subgroups that show
limited inter-breeding. When
such subgroups differ both in
allele frequency and in disease
prevalence, this can lead to
erroneous results in association
studies.
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Figure 2 | A two-stage pooling study to identify
quantitative trait loci. a | In the first stage of this study
design, pooled tests are carried out to reduce a panel of
markers (possibly those that cover a whole genome at high
density) by 100- to 1,000-fold. In the second stage, a reduced
number of markers are genotyped against the original sample
to confirm the pooled test. Regions that contain confirmed
associations of a marker with a trait require replication in
independent samples and the genotyping of other markers for
fine mapping to identify the quantitative trait loci (QTL). b | The
graph shows the smallest effect size in terms of RELATIVE RISK

that can be detected in the two stages of the design. Here,
relative risk refers to the increase of risk that is associated with
each extra copy of the high-risk allele. In the first stage, the
smallest detectable relative risk at p < 0.001 and 90% power is
plotted against marker allele frequency, for three values of
experimental error, with a sample of 500 cases and 500
controls (blue lines). In the second stage, the smallest
detectable relative risk at p < 0.000,01 and 80% power is
plotted against allele frequency, with the same 500 cases and
500 controls (green line).
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providing haplotype-frequency estimates and, there-
fore, the possibility of testing haplotype-frequency dif-
ferences between two groups from pooled data, this
method also provides a criterion for the selection of
SNPs for pooling studies.

Confounders and gene–environment interactions. In
association studies, the standard methods for dealing
with potential confounding variables are matching and
statistical adjustment. The principle of matching is
clearly applicable to association studies using pooled
DNA. For example, the individuals who comprise two
pools that are to be compared should have equal repre-
sentations of sexes, age groups and ethnicities. Adequate
matching by socio-demographic variables should
reduce the risk of spurious association. When a disorder
has known risk factors, it might be desirable to design
multiple pools that differ in the level of exposure to the
risk factors10. For example, two pools of cases could be
made up, one with a high level and the other with a low
level of exposure to the risk factor, and similarly for the
controls. Such a design might increase the power to
detect an allelic association with disease, and allow 
the examination of possible interactions between the
known factors and putative genetic risk variants.

Conclusion
This review has highlighted the potential increase in
efficiency that DNA pooling has to offer for systematic
association studies. However, it has also drawn attention
to several methodological issues that must be attended
to for DNA pooling to work effectively. Clearly, labora-
tory procedures must be optimized to obtain reliable
results with minimal biases and errors. Further reduc-
tion of errors will depend on experimental design and
statistical analysis. At present, the most effective use of
DNA pooling might be in a two-stage design in which
markers that show putative association are followed up
by individual genotyping. In this way, pooling can be
used as an efficient and sensitive method of screening
numerous markers to identify a subset for more detailed
studies.

More sophisticated pooling designs that involve fam-
ilies or multiple, moderately sized pools can account for
population stratification, confounders and interactions,
and can provide greater control of pooling-specific
experimental errors. However, if pooling is used as a
screen to be followed by individual genotyping, it might
be argued that some of these safeguards can be built in
at the follow-up stage. Similarly, pooled DNA can be
used for haplotype analysis provided that haplotype-
diversity data on the population have been obtained
before the pooling study and that an appropriate set of
SNPs has been selected for genotyping. It remains to be
established whether this sophisticated approach of
marker selection and haplotype analysis, or a simple
approach of maximizing the number of SNPs examined
so that these have a greater chance of including
causative SNPs, is a more cost-effective design for the
systematic screening of human genomes for disease
association.

and both parents, it is robust to make up a control pool
that contains either both parents from all families, or one
parent from all families, but not both parents from some
families and only one parent from other families.

The analysis of pooled DNA data from family-based
designs is complicated by the fact that the sampling
variances of allele-frequency estimates, and of between-
pool allele-frequency differences, need to take account
of the fact that individuals in the same family are geneti-
cally related and therefore do not constitute indepen-
dent observations. If non-independence is ignored, then
sampling variances will be underestimated, resulting in
an increase in false-positive associations. The sampling
variances of between-pool differences in allele-
frequency estimates of several family-based designs —
involving sibships with a variable number of affected
and unaffected individuals, with or without parents and
with or without unrelated controls — have been
derived71. These results allow the construction of valid
statistical tests for allele-frequency differences in family-
based pooling studies.

Haplotype analysis. Both theoretical models72,73 and
empirical data74 indicate that the power of association
analysis to detect a causative allele might be increased by
the use of multi-locus HAPLOTYPES as compared with sin-
gle marker alleles. The fact that DNA-pooling studies
allow allele frequencies, but not haplotype frequencies,
to be estimated directly might, therefore, be considered
to be a disadvantage of pooling. However, as SNP maps
become more comprehensive and association studies
more systematic, it will become increasingly feasible to
conduct analyses with SNPs that are not merely markers
but might be the actual causative alleles. When the
causative alleles are included in the set of markers tested,
and when the number of causative alleles is less than the
number of haplotypes, single-locus association tests
have been shown to be more powerful than multi-locus
haplotype analyses75,76.

Nevertheless, haplotype analysis of pooled DNA
data is in fact possible in some situations. Indeed, a
method of estimating LINKAGE DISEQUILIBRIUM (LD) from
pooled DNA samples has been proposed, but this
requires the construction of many pools, each contain-
ing DNA from only a few (<10) individuals77.
Haplotype analysis from pooled DNA data is also pos-
sible in regions of strong LD, where only a small pro-
portion of the theoretically possible allele combinations
is actually present as haplotypes in the population54.
This method requires the identification of those haplo-
types that actually exist in the population, by genotyp-
ing several individuals. The frequency of an allele can
be written as the sum of the frequencies of all the exist-
ing haplotypes that contain the allele. Each SNP there-
fore gives rise to a linear equation that relates an allele
frequency to the haplotype frequencies; for s SNPs
there are s such simultaneous linear equations. If the
number of existing haplotypes is h, and if h ≤ s, then it
might be possible to ‘solve’ certain subsets of the simul-
taneous linear equations to express the h haplotype fre-
quencies in terms of allele frequencies. In addition to

HAPLOTYPE

The allelic configuration of two
or more alleles on a single
chromosome of a given
individual.

LINKAGE DISEQUILIBRIUM

This occurs when the frequency
of a particular haplotype for two
or more loci deviates
significantly from that expected
from the product of the
observed allelic frequencies at
each locus.
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