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ABSTRACT 

Architectural design decision (ADD) and its design rationale, as a 

paradigm shift on documenting and enriching architecture design 

description, is supposed to facilitate the understanding of 

architecture and the reasoning behind the design rationale, which 

consequently improves the architecting process and gets better 

architecture design results. But the lack of empirical evaluation 

that supports this statement is one of the major reasons that 

prevent industrial practitioners from using ADDs in their daily 

architecting activities. In this paper, we conducted two controlled 

experiments, as a family of experiments, to investigate how 

presence of ADDs can improve the understanding of architecture. 

The main results of our experiments are: (i) using ADDs and their 

rationale in architecture documentation does not affect the time 

needed for completing architecture design tasks; (ii) one 

experiment and the family of experiments achieved a significantly 

better understanding of architecture design when using ADDs; 

and (iii) with regard to the correctness of architecture 

understanding, more experienced participants benefited more 

from ADDs in comparison with less experienced ones. 

Categories and Subject Descriptors 

D.2.11 [Software Engineering]: Software Architecture - 

Languages, I.6.8 [Computing Methodologies]: Simulation and 

Modeling - Visual 

General Terms 

Design, Human Factors. 

Keywords 

Software architecture, design rationale, architectural design 

decision, controlled experiment, meta-analysis. 

1. INTRODUCTION 
With increasing size and complexity of software-intensive systems, 

the role of Software Architecture (SA) as a means of 

understanding and managing large systems has been becoming 

increasingly important. The high level design description of a 

large and complex system can help software development teams to 

understand and manage complicated interactions among all 

stakeholders of a software-intensive system [24]. SA community 

has devoted considerable effort to developing various approaches, 

techniques, and tools for improving software architecture 

communication among and understanding of all the key 

stakeholders of large-scale software-intensive systems [6]. 

Software architecting is a knowledge-intensive activity, in which a 

large amount of knowledge is being continuously produced and 

consumed. In the field of software architecture, a paradigm shift 

has occurred from describing the outcome of architecting process 

to describing the Architectural Knowledge (AK) created and 

(re)used during architecting process, including architecture design 

as well as the design decisions, rationale, assumptions, context, 

and other factors that together determine architecture solutions 

[11][25]. Traditional approaches to documenting SA are limited 

to capture this knowledge and partially result in AK vaporization 

[2]. The architecturally significant information is lost during 

architecting process, especially in architecture evaluation and 

maintenance activities. This situation leads to many severe 

problems, such as expensive system evolution, lack of 

stakeholders’ communication, and limited reusability of 

architecture [2]. Architectural design decisions (ADDs) and their 

rationale are an important part of the AK of a system [26]. ADD is 

regarded as a fundamental choice which architects should make 

during architecture design, for example, selection of an 

architectural pattern [5]. Representation of ADDs as first-class 

entities in architecture design can alleviate aforementioned 

problems [2], which is supported by various ADD models and 

tools [5]. 

Although many models, tools, and guidelines have been reported 

about the importance of ADDs and their rationale on architecture 

design in the last decade [5][29], there has been limited empirical 

research (e.g., evaluation and measurement) on the effects of 

ADDs and their rationale on the understanding of SA design, 

which is one of the major reasons that prevents industrial 

practitioners from using ADDs in their daily architecting activities 

[43]. This fact motivated us to conduct this empirical study 

reported in this paper. We focused on the understanding of 
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architecture design since understandability is one of the main 

factors which influence the maintainability of software design [27] 

and it is also considered as one of major quality characteristics 

that an engineering model should have [33]. An architecture 

design should be first understood well before any changes can be 

applied to it [7]. The goal of this study is to investigate whether 

using ADDs can improve the understanding of architecture design 

and the reasoning behind the design rationale. We conducted two 

controlled experiments with professionals and students 

respectively to investigate this hypothesis quantitatively in two 

aspects related to architecture understanding: the time spent to 

complete a given architecture design task and the correctness of 

the architecture design results, as two proxy measures [34] of 

architecture understanding. The original (first) experiment was 

conducted with experienced software designers and the second 

experiment (the replication of the first experiment) was conducted 

with SA course students. The goal of conducting two experiments, 

as a family of experiments, was to provide evidence for the 

generalization of the experiment results by repeating the 

experiment in different environments using different subjects but 

the same experiment materials. We also performed a meta-analysis 

to aggregate the results obtained through different individual 

empirical studies (i.e., experiments). By this way, we could extract 

more general and reliable conclusions. 

The rest of this paper is organized as follows: Section 2 briefly 

summarizes related work on architecture understanding and how 

the use of ADD and design rationale has an impact on architecture 

design. Section 3 describes the family of experiments. Section 4 

motivates the research questions, derives research hypotheses, and 

discusses detailed execution of individual experiments. Section 5 

reports the experiment results and the accepted hypotheses. 

Section 6 analyzes and discusses the experiment results. Section 7 

discusses the threats to the validity of this study. We conclude this 

paper with future work directions in Section 8. 

Replication of the experiment, a meta-analysis based on the family 

of experiments (i.e., the original experiment and the replicated 

experiment), and discussion of the experimental results are the 

major extensions to our previous work reported in [38] and initial 

proposal presented in [3]. 

2. RELATED WORK 
This section summarizes relevant work on architecture 

understanding and how the use of ADD and design rationale has 

an impact on architecture design. 

Telea et al. conducted a review and evaluation of architecture 

understanding visualization tools (i.e., commercial and research 

tools) and techniques from a stakeholder perspective [6]. They 

described how visualization tools can help different stakeholders 

to gain more insight from software architectures. To achieve this, 

they distinguished three stakeholder types (i.e., technical user, 

project manager, and consultant) and determined what 

functionalities these stakeholders expect from architecture 

understanding visualization tools. They concluded that all type of 

stakeholders involved in software architecture benefit from 

architecture visualization techniques for architecture 

understanding and the visualization minimizes the waste of 

architecting effort [6]. 

Knodel et al. conducted a controlled experiment with 29 subjects 

(researchers and graduate students on software engineering) to 

investigate the role of configurable graphical elements in 

architecture understanding [7]. Configurability in this work means, 

for example, enabling and/or disabling certain graphical elements. 

The experiment results show that a different configuration of 

graphical elements (e.g., a few or a larger number of graphical 

elements) have a significant impact on static architecture analysis 

tasks (for example, a program comprehension task). 63% gain in 

effectiveness in architectural analysis tasks was achieved by 

changing the configuration of the graphical elements of the same 

tool. This finding suggests that a minor adaptation in architecture 

visualization tools may lead to significant improvement for 

architecture understanding. 

Tang et al. empirically investigated whether a rationale-based 

approach could help architects to gain better design quality [13]. 

To achieve this, they conducted a controlled experiment with 20 

designers from industry and academia. The results of the 

experiment show that the group equipped with design reasoning 

ended up with better quality design than the group without using 

design reasoning, however, it is revealed that there is no 

significant difference among the two groups in terms of time spent 

on doing their tasks during software design. In addition, 

inexperienced designers benefit more from design reasoning than 

experienced designers. In their experiment, both groups used the 

same architecture design document as experiment material, but the 

test group applied the rationale-based approach (i.e., design 

reasoning) to architecture design, while our work tries to 

investigate the usefulness of ADD artifacts to architecture 

understanding using different architecture documents (the only 

difference is the ADD part). 

Haitzer et al. conducted a controlled experiment with 60 novice 

architects (i.e., students of software architecture course) to 

determine whether architectural component diagrams have any 

effect on architecture design understanding [8]. They employed 

seven architecture related questions to measure the understanding 

of novice architects on architecture design. The results show that 

the experiment group equipped with source code and architectural 

component diagrams had a better performance in answering the 

questions than the control group that only equipped with source 

code, in particular, the component diagrams are more helpful to 

understand bigger and complex architectural connections. In 

addition, the experiment results reveal that if the architectural 

guidance provided by component diagrams already existed in 

source code, the performance between the experiment and the 

control group is roughly the same. This study focuses on 

architecture understanding in structural viewpoint that expresses 

the architecture with components and connectors, while our work 

focuses on the impact of architecture understanding in decisional 

viewpoint to that of structural viewpoint considering the decisions 

made during architecting. 

3. THE FAMILY OF EXPERIMENTS 
This section describes the main characteristics of the family of 

experiments. The family of experiments could increase the 

validity of the results [23] and make the results to be generalized 

across the experiments [22]. A typical family of experiments 

consists of multiple similar experiments that pursue the same goal 

in order to extract significant conclusions that can be applied in 

practice [23]. If replications reuse original experimental planning, 



  

e.g., research questions, variables, and experimental materials, but 

are only different in subjects, with roughly the same background 

and experience; it would be categorized as exact replication [28]. 

If the subjects have different background and experience, the 

replications will be called differentiated replication [22]. As 

shown in Figure 1, our family of experiments is composed of two 

controlled experiments, the original one (Exp1) was conducted at 

Wuhan with subjects from academia (researchers) and industry 

(engineers) who had an average of 5.6 years experience on 

software design and development. 

 

Figure 1. The family of controlled experiments 

The 2nd experiment (Exp2) was conducted with first year master 

students who had far less experience on software design and 

development compared to those participants in Exp1. 

Consequently, the Exp2 is regarded as a differentiated replication 

of Exp1. The main elements of the family of experiments, which 

are common in both experiments, are described in Table 1. Figure 

1 shows that the total number of the subjects from the two 

experiments was 21. The original experiment (Exp1) was 

conducted from January to March 2011 with 10 software 

professionals and the 2nd experiment (Exp2) was conducted on 

September 16, 2011 during the software architecture course at 

Wuhan University, China, with 11 master students. 

Table 1. Main elements of the family of experiments 

Goal To analyze the effect of using ADDs for the 

purpose of improving the understanding of 

architecture design. 

Experiment 

Material 

The sub-system architecture design and 

related architecture description from the 

architecture document of Cyber Video System 

(CVC). 

Null 

Hypotheses 

Using ADDs and their rationale does not 

affect the time spent to complete an 

architecture design task. 

Using ADDs and their rationale does not 

affect the correctness of the architecture 

design results. 

Independent 

Variable 

(none) Use of ADDs during conducting the 

controlled experiments. 

Dependable 

Variables 

Time spent on completing an architecture 

design task. 

Correctness of the architecture design results. 

4. INDIVIDUAL EXPERIMENTS  
This section provides detailed information on how the two 

controlled experiments were conducted according to guidelines 

provided in [10]. Section 4.1 describes the planning of the 

original experiment (Exp1) and Section 4.2 presents the 2nd 

experiment (Exp2) in terms of differences with Exp1. 

4.1 The Original Experiment (Exp1) 

4.1.1 Goal and Research Questions 
The goal of the original experiment is presented in Table 1, and 

we planned to compare the understandability one has of an 

architecture design when using ADDs as opposed to without 

using ADDs. To this end, we need a way to evaluate and quantify 

the understandability someone has of an architecture design. Since 

architecture design understanding is crucial for an architect to 

perform other architecting activities (e.g., architectural 

maintenance and evolution), we can indirectly measure the 

architecture understanding by evaluating how well s/he performs 

architecting activities in architecting process (i.e., as a proxy 

measure [34]). Based on this assumption on the relationship 

between architecture understanding and architecting activities, the 

following research questions (RQs) are formulated: 

 RQ1: Does using ADDs and their rationale reduce the 

time that is needed to complete an architecture design task 

as opposed to not using it? 

 RQ2: Does using ADDs and their rationale increase the 

correctness of the architecture design results as opposed to 

not using it? 

Associated with these two RQs, there are two null hypotheses 

formulated as follows: 

 H10: Using ADDs and their rationale does not affect the 

time needed to complete an architecture design task. 

 H20: Using ADDs and their rationale does not affect the 

correctness of the architecture design results. 

The alternative hypotheses that we use in this controlled 

experiment are the following: 

 H1: Using ADDs and their rationale increases the time 

needed to complete an architecture design task. 

 H2: Using ADDs and their rationale improves the 

correctness of the architecture design results. 

4.1.2 Variables 
Following the standard practice of conducting controlled 

experiments in software engineering [10], the independent 

variable in this experiment is the (none) use of ADDs during 

conducting the controlled experiment. The experiment also 

consists of two dependent variables: the time spent by an 

experimental subject (e.g., a software architect) on completing an 

architecture design task, and the correctness of the architecture 

design results quantified by applying the evaluation criteria (see 

Section 5.3) on the experiment design results submitted by the 

subjects. The details of the experiment design and process are 

presented in Section 4.1.5. 

4.1.3 Experimental Subjects 
10 subjects participated in Exp1: 6 of them are from academia 

(researchers at universities), and 4 of them are from industry 

(developers and architects in software companies). The 

researchers are from two universities in Wuhan, who are major in 



  

software engineering and development and the engineers are from 

three software companies. The 10 subjects have an average of 5.6 

years experience on software design and development. The 10 

subjects were grouped into Group A and B evenly (each group has 

5 subjects) based on their expertise and background (i.e., from 

academia or industry). Table 2 shows the characteristics of the 

experimental subjects. 

4.1.4 Experiment Material 
The experiment material (i.e., the sub-system architecture design 

and related architecture description) is selected from the 

architecture document of Cyber Video System (CVC), which is a 

system that provides digital media service over a satellite 

connection to consumers (e.g., movies). CVC provides customers 

access to video content on a rent basis directly from their home 

and displayable on any TVs available. The movie, previously 

made available by CVC, is made accessible to the user as soon as 

a payment has been made. The reason that we select this system as 

the experiment material is that this system is easily understandable 

by the subjects without the prerequisite of any specific domain 

knowledge as well as the scale and complexity of the architecture 

design is appropriate for the duration of the experiment. 

The experiment documents for Group A 1  (architecture design 

document with ADDs) and Group B 2  (architecture design 

document without ADDs) are both available online for readers 

reference. The only difference between the SA documents used 

for Groups A and B is the ADD part presented in a diagram (an 

example is shown in Figure 3) [15]. The SA document for Group 

A contains this part, and Group B does not. 

The experiment results for analysis (i.e., the architecture design 

results by the subjects) in various formats (including Office Visio, 

Word, and other boxology formats) by Group A and B are also 

available online for experiment Exp13 and Exp24. 

4.1.5 Experiment Design and Process 
As presented in Section 4.1.1, the usefulness of ADD is quantified 

in two aspects: the time used to complete an architecture design 

task, and the correctness of the architecture design results. 

Meanwhile, to make this experiment performable, we asked the 

subjects to complete the experiment tasks in a limited time based 

on our estimation, i.e., the architecture design results should be 

submitted by the subjects within one and a half hours. 

Considering these issues, the detailed steps of this experiment are 

specified below (see Figure 2): 

1. Divide the experimental subjects evenly into two groups 

(Group A and B); 

2. Select an appropriate sub-system architecture design with 

related architecture description from an architecture document, 

                                                                 

1 This document can be downloaded at 

http://www.cs.vu.nl/~liangp/project/ADD/GroupA.pdf 
2 This document can be downloaded at 

http://www.cs.vu.nl/~liangp/project/ADD/GroupB.pdf 
3  This document can be downloaded at 

http://www.cs.vu.nl/~liangp/project/ADD/Exp1.zip 
4 This document can be downloaded at 

http://www.cs.vu.nl/~liangp/project/ADD/Exp2.zip 

and the selected sub-system architecture design is 

understandable in about 45 minutes; 

3. Provide both groups a new requirement about the sub-system, 

and ask the subjects to make new design to satisfy this new 

requirement based on their understanding of the existing 

architecture design; 

4. Group A is presented the architecture design document with 

ADD information in a diagram to make the new design 

according to the new requirement (Note that, we didn’t 

introduce a tutorial session on what ADD is to the subjects 

because we thought that the ADD concepts are 

straightforwardly understandable. We add labels to the ADD 

diagram, e.g., Design Issue, Positive Factor, see the 

experiment material of Group A in Section 4.2 for a detailed 

understanding); 

5. Group B is presented the architecture design document 

without ADD information to make the new design according 

to the same new requirement; 

6. Ask the two groups to submit the architecture design results 

within one and half hour (maximum duration), with a 

suggestion of using maximally 45 minutes for reading the 

architecture document, and maximally 45 minutes for 

completing the architecture design task; 

7. Record the actual time (in minutes) spent by subjects on 

completing the architecture design task (i.e., making new 

design according the requirement); 

8. Evaluate quantitatively the correctness of the architecture 

design results submitted by the two groups (see Section 5.3) 

and finally analyze the experiment results to accept or reject 

the hypotheses using t-test (see Section 5.1). 

Understand the Existing 

Design in the Architecture 

Document

Group A
(using ADDs)

Make New Design 

according to a New 

Requirement

Understand the Existing 

Design in the Architecture 

Document

Group B
(without using ADDs)

Make New Design 

according to a New 

Requirement

Evaluate Design Results by Group A and B

about 45 min

about 45 min

Figure 2. Experiment design and process 

Figure 2 illustrates the experiment design with a suggested 

maximum duration (45 minutes) for executing the individual tasks 

during the experiment. 

4.2 The Replication Experiment (Exp2) 
As mentioned in Section 3, the experiment Exp2 was a replication 

of Exp1 and conducted with master students in the software 

architecture course at Wuhan University, China, in which 

experimental steps, experimental material, hypotheses, and 

variables did not vary. As shown in Figure 1, the only difference 

between the two experiments Exp1 and Exp2 was the number of 

subjects (10 and 11 for Exp1 and Exp2 respectively) and the level 

of experience and background of subjects with software design 

and development. The subjects (first year master students) in 

Exp2 had far less experience than those in Exp1. This alteration 

http://www.cs.vu.nl/~liangp/project/ADD/GroupA.pdf
http://www.cs.vu.nl/~liangp/project/ADD/GroupB.pdf
http://www.cs.vu.nl/~liangp/project/ADD/Exp1.zip
http://www.cs.vu.nl/~liangp/project/ADD/Exp2.zip


  

allowed us to analyze whether experience on software design and 

development affects the correctness of architecture design 

understanding and the time spent on completing the design task. 

None of the subjects participated in Exp1 and Exp2 had 

knowledge about ADD before they performed the experiments. 

Since the experiment Exp2 took place during the software 

architecture course, all the participants did the experiment in one 

place (classroom), while the participants of Exp1 were distributed 

in different places. It is worth nothing that Group A and Group B 

in Exp2 had 5 and 6 participants respectively since we have an 

odd number of students participated in this course. Table 3 shows 

the characteristics of the subjects and their results. 

4.3 Meta-analysis 
Like other family of experiments e.g., reported in [23][27], we 

considered meta-analysis as an appropriate method to aggregate 

the results obtained through different individual empirical studies. 

Meta-analysis enables us to extract more general and reliable 

conclusions regardless of significant results obtained or not [39]. 

It can investigate the global effect of a factor through the 

combination of different effect sizes of the experiments [27]. In 

our experiment; the factor is how the use of ADDs and their 

rationale affects the understanding of architecture design. The 

effect size, Cohen’s “d”, is defined as the standardized mean 

difference between the two groups in terms of a dependent 

variable [40]. Typically in software engineering, effect sizes are 

classified into four different values: negligible (d < 0.2), small 

(0.2 ≤ d < 0.5), medium (0.5 ≤ d < 0.8), and large (d ≥ 0.8). For 

example, an effect size of +0.5 (medium) means that Group A 

scored half of a standard deviation better than Group B. In 

Sections 5.2 and 5.3, we describe the results of the meta-analysis 

based on the experiment results. 

 

5. EXPERIMENT RESULTS 
This section summarizes the results of the two controlled 

experiments. We first introduce the t-test statistical method in 

Section 5.1, and discuss the time and correctness results 

respectively in Section 5.2 and 5.3. Table 2 and Table 3 show the 

results (time spent and correctness) of the experiment Exp1 and 

Exp2 respectively. The descriptive statistics of the experiment 

results on time spent and correctness by Group A and B are 

shown in Table 4 and Table 5. 

5.1 T-test 

T-test is a statistical hypothesis test method that assesses if there is 

a significant difference between the means of two groups [12]. In 

statistical tests, a p-value represents the probability that a 

hypothesis test is significantly different from the null hypothesis. 

The p-value shows how likely it is that a test group is significantly 

different from a controlled group. To analyze the controlled 

experiment results, we applied the t-test at a significance level of 

95% (α=0.05) for statistical evaluation, which means that 

statistical significance is attained in cases where the p-value is 

found to be lower than 0.05 or t-test is bigger than t-critical. The 

t-critical value is the cutoff between retaining and rejecting the 

null hypothesis. If the t-test value is bigger than the t-critical 

value, the null hypothesis is rejected; otherwise, the null 

hypothesis is retained. 

 

Figure 3. Example of an ADD and its rationale presented in a diagram 



  

Table 2. Characteristics of the subjects and their results of 

time spent and correctness in Exp1 

Table 3. Characteristics of the subjects and their results of 

time spent and correctness in Exp2 

Subject 
No. 

Affiliation Group 
Total Time 

(min) 
Correctness 

(point) 

1 Student Test 41 0.25 

2 Student Test 58 1.75 

3 Student Test 55 2.00 

4 Student Test 54 2.25 

5 Student Test 56 1.00 

6 Student Control 58 1.50 

7 Student Control 55 1.50 

8 Student Control 60 1.00 

9 Student Control 52 0.25 

10 Student Control 40 1.50 

11 Student Control 52 0.25 

5.2 Time Results 
We started by testing the null hypothesis H10, which states that 

using ADDs and their rationale does not affect the time needed to 

complete an architecture design task. 

In the initial experiment design, it was supposed that the time 

aspect in this controlled experiment was divided into the time 

spent on reading the architecture document (time on reading 

activity) and time on making the new architecture design (time on 

design activity), but we noticed that the time duration spent for 

reading architecture document and design could not be fully 

separated (like oil and water) because the subjects could 

sometimes go back to read the document again during the design 

period, for example, to confirm/recall something which is not 

clear, or to verify new design with existing design. In such 

situation, the time results of “reading” and “design” provided by 

the subjects may not be accurate and meaningful, because it is 

difficult to count how much time they spent on re-reading the 

document during the design activity. Consequently, we consider 

the total time (inducing reading architecture document and design 

activity) to investigate whether there is a significant difference in 

the total time spent on completing the design task between Group 

A and B. 

Table 4 reports a summary of descriptive statistics (i.e., mean and 

standard deviation (SD)) of the results of the two controlled 

experiments regarding time spent on completing an architecture 

design task. Firstly, we consider the data from the two 

experiments as one integrated experiment and the data is analyzed 

as one data set (the first row “Overall” in Table 4) and secondly 

each experiment is analyzed separately (the second and third row 

“Exp1”and “Exp2” in Table 4). 

Figure 4 shows a comparison of the two experiments individually 

and together in an “Overall” perspective using box plot diagrams. 

These box plots show that the subjects in Group A have spent less 

time in completing an architecture design task in comparison to 

the participants in Group B. From the “Overall” row in Tables 4, 

we can see that the participants in Group A (using ADDs) spent 

less mean time to complete the architecture design task in 

comparison of Group B (respectively, 54.2 minutes and 58.0 

minutes for Group A and B). This difference on time spent is not 

considered as significant between Group A and B, as p-value = 

0.488 > 0.05. Thus, in an overall perspective, the first null 

hypothesis H10 cannot be rejected and it means that using ADDs 

and their rationale does not affect the time needed to complete an 

architecture design task. 

In addition, looking at the two experiments separately, we can see 

from Table 4 that although for Exp 1 and Exp 2 the subjects of 

Group A (using ADDs) spent less time to complete their design 

tasks, but the differences are not significant (respectively, p-value 

of Exp1 = 0.423 and p-value of Exp2 = 0.993, which both of them 

are greater than 0.05). We accept the null hypothesis H10 for 

Exp1 and Exp2 and it means that using ADDs and their rationale 

does not affect the time needed to complete an architecture design 

task. As discussed in related work, Tang et al. have conducted a 

similar experiment to investigate the application of a design 

reasoning process in two groups: test group (equipped with design 

reasoning) and control group (without using design reasoning) 

[13]. Their results show that both groups took a similar amount of 

time to finish their tasks of software design, which is similar to 

our results of time aspect. 

Concerning the effect size, we obtained Cohen’s d = -0.533 for 

Exp1 (medium) and d = -0.004 for Exp2 (negligible). Applying 

meta-analysis (see Section 4.3), the mean effect size known as d+ 

[44] is -0.252, which can be considered as a small effective size. 

The conclusion is that using ADDs and their rationale in 

architecture documents does not increase the time spent for 

completing an architecture design task. 

Table 4. Descriptive statistics of the experiment results on time 

spent by Group A and Group B 

 Group A Group B p-value t-test 

Mean SD Mean SD   

Overall 54.20 9.11 58.00 14.62 0.488 0.705 

Subject 
No. 

Affiliation Group 
Total Time 

(min) 
Correctness 

(point) 

1 Academia Test 44 1.75 

2 Academia Test 45 2.00 

3 Industry Test 54 1.75 

4 Industry Test 70 2.50 

5 Academia Test 65 1.75 

6 Academia Control 54 1.25 

7 Industry Control 45 1.75 

8 Academia Control 52 0.75 

9 Industry Control 90 1.75 

10 Academia Control 80 1.25 



  

Exp1 55.60 11.67 64.20 19.60 0.423 0.840 

Exp2 52.80 6.76 52.83 7.05 0.993 0.007 

 

 

Figure 4. Box plot for time spent 

5.3 Correctness Results 
This subsection presents the test of null hypothesis H20, which 

states that using ADDs and their rationale does not affect the 

correctness of the architecture design results. As discussed in 

Section 4.1.1, evaluation of correctness of the architecture design 

results acts as a proxy measure to architecture understanding. We 

considered three criteria, which were carefully designed to reflect 

one’s understanding of the existing architecture design and were 

used to evaluate the architecture design results. The design results 

were scored by the first two authors separately and any 

disagreements among them were resolved through discussions. 

The score for fully satisfying each criterion is 1.0 point. 

1) Can the design result satisfy the new requirement? This 

criterion is divided into four sub-criteria that address various 

aspects of the new requirement. Each of them has 0.25 point. 

For example, one sub-criterion is that “Checking whether the 

request user ID is a user with Certification Authority”. 

Rationale: The reason we include this criterion is that a new 

architecture design that can satisfy the new requirements is 

based on the correct understanding of existing architecture 

design [6]. 

2) Has the design result any conflict with existing design? A 

design conflict refers to the situation when the new 

architecture design and existing design are incompatible with 

each other. For example, in the existing design for 

requirement “Store Movie”, the movie content is encrypted 

before being stored in Movie Management System (MMS). If 

a new design for requirement “Handle Movie Request” 

doesn’t consider the decryption of movie content before 

sending it to the movie requester, then there is a design 

conflict between the new design (for requirement “Handle 

Movie Request”) and existing design (for requirement “Store 

Movie”). If we identify a design conflict between new design 

and existing design, we subtract 0.25 point for each design 

conflict from the full score 1.0 of this criterion. 

Rationale: We introduce this evaluation criterion since 

design conflict is a sign to demonstrate that the subject didn’t 

understand the existing design correctly [35]. 

3) Does the design result reuse any part of existing design? If 

the subject uses a new component, we add 0.00 point to the 

score of the design result. If the subject reuses an existing 

component appropriately, we add 0.25 point to the score of 

the design result. 

Rationale: We introduce this criterion because effective and 

appropriate reuse of existing design artifacts is an important 

sign to show that the subject has a correct understanding of 

the existing design [36]. 

The correctness hypothesis H20 is investigated using t-test based 

on above evaluation criteria and the evaluation results. A 

comparison of the two experiments, as well as in an “Overall” 

perspective, is shown in Figure 5 using box plots. These box plots 

show that the subjects in Group A have outperformed in 

correctness of understanding in comparison to the participants in 

Group B. Table 5 shows that the mean score of the architecture 

design results of Group A are higher in an overall perspective, as 

well as in separated experiment (Exp1 and Exp2). In comparison 

to Figure 4, Figure 5 shows that the difference between Group A 

and B in terms of correctness is more obvious than for the time 

aspect. Table 5 shows that the mean score of Group A is higher 

than Group B for “Overall” (47%) as well as for Exp1 (44%) and 

Exp2 (45%). The t-test result provides evidence that the 

difference between the two groups, in terms of correctness of 

architecture design results (a proxy measure of architecture 

understanding), is significant in an “Overall” perspective (p-value 

= 0.049 < 0.05) and for experiment Exp1(p-value = 0.035 < 0.05). 

Therefore, we can reject the null hypothesis H20 and accept the 

alternative one (i.e., H2) for the “Overall” experiment and Exp1. 

Whereas for Exp2, which involves less experienced subjects on 

software design and development, although the difference is in 

favor of the group that uses ADDs (Group A), but this difference 

is not considered as significant (p-value = 0.320 > 0.05). Thus, 

the null hypothesis H20 cannot be rejected for Exp2. This 

correctness result implies that more experienced participants 

benefit more than less experienced ones when they use ADDs, as 

for their correctness of architecture design results. 

Concerning the effect size, we obtained Cohen’s d = 1.630 for 

Exp1 (large) and d = 0.627 for Exp2 (medium). Applying meta-

analysis (see Section 4.3), we can obtain the mean effect size d+ 

is 1.04, which can be considered as a large effect size. In general, 

it can be concluded that using ADDs and their rationale can 

substantially improve the correctness of architecture design 

understanding. 

5.4 Summary of the Results 
To summarize the main results, it is observed that presence of 

ADDs and their rationale does improve the correctness of 

architecture design results, but does not affect the time needed for 

completing an architecture design task in all experiments (i.e., 

Exp1, Exp2, and the “Overall” experiments). 

In terms of statistically significant differences between the results 

of control and test groups, the difference on correctness is 



  

significant in Exp1 and the “Overall” experiment, but 

insignificant in Exp2; the difference on time spent is not 

significant in all experiments (i.e., Exp1, Exp2, and the “Overall” 

experiments). 

Table 5. Descriptive statistics of the experimental results on 

correctness by Group A and Group B 

 Group A Group B p-value t-test 

Mean SD Mean SD   

Overall 1.70 0.64 1.15 0.53 0.049 2.095 

Exp1 1.95 0.32 1.35 0.41 0.035 2.530 

Exp2 1.45 0.81 1.00 0.61 0.320 1.041 

 

 

Figure 5. Box plot for correctness of design results 

6. DISCUSSION 
The main goal of this study was to analyze how architectural 

design decisions (ADDs) and their rationale influence the 

understanding of software architecture. We analyze and discuss 

the results obtained from the experiments in three aspects: 

explanation of the results, the impact of participants’ experience 

to the results, and the challenges of evaluating architecture 

understanding. 

6.1 Explaining the Obtained Results 
The experiment result shows that participants equipped with 

ADDs and their rationale achieved a better correctness of 

architecture understanding in comparison of those without 

presence of ADDs. This is true in two experiments and the 

“Overall” experiment, and the difference is statistically significant 

in Exp1 (professionals experiment) and the “Overall” experiment 

except for Exp2 (students experiment), which implies that there is 

a difference on the effect of ADD to the correctness of 

architecting understanding between participants who have 

different levels of software design experience (more dedicated 

discussion in Section 6.2). Regarding the evaluation criteria 

introduced in Section 5.3 to measure the correctness of the 

architecture design results by the subjects, it is worth noting that 

test group (i.e., using ADDs) outperformed consistently in all 

criteria than the control group (without using ADDs). For time 

spent on completing assigned architecture design task, the results 

confirmed that employing ADDs and their rationale does not 

increase the time needed to accomplish the design task. 

Consequently, the difference on time aspect is not statistically 

significant in both experiments as well as in the “Overall” 

experiment. 

6.2 The Impact of Participants’ Experience 
As described in Section 4, the participants (professionals) in Exp1 

had more experience than those in Exp2 (students). The result of 

correctness reveals that more experienced participants benefit 

more (i.e., significant difference in Exp1) than less experienced 

participants (i.e., insignificant difference in Exp2) when they use 

ADDs, as for their correctness of architecture design results. This 

result (the effect of ADD to architecture design understanding) is 

contradictory to the result reported in [13] (the effect of design 

reasoning process to architecture design quality), which shows 

that inexperienced designers benefit more from design reasoning 

than experienced designers. The results of our work and [13] seem 

to be different at the first sight, but actually are complementary to 

each other, which imply that inexperienced (e.g., novice) 

designers need to be trained and equipped with design reasoning 

process to make the most use of ADDs [42]. 

The experiment result of correctness also shows that there is no 

significant difference (p-value = 0.814 > 0.05) between less 

experienced participants using ADDs (Group A students in Exp2) 

and more experienced participants without using ADDs (Group B 

professionals in Exp1), which indicates that presence of ADDs 

can do assist less experienced designers achieve an equally 

correct understanding of architecture comparable to experienced 

designers (without using ADDs), which is a kind of way to 

remedy their deficiencies in design experience. 

For the time aspect, one unexpected result is that less experienced 

participants (students in Exp2) spent less mean time (e.g., 52.83 

versus 64.20 minutes for Group B) on architecture design task 

than experienced participants (professionals in Exp1), which 

partially due to the reason that Exp2 (students experiment) was 

conducted for all the participants during a course, which might 

pose time pressure to some participants when others finished the 

experiment task and submitted the results earlier, which is not the 

case for Exp1 that was conducted one by one. 

6.3 Evaluating Architecture Understanding 
Three challenges have been introduced to empirically evaluate 

understandability or comprehensibility of designs (e.g., models): 

information equivalence, accessibility of participants, and 

researcher bias [41]. The first challenge, information equivalence, 

was not happened in our experiment because the two groups 

(control and test groups) in both experiments use the same 

experiment material, and the only difference between the 

architecture documents used for the two groups is the ADD part 

that is presented in a diagram. The challenge of accessibility of 

participants (i.e., finding competent participants on architecture) 

was not happened in Exp1 because the participants in Exp1 had 

sufficient expertise and experience in software design and 

development. In Exp2, we used master students of software 

architecture course as subjects, who represent novice architects 

and have basic skills of designing architecture given in the course. 

Lastly, we could not eliminate the third challenge, researcher bias 



  

(i.e., the evaluator of a notation is often its proponent), because 

the researchers (authors) of this work were involved in the 

evaluation of experiment design results. 

7. THREATS TO VALIDITY 
Due to the limitations of this controlled experiment, there are 

several threats to the validity of the experiment results. We 

classify them into threats to construct validity, which refers to the 

degree to which the measures in a study actually represents the 

constructs in the real world; internal validity, which describes the 

cause-effect relationship between the independent and dependent 

variables; external validity, which refers to the ability to 

generalize the results and findings of the experiments in different 

contexts; and conclusion validity, which refers to the degree to 

which the conclusion that is being achieved from the experiment 

is reasonable [18]. 

7.1 Construct Validity 
In our study, the construct validity is related to how the time spent 

on completing an architecture design task and the correctness of 

architecture understanding were accurately measured by their 

appropriated instruments. In terms of time spent on completing 

the architecture design task, it was measured by time sheet and 

was monitored and checked by the second author, who was 

present during the two experiments. Time sheet is a common 

practice for measuring the time required to do experiment tasks in 

controlled experiments [23]. Understanding of architecture was 

measured by evaluating the correctness of architecture design 

results. Unlike the methods used in [22][23], we did not use 

questionnaires to measure the understanding of the subjects on 

architecture design. As discussed in Section 5.3, we used an 

evaluation model (with three criteria), which was constructed in 

advance and was peer-reviewed by the authors, to evaluate the 

correctness of the architecture design results. These evaluation 

criteria were carefully designed to reflect one’s understanding of 

the existing architecture design, in order to mitigate the threat to 

construct validity. 

7.2 Internal Validity 
One of the usual internal validity threats about the experimental 

subjects is that the knowledge of subjects may differ between the 

test group and controlled group, and possibly affect the quality of 

experiment results. To alleviate this threat, in Exp1, the subjects 

were evenly distributed across the groups based on their expertise 

and background (e.g., from academia and industry, see Table 2). 

In Exp2, the participants were randomly distributed and their 

background was quite similar in which about 90% of them didn't 

have any industry experiences. The subjects participated in Exp1 

had enough competency to do the experimental design task 

because they have being working on software (architecture) 

design and development for several years, including academic 

researchers and industrial practitioners. The subjects of Exp2 had 

enough motivation to participate in this experiment because the 

architecture design task was part of their SA course. None of 

participants knew the goal and hypotheses of this experiment 

before performing the experiment, which partially mitigates the 

bias of participants when completing the architecture design task. 

Researchers’ bias as a validity threat can affect the results of the 

study. This threat exists in our study because the correctness of 

the experiment design results (see Section 5.3) were evaluated and 

graded by two researchers who were involved in this experiment 

(i.e., the first two authors of this paper). External evaluators 

without the knowledge of the goal and hypotheses of this 

experiment can be used to eliminate this threat, but we failed to 

find suitable evaluators largely because of the considerable effort 

needed to evaluate all the design results using the evaluation 

criteria (see Section 5.3). In order to alleviate this threat, an 

evaluation model to the design results (the criteria introduced in 

Section 5.3) was designed in advance that clearly states the 

required design elements and the corresponding points for each 

element, and these criteria were agreed by the researchers who 

evaluated the design results. Furthermore, to have a reliable and 

objective evaluation, all the answers of subjects were evaluated 

and graded by two researchers independently. Next, the grading 

results were compared and any disagreements were resolved 

through discussions. 

7.3 External Validity 
The total number of subjects (21) participated in two experiments 

is limited due to the criteria for selecting the experimental subjects 

and the resources we have: we could only use experienced 

software developers and architects in Exp1. The considerable 

effort of participants (one and a half hours) for performing this 

experiment is another difficulty to include more experienced 

subjects since this experiment is not directly related with their job. 

We used master students as subjects in Exp2. We regard these 

master students as next generation of software professionals in 

this experimental context [31] since Host et al. found that 

students are suitable replacements for industry professionals if 

performing small tasks of judgment [32]. We plan to repeat 

another experiment with more subjects in our future work by 

introducing ADD in some industrial projects. 

The number of architecture evaluators (two), i.e., the first two 

authors of this paper for evaluating the design results is quite 

limited since experienced evaluators are scarce resources and the 

evaluation against the criteria takes considerable time. The 

involvement of more evaluators can reduce the bias in the 

evaluation of architecture design results. We tried to alleviate this 

threat by a pilot evaluation and intensive discussions between the 

two evaluators to reach consensus during evaluation. 

The size of the architecture design task used in this experiment is 

relative small due to the time limitation of the experiment. In both 

experiments, the subjects had one and a half hours to complete 

their assigned design tasks. However, we asked the subjects to 

complete the design task as soon as they can. We plan to extend 

the task of this experiment to a real architecture project (for 

example, an architecture course project or architecture design in 

an industry project) that covers an integrated architecting process 

(i.e., architectural analysis, synthesis, and evaluation) and 

includes the collaboration and communication between architects 

and involved stakeholders, in order to investigate the systematic 

use of ADDs in architecting. 

7.4 Conclusion Validity 
In this experiment, we use t-test (see Section 5.1), a parametric 

test requiring that each of the two populations being compared 

should follow a normal distribution. This condition can be tested 

using, e.g., Shapiro-Wilk test [19]. The Shapiro-Wilk test 

succeeded for time spent and correctness of the experimental 

results, which means that t-test can be used. Another threat to the 



  

conclusion validity is the analysis and discussion of the data 

aggregated (i.e., “Overall”) from the two experiments. The reason 

for this aggregation was that each experiment included a small 

number of subjects, whereas aggregating data with larger sample 

subjects could contribute to the statistical robustness and 

generalizability of the conclusions [23]. However, aggregating 

data from different individual experiments may have a negative 

impact to the conclusion validity due to differences between the 

settings of the experiments and the groups of subjects. This threat 

is not so serious since the experiment results revealed that the two 

experiments have had roughly similar results separately, and the 

only difference (if any) was in the level of significance, which is 

to be expected in small numbers of subjects. 

8. CONCLUSIONS AND FUTURE WORK 
In software architecture community, ADD has been recognized as 

a first-class element in software architecture [2], as well as in 

architectural description standard [11]. ADD and its design 

rationale is supposed to provide an intuitive way for architects and 

concerned stakeholders to communicate, use, and share ADDs, 

and consequently facilitates the understanding of architecture 

design, but there is no empirical evaluation that supports this 

statement. Two controlled experiments were conducted in this 

work, and the experiment results indicates that: (1) using ADDs 

and their rationale in architecture documentation does not affect 

the time needed for completing architecture design tasks; (2) the 

test group, which was provided with ADDs in an architecture 

document, produced significantly better architecture design results 

than the controlled group in one experiment and the family of 

experiments; (3) regarding the correctness of architecture 

understanding, the participants with more design experience 

gained more benefit from using ADDs in comparison with less 

experienced participants. 

We outline our ongoing and future work in the following 

directions: (1) Conduct new controlled experiments on different 

systems with more experimental subjects and external design 

results evaluators in order to address the limitations discussed in 

Section 7 and achieve more convincible and generalizable 

experiment results. (2) Conduct a controlled experiment in an 

integrated architecting process, which covers all the architecting 

activities, including architectural analysis, synthesis, and 

evaluation. The purpose of the new experiment is to investigate 

qualitatively and quantitatively the usefulness and effectiveness of 

ADD and design rationale in an architecting lifecycle. (3) The 

prerequisite of using ADDs in architecting process is to capture or 

recover ADDs and the traceability links from and to an ADD in 

architecture documents [37], which requires considerable effort 

(including manual or semi-automatic work with the support of 

ADD tools). We plan to further investigate the effort of creating, 

recovering, and using ADDs for the cost-benefit analysis of 

introducing ADD in architecting. 
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