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Abstract

Online consumer reviews have become a substantial component of e-commerce and provide online shoppers with

abundant information about products. However, previous studies provided mixed results about whether consumers ex-

perience information overload from such a vast volume of reviews. Thus, we investigate how users perceive products

depending on various numbers of reviews (from 0 to 3,000 reviews) and different review valences (generally positive,

generally negative, and divided). We conducted two crowdsourced studies with 1,783 participants. We found no clear

evidence to suggest that information overload increases as the number of reviews increases. Instead, our participants

relied on a very limited number of reviews in making purchase decisions. In addition, we observed that the review

valence affected how the participants used different information sources from the interface. Based on our results, we

provide a set of interesting implications and design guidelines.
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1 Introduction

Online reviews, a type of electronic word-of-mouth (eWOM), have impacts on individuals’ purchasing behavior be-

cause people desire to refer to others’ opinions and experiences (Hao, Ye, Li, & Cheng, 2010; Y. Liu, 2006). Online

reviews are widely and vigorously adopted, so it is relatively easy to find products on popular e-commerce websites
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that have thousands of reviews. However, such a high volume of online reviews appears to provide not only benefits

but also challenges (Etzion & Awad, 2007). Despite valuable information in consumer reviews, reading thousands of

reviews is virtually impossible. Thus, a plethora of research studies (e.g., Carenini, Murray, & Ng, 2011; B. Liu, 2010)

have been conducted to help online consumers make sense of large quantities of online reviews.

Prior research studies have shown mixed results on the effect of the volume of reviews on consumer’s purchasing

intention. Park et al. (2006) reported that consumers experienced information overload and lowered their purchasing

intention when there were more online reviews. On the other hand, some other studies reported that the number of

reviews is positively correlated with product sales and consumers’ confidence and trust (e.g., Duan, Gu, & Whinston,

2008; Y. Liu, 2006). In addition to the conflicting results on the review volume, there are other factors beyond

the number of reviews influencing online consumers’ perceptions and behaviors (purchasing), and one of the salient

factors reported is review valence (whether reviews are positive or negative) (Chevalier & Mayzlin, 2003; Hao et al.,

2010). Thus far, it has not been established how the volume and the valence of consumer reviews affect consumer’s

information overload.

Therefore, the goal of this paper is to understand how consumers perceive information overload when they en-

counter varying numbers of reviews and different kinds of review valence while purchasing goods online. We orga-

nized our research questions in the following way:

R1 Will online consumers experience more information overload as the number of online reviews increases?

R2 Will online consumers experience different levels of information overload as the review valence changes? How

will the number of online reviews and the review valence affect online consumers experience?

In order to answer these questions, two crowdsourced studies were conducted using Amazon Mechanical Turk

(MTurk). In Study 1, we varied the number of online reviews and investigated whether the changes influenced research

participants’ perception followed by a small interview study with research participants. In Study 2, on top of varying

the number of reviews, we also changed the valence of online reviews to investigate the influences of review valence.

We believe that this study has the following contributions:

• The results of this study help us question key assumptions in relevant studies (i.e., a high volume reviews causes

2



information overload).

• This study provides evidence-based design guidelines for presenting online reviews.

• The study demonstrates that a crowdsourced approach is a viable methodology to strike a balance between

internal validity and external validity for large-scale studies with human participants.

2 Related Work

2.1 Review Volumes and Information Overload

These days, it is common for a product listed on an e-commerce website to have thousands of reviews. One of the most

extreme examples is an electronic reading device, called “Kindle Fire (the first generation),” which has 23,100 reviews

on Amazon.com as of October 10, 2014. Other studies also report similarly massive volumes of online reviews. Chen

et al. (2004) reported that 25% of books used in their study had between 73 and 4,607 reviews. Khare et al. (2011)

conducted a study using control sizes of either 62 or 3,470 reviews on movies on the Yahoo! Movies website.

Prior research studies investigate how the increasing volume of reviews affects the purchase decision making

process. Such research studies on the effects of online review quantity often use one of two approaches; (1) controlled

studies with human participants and (2) studies analyzing publicly available data collected from online shopping

websites, forums, and discussion boards.

The first group tests the effects of review volume on information overload by conducting human subject studies, in

which participants are asked to make purchase decisions on online shopping websites. Park et al., (Park et al., 2006)

tested the effects of the number of reviews (i.e., 1, 6, 12) by showing varying numbers of reviews without any other

summary information. Following studies also tested different review volumes: 4 and 8 (Park & Kim, 2008), and 3, 9

and 27 (Park & Lee, 2008). These studies reveal that participants perceive higher information overload as the number

of reviews increases. However, the largest number of reviews tested is 27, so the trend found in these studies may not

hold true when consumers encounter much larger volumes of reviews. Furthermore, the four studies above did not

provide some basic summary statistics, such as five-star ratings and their overall distributions which are common in
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leading online websites (e.g., Amazon.com). In addition, they controlled the review length to be three lines with a font

size of 10, which does not reflect the realistic online reviews.

The second group infers consumers’ perception of online reviews by investigating the correlation between review

volumes and product sales. Such studies tend to include larger numbers of online reviews. For example, prior studies

used 303.4 reviews per product (Y. Liu, 2006) and 1,350.24 reviews per product (Duan et al., 2008), in average, that

are collected from e-commerce websites and compared with other performance metrics (e.g., sales or revenues). These

studies argue that the increasing review volume leads consumers to have more confidence and trust in the product and

is positively related to increasing product sales or revenue (Clemons, Gao, & Hitt, 2006; Dewan & Ramaprasad, 2007).

Though obtaining and analyzing data from e-commerce websites increases the external validity of these studies, the

correlation between review volumes and product sales does not guarantee causality. The volume of reviews could be

a precursor (i.e., driving force), an outcome, or both of product sales (Duan et al., 2008). Thus, prior studies cannot

show the effect of the review volume on individual consumer’s perceived information overload.

In summary, we believe that there is a gap between these two groups of studies. Each group either sacrifices

external validity (too small number of reviews and unrealistic interfaces in the first group) or internal validity (no

control over different conditions to verify the causality). In addition, this study did not consider other factors (e.g.,

valence) that may influence the review reading behavior. This motivates us to conduct another study to bridge the gap

between the two groups.

2.2 Review Valence

Through the extensive literature review, we also identified many other factors influencing online consumers’ purchas-

ing intention and information overload, such as valence of reviews, types of products (experience goods versus search

goods) (Hao et al., 2010), types of reviews (attribute-value vs. simple recommendations) (Park & Kim, 2008), in-

volvement of consumers (high involvement vs. low involvement) (Park et al., 2006), the length of reviews (Chevalier

& Mayzlin, 2003), and the credibility of each review (Metzger, 2007). A search good is a product or service that has

characteristics that are easy to evaluate and substitute; in contrast, an experience good (e.g., jewelry) is a product or

service that has characteristics that are hard to evaluate and substitute (Nelson, 1970). Consumers’ involvement can

4



be categorized into two concepts: i) enduring involvement: consumers’ genuine interest in a target product or service

over a long period of time; ii) situational involvement: consumers’ interest elicited in a particular situation. Credibility

of reviews means whether the reviews are current, accurate, factual, and complete.

Out of many factors, we found that review valence, how positively or negatively a review or group of reviews

is perceived by the reader, is one of most salient factors that may influence purchasing decisions and information

overload. Hao et al. (2010) claims that reviews with negative valence have a greater impact on consumers when

deciding whether or not to purchase a product. Consumers engage more while reading negative reviews (Sen &

Lerman, 2007) and if the review fits their processing strategy, the influence of valence is greater (Park & Kim, 2008).

On the other hand, Huang & Yen (2013) found that positive reviews are regarde more helpful to consumers. Though

many studies reveal the impact of valence on consumers’ purchasing decisions, it is unclear how the valence can

influence the perception of information overload in the decision making process.

2.3 How do Consumers Deal with Information Overload?

Little research comprehensively surveys what kinds of strategies individual consumers employ to deal with information

overload. However, from some studies, we could infer two general strategies that online consumers might use.

First, users might select and read a limited subset of the available reviews that fit their needs. According to a

survey (Anderson, 2012), 67% of consumers reported that they feel they can trust a local business after reading 2

to 10 online reviews and ratings (25% said 2 to 3, 22% said 4 to 6, and 20% said 7 to 10). This suggests that

people may selectively read only a small number of online reviews regardless of the number of reviews available.

Badke (2010) claims that consumers may be more content with reading a subset of reviews in a short time rather than

sifting through all of the reviews. When enough reviews are available, a consumer may select a handful of reviews

that seem trustworthy and ignore the rest, even if the heuristic leaves thousands of reviews unconsidered.

Second, consumers may consider only simple summary statistics, such as average rating or distribution of con-

sumer ratings (e.g., 5-star ratings). With such averages and distributions, the overall valence reviews may become

clear to the reader at a quick glance. Consumers tend to reject products with low average ratings when the products

are not familiar to them (Ozakca & Lim, 2006). Lelis and Howes (2011) also argue that consumers tend to rule out
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individual reviews with low ratings so that they can decrease their information processing time and effort. To the

best of knowledge, no study reports individual consumers’ review reading behaviors and strategies through human

subject experiments. Thus, we also decided to observe what kinds of strategies individual consumers employ in order

to retrieve information from many reviews with a qualitative survey and an interview.

3 Study 1: Information Overload and Review Volume

The goal of this study is to answer our first research question (R1). We tested twelve levels of volume which range

from 0 to 3,000 reviews. The twelve levels were selected to cover the range of the review numbers that were tested

in two groups of prior studies discussed in the Background section. Since the volume of reviews is the main factor of

this study, other factors that might influence the consumers’ perception were either controlled or randomized.

3.1 Methods

3.1.1 Participants

A total of 999 participants (age range: 18 to 78 with an average of 28.9 (σ = 9.26); 252 females) were initially recruited

through Amazon Mechanical Turk (MTurk). crowdsourced studies are subject to having unwanted participants who

are only interested in earning money and do not participate in the studies faithfully under proper guidance (Paolacci,

Chandler, & Ipeirotis, 2010). Thus, we created a simple survey question in order to filter out such unwanted partici-

pants as other researchers do (e.g., Shaw, Horton, & Chen, 2011). The survey question asked,“What type of product

did you review?” (answer: a GPS navigation device). Participants who failed to answer it correctly (336 participants)

as well as ones who did not complete the survey (19 participants) were excluded from data analysis. The data from

the remaining 614 participants (241 females) were analyzed and reported here. The number of participants for each

level of treatment ranged from 48 to 54. The spread of education levels of the participants was as follows: 4-year

University or College: 50.3%; Graduate school or above: 31%; and High School: 17%. 96.5% of participants reported

that they read online reviews when making purchases. After a pilot study, we decided to offer $0.10 as compensation

for participation to this experiment. It took ten days for all of participants to complete the experiment.
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3.1.2 Experimental Design

[Table 1 about here.]

This study was designed as a between-subject study with one factor (the number of reviews) with 12 levels (0,

1+, 1-, 6+, 6-, 12, 30, 50, 100, 300, 1,000, and 3,000) as Table 1. We did not use a within-subject design because

participants can learn about products and reviews through it. Factors other than the number of reviews were strictly

controlled. Since this study used consumer reviews collected from Amazon.com, consumer ratings were recorded the

five-star rating system, in which 1-star indicates the most negative review and 5-star indicates the most positive review.

Thus, we used “star rating” as consumer rating in this study for convenience. To control the overall valence of review,

we selected reviews randomly and proportionally (5-star: 50%; 4-star: 26%; 3-star: 8%; 2-star: 7%; 1-star: 10%), so

that the distribution of ratings in each matches with the original distribution of ratings, which we call, “F-distribution,”

because the shape of the distribution resembles the shape of the letter F as shown in Figure 1. However, when the total

number of reviews was small (i.e., 1 and 6), maintaining the F-distribution became impossible. Thus, we divided these

two conditions into positive cases (i.e., 1+ and 6+) and negative cases (i.e., 1- and 6-) as shown in Table 1. In addition,

we included the level of no reviews to clearly examine the effect of no consumer reviews.

[Figure 1 about here.]

We controlled the involvement level by introducing a scenario, which will be explained in the following section. In

order to maintain a realistic environment, we randomized following factors: review type (attribute-value versus simple

recommendation), review length, review credibility, review order, and participant gender.

3.1.3 Procedure

Our study followed Hwang’s Internet study (2014) that starts with online shopping and ends with survey. The differ-

ence from Hwang’s study is that we developed our own website to track users’ interactions. We posted our task on

the MTurk platform. In the post, a simple description of this experiment was written. If the participants agreed to

participate after reading the description, they were redirected to our separate experimental website. The following task
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scenario was first given to maintain a high level of involvement from participants. We asked participants to evaluate

the given GPS device for an imaginary person, named “Vina”:

Vina is a 35-year-old housewife who lives with her husband and two children. The family recently pur-

chased a house in a new, unfamiliar city. Vina will be driving her children to and from school and other

various activities for the next several years before they can drive themselves. The family also hopes to

take advantage of their new location and take weekend trips to new parts of the city and surrounding areas.

For these reasons, Vina is researching the available GPS devices currently on the market and hopes to find

an affordable product that will be reliable both in and out of the city.

By introducing this scenario, we intended to block the effects of individual needs, preferences, and financial status

and to encourage participants to faithfully read reviews and provide the best recommendation. After reading this

scenario, participants entered the interface of online shopping website, in which they read description and consumer

reviews about a GPS product. Whenever they made their purchase decision, they were asked to click on “Continue to

Survey.” Then, a post experiment survey was given. After they filled out survey completely, the website provided an

alphanumerical code that can be used to claim compensation on MTurk.

3.1.4 Measures

Four different types of measures were used to analyze a consumer’s perception of reviews. These include consumer

purchasing intention (Cheung & Thadani, 2010), information overload (Park et al., 2006), and perceived quantity and

quality of reviews (Lee, 2009). We adopted and modified ten survey statements to quantify the four measures as

shown in Table 2. The original statements were captured from Park et al. (2006) and Lee (2009). We modified the

statements for this study. All statements were converted from questions to descriptive sentences. This conversion can

make all scale values written in the same scale range from ‘Strongly Disagree (1)’ to ‘Strongly Agree (7)’ including

‘Neither Agree nor Disagree (4).’ We did this to ensure participants not to be confused from different scale ranges

(e.g., More Satisfied, Highly Likely) for different questions. We used one statement for Purchasing Intention because

participants were given a recommendation task. Including his or her choice could also introduce external factors like

personal preferences. We paraphrased original statements for Information Overload. We changed a word “suffer” of
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the fourth statement to “experience” because “suffer” could be perceive much intensive experience. We paraphrased

all statements for Perceived Quality and did not change wordings. There is no original statement available for Per-

ceived Quantity. Lee (2009) asked participants to recall whether the number of reviews they were given is larger

than the number of reviews for other irrelevant products. However, we did not want to measure whether participants

remember the approximate number of reviews in their given settings. We believed that participants will remember the

approximate number due to the explicit number presented on the experimental website. Rather, we wanted to measure

whether participants perceive the given number of reviews as large or small. Thus, we created the two statements in

Table 2 to ask their perception on the review volume.

In addition, we asked participants to report how each of six different sources of information (product title, product

price, product description, consumer reviews, average rating, and distribution of ratings) affected their final recom-

mendation in percentage; the six added up to 100%. We also collected demographic information such as age, gender,

education, and online shopping experience. In addition, we captured how the participants navigated through the online

reviews by three interactions: page navigation (clicking to the next page of reviews), sorting by date or by helpfulness,

and filtering by star-rating.

[Table 2 about here.]

3.1.5 Dataset

To conduct this experiment, product description and consumer reviews are necessary. In order to create a realistic

e-commerce setting, we decided to use a commercially available product and its consumer reviews that are listed in

online shopping websites. At the same time, we decided to mask the product names and its subcomponent names to

block the effect of brand recognition. The following steps were used to gather necessary data for this experiment:

S1 We comprehensively reviewed products that are listed as best sellers of Amazon.com (http://www.amazon

.com/Best-Sellers/) as of June 22, 2012.

S2 Among 2,791 products found in Step 1, we selected a single product (“Garmin nüvi 1490LMT 5-Inch Blue-

tooth Portable GPS Navigator with Lifetime Map & Traffic Updates,” http://www.amazon.com/Garmin

9

http://www.amazon.com/Best-Sellers/
http://www.amazon.com/Best-Sellers/
http://www.amazon.com/Garmin-Bluetooth-Portable-Navigator-Lifetime
http://www.amazon.com/Garmin-Bluetooth-Portable-Navigator-Lifetime


-Bluetooth-Portable-Navigator-Lifetime) based on the following criteria: 1) the product should

have more than 3,000 reviews to create our treatment levels, 2) the distribution of ratings should be in an F-

distribution (more positive reviews than negative reviews), which is more commonly found among products

with the high review volume, 3) the product should be a search good because the perception of the product

should be less influenced by personal preference or prior experiences rather than experienced goods, 4) the

product should be attractive to the largest possible population, and 5) the product should contain some technical

specifications so that participants are encouraged to study them.

S3 We scrapped product information (e.g., name, description, and price) and review information (e.g., review au-

thor’s name, star rating, the time of review submission, and review helpfulness vote). We used only the first

paragraph of the product description and removed any additional advertisements in order to reduce any distrac-

tion while still providing succinct and necessary background information. Qualification about the reviewers

specific to Amazon.com (e.g., “#1 reviewer” and “VineTMvoice”) were also removed.

S4 We anonymized review writers and masked the product name and its product specific information (e.g., “Garmin

nüvi”) with arbitrary names (e.g, “Cartographer Guide”) to avoid the influence from the brand name.

The selected product had 3,088 reviews and the following proportions of star ratings: 5-star: 50%; 4-star: 26%;

3-star: 8%; 2-star: 7%; and 1-star: 10%.

3.1.6 Design of Experimental Website

The interface of the experimental website was designed to mimic the basic layout and core features of Amazon.com,

which is arguably one of the most popular e-commerce websites, for a realistic and familiar online shopping envi-

ronment. In addition to the interface, we also implemented three key interactions (i.e., page navigation, filter by star

rating, and sort by date and helpfulness) used in Amazon.com. Figures 2 and 3 show screenshots of the interface

with one review and with 3000 reviews, respectively. The top portion of the page shows product title and product

description. We removed the product image because it may bias participant’s responses. Below product description,

the website shows the distribution of star ratings, the number of reviews, and the average star rating. The star rating
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distribution is shown in a vertical histogram as on Amazon.com, and clicking on each bar displays all comments with

the corresponding rating. Hovering over each histogram bar triggers a tooltip showing the percentage of reviews with

the star-rating (e.g., 50% for five-star rating). At the bottom, reviews are presented in a list. The review list can be

sorted by review helpfulness and review date. The website displays 10 reviews per page initially sorted by review date.

Each review comprises its star rating, review title, review date, review text, and review helpfulness. While closely fol-

lowing the interface of Amazon.com, we eliminated other commercial features such as advertisements and promotions

to minimize external influences.

[Figure 2 about here.]

[Figure 3 about here.]

3.2 Results

3.2.1 Manipulation and Control Checks

In this section, we test the validity of our experimental setting using two measures: perception of quantity and quality

of reviews. We follow the manipulation check method utilized by previous research (e.g., Hao et al., 2010; Park et

al., 2006). If the participants performed the experiment properly, the perception of quantity should increase as the

number of reviews increase while the quality should not be different across twelve treatment levels. Mean values of

two measures of the perception of the review quantity were computed (see Table 2) and the ANOVA analysis indicated

that the number of reviews turned out to be a significant factor (F(11,602) = 16.84; p < 0.01). As the number of

reviews increased, the mean value also increased (see Figure 4(a)). Mean values of three measures of the perception

of the review quality were also calculated and the ANOVA analysis indicated that the number of reviews turned out

to be significant (F(11,602) = 8.80; p < 0.01). We used mean values by following prior research studies (Park et al.,

2006; Lee, 2009) that we derived and modified survey statements from. The Tukey test reveals that the zero review

condition is different from the rest of eleven conditions (for all pairs, p < 0.05), but there is no difference in other

pairs of conditions (see Figure 4(b)). This demonstrates the validity of the results and that all participants performed

the task and completed the survey properly.
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[Figure 4 about here.]

3.2.2 Purchasing Intention

Since purchasing intention does not satisfy the assumption of the ANOVA test, the Kruskal-Wallis test was employed.

It revealed a significant effect of the number of reviews on purchasing intention (χ2(11) = 78.98; p < 0.01). The

Pairwise Wilcoxon Rank Sum test was conducted as a post-hoc test with Bonferroni correction to adjust errors. Only a

few pairs of conditions were identified as significantly different. The purchasing intention with volume ‘1-’ was lower

than the rest of conditions (for all cases p < 0.01). When there were no reviews, the purchasing intention was lower

than when the volume was 1 (p = 0.01) and 3,000 (p = 0.02). Other than the cases above, the mean values were above

4.9 (5 corresponds to “Somewhat Agree” on Likert scale), showing the number of reviews did not affect purchasing

intention.

3.2.3 Contribution of Six Information Sources

The contribution levels of the six information sources (product title, product price, product description, consumer

reviews, average rating, and distribution of rating) were initially collected as percentages (e.g., “23% of my decision

is based on the product title.”) which sum to 100%. However, since the contributions of different information sources

are not independent, parametric statistical tests cannot be used, so we convert the percentage metrics into rankings of

contributions (contribution level, henceforth) from 1 (the lowest contribution) to 6 (the highest contribution). Then we

employed a Kruskal-Wallis test to observe the influence of the number of reviews on levels of contributions as shown

in Table 3. In every case except for the distribution of ratings, the test revealed a significant effect of the number of

reviews on the contribution level.

[Table 3 about here.]

Figure 5 shows the contribution level of each information source separately. The first group (product title, product

price, and product description) presents information determined by product sellers. The second group (consumer

reviews, average rating, and distribution of rating) shows information provided by consumers. A different direction

of trend from the two different information sources: the product seller and consumers. As the number of reviews
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increases, the contribution level of consumer reviews and average rating increases and those of price and product

description decrease while the contributions from the distribution of ratings do not change much.

[Figure 5 about here.]

3.2.4 Information Overload

[Figure 6 about here.]

We use mean values of four measures (i.e., perceived information overload, satisfaction of decision, confidence of

decision, and confusion during the task) as the measure of information overload. An one-way ANOVA was conducted

to compare the effect of the number of reviews on information overload. There was no significant effect of the number

of reviews (F(11,602) = 1.35; p = 0.19) as shown in Figure 6.

3.2.5 Interaction Results

From the interaction logs recorded from the interface, we can see that a majority of participants did not use the available

navigation techniques. The most frequently used interaction was page navigation which was used by 64 participants

(10.4%). Sorting by date and helpfulness of the reviews was used by 48 participants (7.81%). Finally, filter by

star-rating was used by 21 participants (3.42%). This indicates that the participants who did not apply additional

interactions made their decision using only the first given page of reviews. Table 4 shows the number of interactions

performed by participants in twelve different review conditions.

[Table 4 about here.]

3.2.6 Interview Results

An interview study was conducted to investigate the process participants took while performing our tasks in Study

1. In the survey from Study 1, we asked participants whether they are interested in joining an interview via a tele-

conferencing software (Skype). After we collected data for Study 1, we sent out emails to invite participants for the

interview study. As a result, we recruited six participants (2 females) who participated in Study 1, who will be referred
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as P1 to P6, henceforth. P1 to P6 had 1,000, 50, 30, 1,000, 1,000, and 50 reviews respectively during their trials. This

interview study was conducted less than three days after their trials. Though the interview focused on revealing their

task process and strategy, we let the conversation naturally extend to general online shopping experiences. Throughout

interview sessions, we could observe three interesting user behaviors.

Cutting the number of reviews to read. Participants did not read all of reviews. Instead, they tended to make

recommendations based on ten reviews in the first few pages. All participants confirmed that they read only up to four

or five pages at maximum when they do online shopping.

Participants followed some strategies to cut the number of reviews they need to read. P1, P5, and P6 read negative

reviews first and decide whether or not they need to read more reviews. P6 revealed that he only reads ten reviews

showing on the first page because it provides enough information. P1 revealed her strategy vividly using her most

recent experience with purchasing a can opener in an online shopping website:

P1: “I first sort products by price because price is the most important thing I care about. Then, I enter the

page of the cheapest product, then start reading negative reviews. Reviews were saying that a teeth of the

can opener tends to break really fast. Then, I don’t even bother with positive reviews [of the can opener]

at that point.”

Another strategy employed by P2 and P3 was to use the average rating to cut the number of reviews. Both of

them had a threshold which they brought up throughout their online shopping experiences. P2 reported that she only

considers products that have more than three quarters of four- and five-star ratings out of all reviews. P3 reported that

he usually filters out any products that have an average rating less than 4.0 out of 5.0 given that there are more than 5

reviews in total:

P3: “I first check what average star ratings the product has. If the product is 4.0 out of 5.0, then I go onto

the next step. But, if the 4.0 out of 5.0 rating is out of less than five reviews, I wouldn’t even consider the

product because it’s not enough reviews.”

Judging the characteristics of negative reviews. All interview participants revealed that they regard negative re-

views very importantly because they tend to include defects or errors that can come out of a long-term use. P1, P2,
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P3, and P4 reported common strategies to read negative strategies. They revealed that negative reviews should be read

more carefully because the reviews often contain user’s faults or complaints. In order to filter those kinds of personal

issues, they usually try to ensure those issues are confirmed from other reviews as well.

P4: “[...] I also scan these disadvantages [negative reviews] and see they are from products or consumers’

preferences. Sometimes people don’t like a product, and they try to report that online. So, I try to avoid

falling into such things. I also try to take a look if other consumers’ reviews also support such issues. ”

Searching attribute-based reviews. When participants investigate reviews, they tend to scan reviews and find ones

that describe individual product features and their advantages and disadvantages. In particular, they reported that they

prefer reviews written in an organized fashion, such as using a table or bullet points. P4, P5, and P6 reported such

behaviors, and P5’s quote shows his desire to have some organization in text.

P5: “I wanted more organization especially in terms of pros and cons. I feel it would be much useful if

pros and cons for each specification are organized in some reviews. Unfortunately, I could not find such

kinds of reviews. Text is too descriptive. Only if I have time, I would read all.”

3.3 Discussion

Surprisingly, we did not find statistical significance to suggest that the number of reviews affects information over-

load. To confirm this finding, we compare the levels of perceived quantity of reviews with information overload (see

Figure 7). The blue plots are from the perception of quantity and the red plots are results from information overload. It

is clear that the mean perception of quantity increases but the information overload neither increases nor decreases as

the number of reviews increases. This implies that our study participants were clearly aware of the different numbers

of reviews, but they did not experience more information overload. This result conflicts with previous research (e.g.,

Park et al., 2006) in which the large number of online consumer reviews caused information overload. We believe that

there are several reasons why our results did not replicate the results of Park et al. (2006) in our study. One difference

between this study and Park et al. (2006) is that the experiment website in this study shows summary statistics such

as average rating and distribution of ratings as shown in Figure 2 while Park et al.’s study (2006) did not show any
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summary statistics to their participants.

[Figure 7 about here.]

These findings are in line with the previous discussion of the interview results. Although participants are aware

of the varying number of reviews, we have shown that they selectively read a limited number to alleviate their own

information overload.

4 Study 2: Information Overload, Review Volume, and Review Valence

Though Study 1 answered our first research question (R1), the results are not fully generalizable because the online

reviews in Study 1 are heavily positive (F-distribution). It is unclear whether the trends will stay the same even when

the general valence of reviews is mixed (C-distribution) or negative (L-distribution). Thus, Study 2 was designed to

elicit the effects of the different distributions of star ratings on consumer’s perception of reviews.

4.1 Methods

4.1.1 Participants

We also conducted Study 2 using MTurk. As we did in Study 1, we offered $0.10 as compensation for completion

of the experiment. A total of 784 participants (age range: 18 to 67 with an average of 28.52 (σ = 9.12); 310 female

participants) were initially recruited from MTurk. Applying the same filtering method as in Study 1, the data of 171

participants were excluded from analysis. Additional data of 64 participants were excluded due to incomplete survey

submission. Their education levels were as follows: 4-year University or College: 40.1%; Graduate school or above:

26.9%; and High School: 26.7%. 95.9% of participants reported that they read online reviews when making a purchase.

We collected data for 26 days to recruit these participants, not including the period of time spent collecting data for

Study 1. For further analysis in Study 2, remaining data from 549 participants were used (275 for C-distribution; 274

for L-distribution) for analysis on top of data from Study 1. The number of participants for each level of treatment

ranged from 40 to 61.
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4.1.2 Experimental Design

Study 2 also adopted the between-subject design as in Study 1 so that it can block the learning effects and fatigue

effects from subsequent trials. We also blocked participants from Study 1 to enter Study 2 using their MTurk ID. In

Study 2, review volume and the distribution of star-ratings were varied as follows.

We newly introduced two types of distributions: C-distribution (heavily conflicting positive and negative reviews)

and L-distribution (heavily negative reviews) as Figure 8 shows. The volume of reviews were varied in the range of 6,

12, 30, 50, 100, and 300. Other levels such as 0, 1-, 1+, 1,000, and 3,000 were excluded from Study 1 because the two

lower levels, 0, 1-, and 1+, had no particular distributions and 1,000 and 3,000 reviews were not feasible because our

product does not have enough 1-star and 2-star reviews for the distributions. Removing these levels was necessary in

order to use the same GPS product to be able to compare across different distributions. We could have used another

product for Study 2, which has more negative reviews, but we did not do in order to avoid any confounding factors.

Other factors were controlled or randomized as was done in Study 1. We also provided the same survey questionnaire.

[Figure 8 about here.]

4.2 Results

4.2.1 Purchasing Intention

The Kruskal-Wallis test revealed a significant effect of distribution on purchasing intention (χ2(2)= 301.81, p< 0.01).

All distributions were shown to be significantly different (p< 0.01) from each other via a post-hoc test with Bonferroni

correction. Figure 9 shows the actual number of participants grouped by their rating for recommending the product.

For F- and L-distributions, the overall purchasing intention follows the valence of reviews. When there are conflicting

reviews as in C-distribution, the recommendation also split into both directions. Therefore, this result also suggests

that manipulation on this experiment was successful.

[Figure 9 about here.]
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4.2.2 Contribution of Information Sources

[Table 5 about here.]

After we converted the percentage of contribution into the contribution level as in Study 1, we applied the Kruskal-

Wallis test. The test revealed a significant effect of the distribution of star-ratings on all of the six information sources

except for product title as Table 5 shows. Figure 10 shows that the contribution level of product price was higher

in the F-distribution than C- and L-distributions. The contribution level of product description in the F-distribution

was higher than in the C- and L-distributions and that in the C-distribution was higher than in the L-distribution. The

contribution levels of consumer reviews and their average rating in the L-distribution were higher than in the F- and

C-distributions. The contribution levels of distribution of rating in the C- and L-distributions were higher than in the

F-distribution (Note: All of the pairwise comparison were done with Wilcoxon Signed-Rank Test using Bonferroni

correction at the α = 0.05 level of significance).

[Figure 10 about here.]

4.2.3 Information Overload

Information overload was calculated in the same way by averaging the four measures as in Study 1. Our initial

approach was to use the number of reviews, distribution, and the interaction of the two as independent variables.

However, the interaction effect did not come out to be significant (F(10,843) = 0.77, p= 0.65), so we removed it from

the model. We applied a two-way ANOVA without interaction, and the distribution was significant (F(2,843) = 8.57;

p < 0.01; mean values of 2.7, 2.6, and 2.4 for F-, C-, and L-distributions, respectively). There was no significant

difference between the number of reviews (F(5,843) = 0.42, p = 0.83). The Tukey test revealed that information

overload in the F-distribution was significantly larger than that in the L-distribution, but other pairs did not show

statistically significant differences (see Figure 11).

[Figure 11 about here.]
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4.2.4 Interaction Results

Similar to Study 1, participants did not perform interactions much. Across three distributions (F-, C-, and L-distributions),

participants used page navigation the most (15.70%, 13.09%, and 16.42%, respectively), followed by using the sorting

feature (7.30%. 5.45%, and 5.47%, respectively) and filtering by star-rating (2.56%, 2.90%, and 2.55%, respectively).

Tables 6 and 7 show the number of interactions performed in two different distributions respectively across the twelve

levels of review volume.

[Table 6 about here.]

[Table 7 about here.]

4.3 Discussion

Information from consumer reviews seems to affect consumer decision making differently according to distribution

types. Participants reported that the contribution levels of the six information sources were different among the three

distributions. The six sources of information can be categorized into two groups. In Figure 10, the two groups tend to

show different trends. As Lellis and Howes (2011) suggests, participants may be more impacted by negative reviews.

Thus, participants might have perceived the contribution levels of average rating and distribution higher in the C- and

L-distributions which show a more prevalent existence of negative reviews.

Participants felt more information overload as the distribution changed to more positive reviews from L- to C-,

and to the F-distribution. Although we can observe this increase in information overload as more positive reviews are

included in the distributions, it is important to note that the mean value for information overload in each distribution

was less than 3 on the 7-point Likert scale. This supports the claim that consumers are skilled at using their own

strategies to control the vast number of reviews so that they reduce their information overload. We can also make an

interesting observation when we plot information overload against each level of purchasing intention in Figure 12.

[Figure 12 about here.]

We found a sign that perceived information overload may be related to purchase intention. Figure 12 shows

that the lowest information overload in each distribution corresponds to low purchasing intention (e.g., 1 or 2 on
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the Likert scale) and the highest information overload comes with mid to high purchasing intention (4 or 5 on the

Likert scale). In a closer look, we can see the following scenario. With positive reviews (F-distribution), participants

felt less information overload when they decided to recommend the product (e.g., 5, 6, 7 on the Likert scale). With

mixed or negative reviews (C- or L-distributions), participants felt higher information overload when they decided

to recommend the product (e.g., 5, 6, 7 on the Likert scale) than when they decided not to recommend the product

(e.g., 1, 2, 3). We can conjecture that participants felt more information overload when they decide to recommend the

product against the general consensus of consumer reviews. In such situations, they might be forced to read individual

reviews more closely. This result calls for a future study on user interface designs and user interactions to support such

behaviors that people tend to relieve their information overload differently against different review valence.

These observations also make sense with respect to the results from the six information sources. Recall that in Fig-

ure 10, the user-generated information sources (reviews, average rating, and distribution of ratings) were most heavily

used in the C- and L-distributions. When the distribution of ratings and average rating clearly present controversial or

negative opinions in the C- and L-distributions, people might find it easier to reject the product. On the other hand,

participants who faced overall positive opinions in the F-distribution might have been more inclined to further inspect

reviews and consider such seller-generated elements such as price more closely. In addition, people tend to seek more

attribute-based reviews while making purchase decisions as revealed in Study 1. In other words, people seem to “re-

ject” a product easily with other people’s opinions but it takes more efforts to “purchase” a product. This behavior

can also be explained by prospect theory (Kahneman & Tversky, 1979). Prospect theory suggests that while making

a decision, loss is perceived as more significant than equivalent gain, which leads people to avoid losses as much as

possible. This loss aversion could be a motivation for people to seek more information when they are recommending

or purchasing a product.

The study results imply the reason that the results of this study conflict with Park et al. (2006). In their study, Park

et al. (2006) did not show summary statistics of any form, which may have caused participants to feel more information

overload with growing review volume. However, in our study, the existence of average rating and distribution of ratings

may have lifted some of the burden from the participants, especially in the case of making rejecting decisions. We can

conjecture that the summary statistics such as average rating and the distribution of ratings quickly served as a “scarlet
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letter” on the perception of the product so that they could easily reject the product.

The results also hint that we need better navigation tools to support consumers needs. Though participants revealed

that they seek more attribute-based reviews in their interview, there is no feature to support such needs. Existing

features like sorting and filtering were only lightly used by participants. Making purchase decisions with information

from only the first ten reviews may not cause information overload but is likely suboptimal for the purchasing decision.

Designers working within the human-computer interaction domain may need to create a visual navigation tool that

allows participants to easily investigate the important content hidden in many reviews. One example is to implement

a hierarchical sorting for product qualities (Cai & Xu, 2008), based on extracted information from consumer reviews.

On the other hand, we may conjecture that average rating and the distribution of ratings may yield rejections

that come about too quickly. Even in the L-Shape distribution, we observe that some participants could still make

purchasing decisions based on some of the reviews. Since the rating and distribution merely present sentiments in

numbers, the information is rather incomplete. Designers may consider providing more descriptive summaries that

can deliver more than numeric information.

5 Conclusions

We noticed that the number of online reviews does not directly contribute to information overload. However, this does

not necessarily mean that large numbers of online reviews do not cause any issues. We found that participants in our

study do not feel information overload not because they can make sense of all the reviews available, but because they

largely ignore the existing data. Thus, existing technologies to summarize a large number of reviews still need to play

a substantial role. Particularly, since we noted that many of our research participants rarely read beyond the first page,

providing a useful first page is quite important.

Our study found that people feel less information overload as they encounter reviews that are negatively distributed.

Negative reviews tend to play a more important role in influencing potential buyers. Negative reviews can contain

flaws that can only be uncovered by consumers. As we found in our study, consumers want to rule out some products

depending upon the existence of such issues. In the current interface, it is hard to collect such weaknesses easily
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from numerous consumer reviews. Such disadvantages as well as advantages of products need to be organized so that

consumers can weigh their options more properly.

In addition, we also found that the crowdsourcing approach we used in Study 1 and Study 2 were a viable methodol-

ogy to strike a balance between internal and external validity. Through the crowdsourcing platform, we could conduct

a study with various research participants with a sufficient control, which could not be possible with either through

controlled lab studies or using data from real environments.

5.1 Limitations and Future Work

There are several limitations to our study. First, we conducted crowdsourced studies, so there may be unfaithful

participants even though every effort was made to filter them out. Second, prior knowledge on any GPS related

products could affect the information process. Third, the results may not be directly generalized to the situation

in which consumers purchase products for themselves. Since the experiment was designed to provide a purchasing

situation for an unknown person, participants might not have put their best efforts in processing the information.

Fourth, we did not include the product image, which might have affected participants’ perception of the product.

Fifth, some participants in our experiment might not fully engage in the task because they were from a crowdsourcing

platform and a task was simple. These limitations need to be considered while readers receive insights from this

manuscript.

Based on this preliminary study, more studies should be done in the following areas. We would like to test the

effects of other factors on consumer decision making. Some of those factors are; 1) the type of products (experience

goods and search goods), 2) the type of review (attribute-based and subject recommendation), and 3) credibility of

reviews. In addition, we are designing a tool that consumers can use to make sense of reviews better. The tool will

include information visualization of reviews in which consumers can navigate sections of reviews more easily.
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Figure 1: F-distribution indicates the shape of distribution of reviews across five star ratings.
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Figure 2: A screen shot of the experiment website with a review.
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Figure 3: A screen shot of the experiment website with 3000 reviews.
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Figure 4: Interval plots of perceived review quantity and quality in Study 1.
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Table 1: The Twelve Levels of Reviews in Study 1.

The Twelve Levels Original 0 1+ 1- 6+ 6- 12 30 50 100 300 1,000 3,000

5-star 1,545 (50%) 0 1 0 3 3 6 15 25 50 150 500 1,500

4-star 789 (26%) 0 0 0 2 2 3 8 13 25 75 250 750

3-star 247 (8%) 0 0 0 1 0 1 2 4 8 24 80 240

2-star 207 (7%) 0 0 0 0 0 1 2 3 7 21 70 210

1-star 300 (10%) 0 0 1 0 1 1 3 5 10 30 100 300
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Table 2: Statements in Survey Questionnaire.

Measures Original Survey Statement Survey Statement Modified for

Study 1

Purchasing

Intention

“How likely is it that you will buy this

product?”

I would recommend this product to

Vina.

(Park et al.,

2006)

“How likely is that you will recom-

mend this product to your friends?”

Information

Overload

“How satisfied are you with your deci-

sion?”

I am satisfied with my decision.

(Park et al.,

2006)

“How confident are you in your

choice?”

I am confident that I made a wise deci-

sion.

“How confused did you feel while per-

forming this task?”

I felt confused while performing the

task.

“Do you feel that you suffer from in-

formation overload?”

I experienced information overload

during the task.

Perceived Qual-

ity

“Are these online reviews credible?” The reviews that I read were credible.

(Lee, 2009) “Do these online reviews present

sound arguments?”

The reviews that I read presented

sound arguments.

“Do these online reviews provide facts

in support of their position?”

The reviews that I read provided facts

to support their position.

Perceived Quan-

tity

- I felt that there were too many reviews

available.

(Lee, 2009) - I would have preferred to have more

reviews to read.
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Table 3: Kruskal-Wallis Test Results on the Review Number versus Contribution Rankings of Information Sources.

Six Information Sources Kruskal-Wallis Results

Product Title χ
2(11) = 36.85; p < 0.01

Product Price χ
2(11) = 20.78; p = 0.03

Product Description χ
2(11) = 28.65; p < 0.01

Consumer Reviews χ
2(11) = 48.96; p < 0.01

Average Rating χ
2(11) = 20.57; p = 0.04

Distribution of Rating χ
2(11) = 9.77; p = 0.55
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Table 4: Number of Interactions Performed across the Twelve Levels of Review Volume in Study 1.

Interaction 0 1+ 1- 6+ 6- 12 30 50 100 300 1,000 3,000

Page Navigation 0 0 0 0 0 22 34 16 8 4 10 20

Sort 0 5 5 2 1 7 8 4 8 1 5 6

Filter by Star-rating 0 1 2 0 1 1 1 3 5 1 11 6
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Table 5: Kruskal-Wallis Test Results on the Distributions of Ratings versus Contribution Ranking of Information

Sources.
Six Information Sources Kruskal-Wallis Results

Product Title χ
2(2) = 4.85; p = 0.08

Product Price χ
2(2) = 14.77; p < 0.01

Product Description χ
2(2) = 28.82; p < 0.01

Consumer Reviews χ
2(2) = 23.46; p < 0.01

Average Rating χ
2(2) = 18.35; p < 0.01

Distribution of Rating χ
2(2) = 29.38; p < 0.01
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Table 6: Number of Interactions for C-Distribution Across the Twelve Levels of Review Volume in Study 2.

Interaction 6 12 30 50 100 300

Page Navigation 0 12 13 11 5 9

Sort by Date or Helpfulness 3 3 1 4 5 6

Filter by Star-rating 1 0 1 4 1 8
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Table 7: Number of Interactions for L-Distribution Across the Twelve Levels of Review Volume in Study 2.

Interaction 6 12 30 50 100 300

Page Navigation 0 16 21 15 14 21

Sort by Date or Helpfulness 3 3 0 2 11 4

Filter by Star-rating 0 0 0 1 7 4
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