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ABSTRACT—In this paper, a fast back-propagation neural network is developed to build 
document classifiers and the information gain method is used for feature selection. 
According to the rank of the information gain of all the words contained in the 
documents, those words that contain more information to classify the documents are 
selected as the input features of the artificial neural network (ANN) classifiers. The 
neural network developed assumes a three-layer structure with a fast back-propagation 
learning algorithm. Because of the information contained in the vectors selected, the 
learning efficiency of the developed ANN is very high. For the output of the ANN, 
Shannon entropy is used to tune the threshold of the binary classifiers. The classifiers are 
tested using the Reuters corpus. Two performance measures are used to evaluate the 
performance of the classifiers and generally the results of this study are better than those 
claimed in literature. 
 
Key Words:  document classification, information gain, Shannon entropy, artificial neural 
networks 

1.  INTRODUCTION 
There is increasing interest in automated analysis of text data as a result of the explosion of 

information. A tremendous proliferation can be seen in the amount of information on the largest 
shared information source, the World Wide Web. Most of the Web information is created in the 
style of electronic documents or texts. Comparatively, the previous methods of training systems to 
handle new items are so time-consuming and inefficient that it is necessary to develop effective 
tools to help people manage, retrieve and utilize online information. As a result, the topic of 
electronic document management has been given increasing attention.  

Document classification, the assignment of free text documents to one or more predefined 
categories based on their contents, is a critical process for electronic document management [1]. 
Recently, Artificial Neural Networks (ANN) have been widely used in tasks ranging from concept 
learning to function approximation [2]. The statistical nature of natural texts and documents and 
the relation between the words in those documents make the application of artificial neural 
networks to document classification very appropriate. One of the first researchers to use ANNs to 
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