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## Does Anticipated Monetary Policy Matter?

## ABSTRACT

Recent theorizing with business cycle models which incorporate features of the Friedman-Phelps natural rate model along with rational expectations lead to the following policy conclusions. Anticipated changes in aggregate demand policy will have already been taken into account in economic agents behavior and will thus envoke no further output or employment response. Therefore, deterministic feedback policy rules will have no impact on output fluctuations in the economy. These policy implications of what Modigliani has dubbed the Macro Rational Expectations (MRE) hypothesis are of such importance that a wide range of empirical research is needed for its verification or refutation.

Recent empirical work has tested the "neutrality" implication of the MRE hypothesis that an icipated monetary policy does not affect output or unemployment. Although this empirical work has frequently been favorable to the MRE hypothesis, it suffers from several deficiencies that create suspicion about the robustness of the results. This paper is an attempt to conduct an econometric investigation of the implications of the MRE hypothesis which does not suffer from these deficiencies. The results here strongly reject the neutrality implications of the MRE hypothesis: unanticipated movements in monetary policy are not found to have a larger impact on output and unemployment than anticipated movements. This evidence casts doubt on previous evidence that is cited as supporting the view that only unanticipated monetary policy is relevant to the business cycle.
Frederic Mishkin
Department of Economics
University of Chicago
1126 East 59 th Street
Chicago, Illinois 60637

Recent theorizing has focused on business cycle models which incorporate features of the natural rate model of Friedman(1968) and Phelps (1970) with the assumption that expectations are rational in the sense of Muth (1961). An important conclusion from this research [Lucas (1972), Sargent and Wallace (1975) and Barro (1976)] is that anticipated changes in aggregate demand policy w1ll have already been taken Into account in economic agents' behavior and will thus evoke no further output or employment response. Therefore, deterministic, feedback, policy rules will have no impact on output fluctuations in the economy. This leads to the implied policy prescription that the monetary authorities should pursue a price level stabilization target, and a constant money growth rule is one candidate for such a policy (e.go, Wallace (1976)). These policy implications of what Modigliani (1977) has dubbed the Macro Rational Expectations (MRE) hypothesis runs counter to much previous macroeconomic theorizing (as well as the views in policy making circles), It is thus of such importance that a wide range of empirical research is needed for its verification or refutation.

Recent empirical work (Barro (1977, 1979), Barro and Rush (1978), Grossman (1979), .Leiderman (1978) and Small (1978)) has tested the "neutrality" implication of the MRE hypothesis that anticipated monetary policy does not matter: or to be more precise, that deviations of both output and unemployment from their natural levels should be correlated with only unanticipated changes in monetary policy. Although this
empirical work has frequently been favorable to the MRE hypothesis, as will be shown below, it does suffer from several deficiencies that create suspicion about the robustness of the results. There is thus a need for further emirical research which does not suffer from these deficiencies, and this has stimulated this paper's attempt to provide additional econometric evidence on this issue.

The next section of the paper discusses the previous empirical research on this subject, and the econometric methodology in the empirical tests of this paper. The following section then presents the outcome from these empirical tests and a final section contains concluding remarks .

## The tests discussed here are based on a model of the form:

$$
\text { (1) } y_{t}=y_{t}^{*}+\stackrel{\sum}{i=0}_{N}^{\beta_{i}}\left(M_{t-1}-M_{t-\frac{1}{i}}^{e}\right)+\varepsilon_{t}
$$

where

$$
\left.\begin{array}{rl}
y_{t}= & \text { unemployment or real output at time } t, \\
y_{t}^{*}= & \text { natural level of unemployment or real output at time } t-- \text { esti- } \\
& \text { mated either as a time trend or as a linear combination of such } \\
& \text { variables as minimum wages or a measure of military conscription, }
\end{array}\right\}
$$

The first thing to note about this equation is that the $\beta$ coefficients are not identified unless we impose some assumption on the correlation of the error term, $\varepsilon$, and the right-hand-side variables. ${ }^{l}$ If (I) is not a true reduced form because current or lagged $M-M^{e}$ are correlated with the error term, then estimates of the $\beta^{\prime}$ s will not be consistent using usual least squares estimation methods.
$]_{\text {This }}$ is easily seen in a case worked out by Abel and Mishkin (1979) where only the contemporaneous unanticipated variable is included in an equation like (l).

The implicit assumption made in all the empirical work cited in the Introduction holds that all the rightmand-side variables are exogenous and hence are uncorrelated with the error term. However this assumption is never subjected to tests in this work and so we must be careful in interpreting the evidence on the $\beta^{\prime}$ s.

Rational expectations implies that the anticipations of $M_{t}$ will be formed optimally, using all available information, and as is usual in this literature, models are assumed to be linear. An equation which can be used to generate optimal, linear forecasts is thus
(2) $M_{t}=Z_{t} \gamma+u_{t}$
where $Z_{t}=a$ vector of variables available at time $t-1$, $\gamma=$ a vector of coefficients, $u_{t}=$ error term which is assumed to be uncorrelated with any information available at $t-1$ (which includes $Z_{t}$ or $u_{t-i}$ for all $i \geq 1$ and hence $u_{t}$ is white noise).

An optimal forecast for $M_{t}$ thén simply involves taking expectations of equation (2) conditional on information available at $t-1$.

Hence:
(3) $M_{t}^{e}=Z_{t} \gamma$
and substituting into equation (1) we have:
(4) $y_{t}=y_{t}^{*}+\sum_{i=0}^{N} \beta_{i}\left(M_{t-i}-z_{t-i} \gamma\right)+\varepsilon_{t}$

## ESTIMATION ISSUES

There are two methods that have been used to estimate the equation (4) model. Barro (1977) uses a two-step precedure where the money growth equation (2) is estimated by ordinary least squares (OLS) over the sample period, and the residuals from this regression are then used as the unanticipated movements in money growth: i.e., $\gamma$ in (4) is assumed to equal the OLS estimate of $\gamma$ in (2). Tests of the neutrality proposition then involve adding current and lagged actual money growth variables to equation (4) and testing with OLS the null hypothesis that their coefficients are equal to zero.

There are several problems with this methodology. Most important is the econometric criticism of this appraoch. As Durbin (1970) and Sims (1977) have shown, using residuals from one regression as variables in another regression, as occurs in the above approach, is econometrically dangerous and has often led to misleading results. ${ }^{2}$ The specific problem with this twostep procedure is not that the parameter estimates will be inconsistent, but is rather that the resulting test statistics are inappropriate. This procedure implicitly assumes that the covariance of the $\beta$ and $\gamma$ estimates are zero. When there are off-diagonal elements in the information matrix of the joint estimates, as here, then ignoring them as is done in the two step procedure will lead to test statistics that do not have the correct asymptotic distribution. Misleading inference is then a possible outcome of using this two-step methodology.

In addition, this methodology does not allow a full testing of the implications of the MRE hypothesis. This hypothesis embodies two propositions: 1) that expectations are rational and 2) that anticipated aggregate demand
policy, in this case monetary policy, does not matter. The two step procedure is only capable of testing for the second proposition of neutrality under the maintained hypothesis of rational expectations. It cannot test for the rationality of expectations directly.

The second method for estimating the equation (4) model involves joint, non-linear estimation of the equations (2) and (4) system, imposing the constraints that the $\gamma$ are equal in (2) and (4). This procedure is superior to the two-step procedure although it is far more expensive to compute. Not only will more efficient parameter estimates of $\beta^{\prime} s$ and $\gamma$ result because both (2) and (4) make use of information from each other in the estimation process, but the tests will be more efficient as well. In addition, this non-linear procedure generates valid tests of both implications of the MRE hypothesis.

A joint test of both the neutrality and rational expectations propositions involves the following. If the constraints due to the neutrality proposition were relaxed, then output and unemployment deviations from their natural levels could also be correlated with the anticipated movements in monetary policy. The resulting model would be:

$$
\begin{equation*}
y_{t}=y_{t}^{*}+\sum_{i=0}^{N} \beta_{i}\left(M_{t-i}-M_{t-i}^{e}\right)+\sum_{i=0}^{N} \delta_{i} M_{t-i}^{e}+\varepsilon_{t} \tag{5}
\end{equation*}
$$

and imposing rational expectations using (2) in order to specify $M^{e}$, we have ${ }^{3}$
${ }^{3}$ An equivalent way of constructing this test is to write (6) as $y_{t}=y_{t}^{*}+\sum \theta_{i}\left(M_{t-i}-z_{t-i} \gamma^{*}\right)+\sum \alpha_{i} M_{t-i}+\varepsilon_{t}$
$i=0$
$i=0$
where $\alpha_{i}=\delta_{i}$ and $\theta_{i}=\beta_{i}-\delta_{i}$. The test is then generated using this equivalent equation instead of (6). This procedure is analogous to that used by Barro (1977).

$$
\begin{equation*}
y_{t}=y_{t}^{*}+\sum_{i=0}^{N} \beta_{i}\left(M_{t-i}-z_{t-i} \gamma^{*}\right)+\sum_{i=0}^{N} \delta_{i} Z_{t-i} \gamma^{*}+\varepsilon_{t} . \tag{6}
\end{equation*}
$$

where $\quad \gamma=\gamma^{*}$.

The joint test involves a likelihood ratio test for whether the (2) and (4) system satisfies the rationality constraints that the $\gamma$ are equal in both equations as well as the neutrality constraints ( $\delta_{i}=0$ ) that exclude the anticipated M's from (4). One way to proceed is to estimate with full-information-maximum-likelihood (FIML) the constrained (2) and (4) system, as well as the unconstrained (2) and (6) system where $\delta_{i}=0$ and $\gamma=\gamma^{*}$ are not imposed. Then the likelihood ratio statistic

$$
-2 \log \left(L^{c} / L^{u} L\right.
$$

is distributed asymptotically as $x^{2}(q)$ : where $q$ is the number of constraints, $L^{C}=$ likelihood of the estimated constrained system and $L^{u}=$ the likelihood of the estimated unconstrained system. Comparison of this statistic with the critical values of $\chi^{2}(q)$ then tests the null hypothesis.

Leiderman (1978) and Barro and Rush (1978) use the above estimation procedures in testing their model. Their results do confirm Barro's (1977) earlier findings with the less desirable two-step methodology: there were no significant rejections of the constraints at the $5 \%$ level.

The test procedures used in this paper proceed in a slightly different way than those described above. The primary reason is purely algorithmic. A substantially larger number of parameters are estimated in the non-linear models of this study than in Leiderman (1978) or Barro and Rush (1978), making it unfeasible to use their FIML estimation packages. However, non-
linear least squares packages are available that can handle models as cormplex as those estimated in this paper, and one is used here. 4 In addition use of non-linear least squares estimation allows a desirable degrees of freedom correction which results in more conservative likelihood ratio statistics; this would not have been possible with FIML packages.

Non-linear least squares estimation of the constrained (2) and (4) system proceeds with the same identifying assymption used in the previous research on this topic that the unemployment or output equation is a true reduced form. ${ }^{5}$ This implies that the covariance of the error terms from (2) and (4) is zero. Failure to correct for heteroscedasticity both within and across the equations in the system would also result in inappropriate test statistics, and heteroscedasticity corrections can have a major impact on the conclusions derived from regression estimates. ${ }^{6}$ Goldfeld-Quandt (1965) tests do not reveal the presense of heteroscedasticity within the (2) and (4) equations estimated here, and it is only necessary to correct for it across equations. This is done by estimating the
${ }^{4}$ I used the NIIN procedure in SAS (STATISTICAL ANALYSIS SYSTEM). It is described in Council and Hellwig (1979).
${ }^{5}$ In the case where only contemporaneous $M-M^{e}$ appears in equation (4), the imposition of this assumption, even if it is untrue, will not invalidate the test statistics on the rationality and neutrality hypotheses. See Abel and Mishkin (1979). However, it is not clear that this desirable result that the above assumption does not matter to the tests of interest here carries over to the case where lagged $M-M^{e}$ enter equation (4).

GFor example, see the discussion of Shiller's (1979) results in Mishkin (1978).
variance-covariance matrix of the residuals from the first-stage estimated (2) and (4) system to be

$$
\hat{\Sigma}=\left[\begin{array}{cc}
\operatorname{SSR}_{2} & 0 \\
n & \frac{S S R_{4}}{n}
\end{array}\right]
$$

where $\mathrm{SSR}_{2}=$ the sum of squared residuals from equation (2) and $\mathrm{SSR}_{4}=$ the sum of squared residuals from equation (4). Then the (2) and (4) system is estimated by non-linear generalized least squares (GLS) with $\hat{\Sigma}$. A new $\hat{\Sigma}$ $\Sigma$ matrix can then be estimated in the same way, and the system reestimated again with non-linear GLS. This iterative procedure is continued until there is little change in the $\hat{\Sigma}$ matrix, resulting, approximately, in maximum likelihood estimates. 8

If the same procedure is followed for estimating the unconstrained ststem, then this generates the following likelihood ratio statistic which tests the null bypothesis:

```
n log}[\operatorname{det}\mp@subsup{\hat{\Sigma}}{}{c}/\operatorname{det}\mp@subsup{\hat{\Sigma}}{}{u}
```

$8_{\text {The }}$ iterative procedure will converge to maximum likelihood estimates since this system has a Jacobian that is triangular. Thus theorems whish show that iterative three-stage-least-squares is equivalent to FIML apply to this non-linear case as well because the determinant of the Jacobian
where
$n=$ the number of observations in each equation, det $\hat{\Sigma}^{c}=$ the determinant of the final estimated $\hat{\Sigma}$ for the constrained system,
$\operatorname{det} \hat{\Sigma}^{u}=$ the determinant of the final estimated $\hat{\Sigma}$ for the unconstrained system.

Although this likelihood ratio statistic will be distributed asymptotically as $X^{2}(q)$ where $q$ is the number of constraints, it may be misleading in a small sample like that used here. The problem is that in the maximum likelihood calculation of the $\hat{\Sigma}^{u}$ matrix no correction is made for substantial relative differences in the degrees of freedom in estimates of each unconstrained equation. 9,10 To avoid this problem, the likelihood ratio statistics reported here are constructed as follows: The constrained
equals one. High computation costs required that iterations were continued only until the estimated variance of each eauation in the system differed by less than 5 percent. Some experimentation indicated that further iterations would have only altered the likelihood ratio statistics in the text by at most a couple of percent. This would lead to only a negligible effect on the inference drawn from these statistics.

9 For example in model number 2.1 in Table 2 , the unconstrained money growth equation is estimated with 79 degrees of freedom, while the unconstrained output equation is estimated with only 70 degrees of freedom. This is a difference of over $10 \%$. In the case of Model number 5. IA in Appendix 2, this problem is even more severe: the degrees of freedom for the unconstrained money growth and output equations are now 79 and 32 , respectively, a difference of over $50 \%$.
${ }^{10}$ Another way of stating this problem is to say that the weighting matmatrix used for GLS, $\left(\hat{\Sigma}^{u}\right)^{-1}$, will have a biased estimate of the variance of one equation relative to another. This occurs because the estimated variances are the maximum likelihood estimates (the sum of squared residuals divided by the number of observations in each equation) rather than the unbiased estimates (the sum of squared residuals divided by the degrees of freedom).
system is estimated with the iterative procedure, and the resulting $\hat{\Sigma}^{c}$ matrix is then again used with non-linear GLS to estimate the unconstrained system. ${ }^{11}$ The likelihood ratio statistic which is also distributed asymptotically as $x^{2}(q)$ under the null hypothesis is now
(8) $\quad-2 \log \left[\frac{L^{c}\left(\hat{\Sigma}^{c}\right)}{L^{u}\left(\hat{\Sigma}^{c}\right)}\right]$
where the superscripts on the $\hat{\Sigma}$ indicated that the likelinoods of both the constrained and unconstrained systems were estimated with the same maximum likelihood $\hat{\Sigma}^{c}$. This likelihood ratio statistix is simply ${ }^{12}$

$$
\begin{equation*}
2 n\left[\log \left(S S R^{c}\right)-\log \left(S S R^{u}\right)\right] \tag{9}
\end{equation*}
$$

where $S S R^{c}=$ the sum of squared residuals from the constrained system and $S S R^{u}=$ the sum of squared residuals from the unconstrained system.
${ }^{11}$ In the constrained system where there are cross-equation constraints, the degrees of freedom does not differ across equations and $\hat{\Sigma}^{c}$ does not suffer from the degrees of freedom problem of $\hat{\Sigma}^{u}$. Thus, using $\hat{\Sigma}^{c}$ in the GLS estimate of the unconstrained system avoids the problem discussed in the text.
$12_{\text {Goldfeld }}$ Quandt (1972)

This statistic will be somewhat smaller than the alternative in (7) and hence be more conservative on rejecting the null hypothesis. 13,14 To see this, realize that $L^{u}\left(\hat{\Sigma}^{c}\right) \leq L^{u}\left(\hat{\Sigma}^{u}\right)$,
implying that $-2 \log \left[\frac{L^{c}\left(\hat{\Sigma}^{c}\right)}{L^{u}\left(\hat{\Sigma}^{u}\right)}\right] \geq-2 \log \left[\frac{L^{c}\left(\hat{\Sigma}^{c}\right)}{L^{u}\left(\hat{\Sigma}^{c}\right)}\right]$.

Use of (9) rather than (7) will thus give more credibility to rejections if they occur.

If the joint hypothesis of rationality and neutrality were rejected, we would want to ask whether this rejection were due to expectations not being rational or rather the fact that anticipated policy matters? Fortunately we can obtain more information on how much the rationality versus the neutrality constraints contribute to this rejection. ${ }^{15}$ This is a particularily relevant issue because recent research [Fischer (1977) and

[^0]Phelps and Taylor (1977)] has developed models in which expectations are rational and yet the nature of wage contracts result in non-neutrality. Constructing a likelihood ratio test for the neutrality constraints alone under the maintained hypothesis of rational expectations just proceeds as above, where the rationality cross-equation constraints are imposed and the constrained system is (2) and (4), while the unconstrained system is (2) and (6) with $\gamma=\gamma^{*}$ imposed. A separate test for rational expectations (without maintaining the hypothesis of neutrality) proceeds similarly, where the constrained system is (2) and (6) imposing the rationality constraints, $\gamma=\gamma^{*}$, and the unconstrained system is (2) and (6) with the rationality constraints relaxed. ${ }^{16}$

There is one other small sample problem that can arise in estimation here. In cases where the number of lags (N) in the unemployment or output equation is large, many degrees of freedom are used up in estimation and yet there is no allowance for this loss of degrees of freedom in the likelihood ratio statistics. This leads to the danger that spurious rejections of the null hypothesis might occur because the small sample distribution of the test statistics differ substantially from the asymptotic distributions in this case. ${ }^{17}$ In order to avoid this problem, the models discussed
$16_{\text {Research }}$ in progress with Andrew Abel discusses the identification of parameters in the systems estimated avove and shows when seperate tests of neutrality and rationality are feasible. The identification conditions for the seperate tests are met in the models of this paper. This research also shows that the nesting of hypothesis tested above could proceed with a different ordering, but that used here makes more economic sense.
${ }^{17}$ The type of problem I am worried about here becomes more obvious if we look at the following example. In an OLS regression a test of restrictions
in the text are estimated with the restriction that the unanticipated money growth coefficients ( $\beta_{i}$ ) lie along a fourth order polynomial with an endpoint constraint. This parameterization has the advantage that it uses up fewer degrees of freedom, yet, as the comparison between results in the text and Appendix II indicate, it does not significantly affect the fit of the output and unemployment equations, nor does it appreciably alter the coefficient estimates or their asymptotic standard errors. ${ }^{18}$
can be carried out with a finite sample test, the $F$, or with an asymptotic test, the likelihood ratio. Asymptotically, the test statistics have the same distribution, but misleading inference with the likelihood ratio statistic can easily result in small samples. The F-statistic is"calculated as.

$$
F(q, d f)=\left(\left(\frac{S S R^{c}-S S R^{u}}{S S R^{u}}\right) \frac{d f}{q}\right.
$$

the likelihood statistic is: $n \log \left(\operatorname{SSR}^{\mathrm{c}} / \mathrm{SSR}^{\mathrm{u}}\right.$ where $d f=$ the degrees of freedom of the unconstrained model, $n=$ the number of observations, $q=$ the number of constraints. For over 100 degrees of freedom $q F(q, d f)$ is nearly distributed as $\chi^{2}(q)$, and for small percentage differences, $\operatorname{SSR}^{c}-\operatorname{SSR}^{\mathrm{L}}$ is approximately equal to $\log \left(\operatorname{SSR}^{\mathrm{c}} / \operatorname{SSR}^{\mathrm{u}}\right.$ ). $\operatorname{SSR}^{\mathrm{u}}$
Inference with the F-statistic in the case of over 100 degrees of freedom then involves approximately the comparison of $d f\left(\log \left(S S R^{c} / S S R R^{u}\right)\right)$ with the $x^{2}(q)$ distribution. Even in the case where df is large, ifn/df is substantially greater than one the likelihood ratio statistic will reject the null hypothesis far more often than will the $\mathcal{F}$. In the case of the unemployment or output model with no PDL constraints and $N=20$, the degrees of freedom of the unconstrained model for the joint or rationality tests is $l l l$ while the number of observations is 184 . The $n / d f$ of 1.7 in the case demonstrates that there potentially is a serious small sample bias in the likelihood ratio test when this many degrees of freedom are used up.
${ }^{18}$ Likelihood ratio tests of the polynomial distributed lag (PDL) constraints do not reject the null hypothesis that these constraints are valid. For model $2.1 \chi^{2}(4)=3.34$, and for $2.2 \chi^{2}(4)=1.56$, the critical value of $x^{2}(4)$ at the $5 \%$ level is 9.49. For $4.1 x^{2}(17)=12.94$ and for $4.2 \chi^{2}(17)=13.76$, while the critical value of $\chi^{2}(17)$ at $5 \%$ is 27.59.

One remaining issue concerning estimation needs to be discussed. In this paper we are particularly interested in obtaining correct test statistics for our models, so it is critical that the suprious regression phenomenon [Granger and Newbold (1974)] be avoided. 19 Therefore, particular attention must be devoted to the serial correlation properties of the error term, $\varepsilon$, of equation (4) and (6). This is especially important because no theoretical argument guarantees that it will be white noise and evidence in Barro and Rush (1978) indicates that it has appreciable serial correlation when postwar quarterly data is used. In the estimation here, the error term, $\varepsilon$, is assumed to be a fourth order AR process. This specification for the error term was chosen because fourth order autoregressions usually eliminate most serial correlation in quarterly, macro time-series. Indeed, Durbin-Watson statistics and the residual autocorrelations of the estimated model indicate that this serial correlation correction is successful in reducing the residuals to white noise. 20

19
Also see Plosser and Schwert (1978).
${ }^{20}$ In the models estimated here, the Durbin-Watson statistics for $\varepsilon_{t}$ range from 1.82 to 2.15 , none of which indicates the presense of first ${ }^{t}$ order serial correlation. Furthermore, the Box-Pierce.(1970) Q-statistic for the first twelve autocorrelations of $\varepsilon_{t}$ range from 5.25 to 12.42 so that the null hypothesis that these twelve autocorrelations are zero cannot be rejected at the 5 percent level. (The critical Q(12) at 5 percent is 15.50.)

## THE SPECIFICATION OF THE MONEY GROWTH EQUATION

As the debate between Small (1979) and Barro (1979), as well as Germany and Srivastava (1979), have shown, the specification of the money growth equation (2) is critical to the ability to explain the postwar movements in unemployment with only unanticipated movements in money growth. Indeed, Barro (1977, 1978), Leiderman (1978), Germany and Srivastava (1979) and Small's (1978) specification of the money growth equation are flawed.

Rational expectations theory implies that the anticipated money growth variable in equation (l) is an optimal, one-period-ahead forecast, conditional on available information. Thus an appropriate prediction equation should rely only on lagged explanatory variables on the right-hand-side of (2). The money growth specification used in the studies discussed here violates this principle because it includes the current value of the deviation of federal expenditures from normal (FEDV) as an explanatory variable. ${ }^{21}$ In predicting money growth at time $t$, the market does not have complete knowledge of the actual value of this FEDV variable at time $t$, and this leads to a misspecification in the money growth equation which is potentially serious. It is easy to show that this type of misspecifi-
${ }^{21}$ Another way to see this point is as follows. The money growth equation with $\mathrm{FEDV}_{\mathrm{t}}$ is

$$
M G_{t}=Z_{t} \gamma+\delta F E D V_{t}+u_{t}
$$

where, $M G_{t}$ is money growth at $t, Z_{t}$ is, as in the text, a vector of variables known at time $t-1$ and $\gamma$ and are coefficients. Then unanticipated money growth is:

$$
\begin{aligned}
M G_{t}-E_{t-1} M G_{t} & =M G_{t}-\left(Z_{t} \gamma+\delta E_{t-1} F E D V_{t}\right) \\
& =\left(M G_{t}-Z_{t} \gamma-\delta F E D V_{t}\right)+\delta\left(F E D V_{t}-E_{t-1} F E D V_{t}\right) \\
& =u_{t}+\delta\left(F E D V_{t}-E_{t-1} F E D V_{t}\right)
\end{aligned}
$$

cation leads to invalid tests of rationality in an efficient markets framework, 22 and for similar reasons it will also invalidate tests of the propositions embodied by the MRE hypothesis. Hence, this misspecification casts doubts on this previous empirical work.

In this paper, the specification of the money growth equation is approached in quite a different way from that used by Barro (1977) and the other studies mentioned above. The reason for this is as follows. It is difficult on prior grounds to exclude any particular piece of information available at time $t-1$ as a useful predictor of a policy variable. For example, even though there is no strong theoretical reason for expecting a particular variable to enter the $Z$ vector of money growth equation (2), it might be a useful predictor of money growth because the personalim

Where $E_{t_{-1}}$ is the expectations operator conditioned on information available at time $t-1$. The above expression is not equivalent to the residuals from the money growth equation, for it differs by an expression involving the unanticipated $F E D V_{t}$. Clearly then, using residuals from the money growth equation to proxy for unanticipated money growth is valid when only lagged variables are included in this equation or if there are no errors in forecasting $F E D V_{t}$. The issue of how important an issue this is empirically depends on the magnitude of the forecasting errors for FEDV $t$ relam tive to the u's.
${ }^{22}$ In an efficient markets framework with equation (2) and an equation (4) where only the contemporaneous $\mathrm{M}_{\mathrm{M}}{ }^{\mathrm{e}}$ enters, Abel and Mishkin (1979) have shown that the test of the equabity of $\gamma$ in (2) and (4) is asymptotically equivalent to the test that $y_{t}-y_{t}^{*}$ is uncorrelated with any linear combination of $Z_{t}$. Market efficiency, however, does not exclude the correlations of $y_{t}-y_{t}^{*}$ with current variables. Hence, if a current variable only known at $t_{i m e} t$ is included in $Z_{t}$, the market could be efficient and rational yet we might expect the rejection of the cross-equation, market efficiency constraints. Thus including a current variable in $Z_{t}$ renders this test invalid.
ties involved in policy making could be such that they react to this variable for their own inscrutable reasons. Thus, the economic theory that a researcher uses to explain his money growth specification might be relatively unimportant in deciding on the validity of his particular specification versus another researcher's.

The discussion above suggests that an atheoretical statistical procedure might be superior to economic theory for deciding on the equation (2) specification. The procedure used here amounts to running multivariate, Granger (1969) tests. Note that the issue here is the predictive content of information - - which is what Granger tests are really meant to analyze - - and it does not involve the tricky concept and issue of economic causality which has led to so much confusion in the literature. ${ }^{23}$ The multivariate time-series specifications for equation (2) are chosen using the following criterion. Money growth can be regressed on its own four lagged values (again to insure white noise residuals) as well as on four lagged values of a wide ranging set of macro variables, such as: the quarterly M1 or M2 growth rate, the inflation rate, the growth rate of nominal GNP, the growth rate of real GNP, the unemployment rate, the treasury bill rate, the growth rate of real government expenditure, the high employment surplus, the growth rate of the federal debt and the balance of payments on current account. This particular list of variables was chosen

[^1]because they are readily available information which many researchers (see Fair (1978) and the references therein) have cited as being of potential use in explaining policy responses, in particular that of monetary policy. The four lagged values of each of these variables are retained in the equation only if they are jointly significant at the five percent level or higher. The major advantage of this procedure is that it imposes a discipline on the researcher that prevents his searching for an equation (2) specification that leads to results that confirm his prior on the validity of the MRE hypothesis.

Note that the resulting forecasting equations derived from this procedure will only contain explanatory variables in $Z_{t}$ that are available at time t-1. Thus the objection to the forecasting specifications in the previous empirical work on the MRE hypothesis will not be present here. In addition, this approach leads to a very different specification for the money growth equation than has been used previously, and the resulting estimates of the (2) and (4) system will thus provide new information.

## SPECIFICATION OF THE LAG LENGTH IN THE MRE EQUATION (1)

A primary objective of this study is to obtain more information on the robustness of results with the MRE model of equation (1). As has been discussed by McCallum (1979), the theoretical framework underpinning equation (1) does not specify what the lag length, $N$, should be on unanticipated money growth. The standard criterion for chosing this lag length is empirical: for example, Barro (1977) and Rush (1978) choose the lag length on the basis of excluding lagged unanticipated money growth variables if their coefficients are not significantly different from zero in the model of equation (1). This yields a lag length which is fairly short - - two years or under.

There are several reasons why this paper does not restrict itself to estimation of models with only this short lag length. Research which studies an equation of the form of (1) with other variables besides money growth as the aggregate demand policy variables finds that unanticipated aggregate demand variables lagged as far back as twenty quarters are significantly correlated with output and unemployment. ${ }^{24}$ Thus, it is plausible that estimating models with longer lags on unanticipated money growth might reveal interesting new information.

Furthermore, if the $M R E$ hypothesis is not valid, then choosing the lag

[^2]length from a model like equation (1) is inappropriate if we are interested in testing this hypothesis. There is a general econometric principle which supports testing of models with longer lag lengths. The addition of irrelevant variables to an estimated model only has the disadvantage of a potential decrease in the power of the likelihood ratio tests so that we would be less likely to reject the null hypothesis if it were untrue: it will not result in incorrect test statistics. However, excluding relevant variables will render test statistics invalid. With this view, experimenting with plausible, less restrictive, models is an appropriate strategy for analyzing the robustness of results.

Now with the preliminaries out of the way, we can turn to the empirical tests.

## THE RESULTS

The tests of the MRE hypothesis in the text use seasonally adjusted, postwar quarterly data over the $1954-76$ period and the joint estimation procedures outlined in the previous section;- Following Barro and Rush (1978), the data are seasonally adjusted and Ml growth is chosen as the monetary variable. The data are discussed in more detail in the data appendix. Again in pursuit of information on robustness, both output and unemployment models are estimated in this paper (i.e., where $y_{t}$ is the quarterly unemployment rate or the log of real GNP). The natural level of unemployment or output, $\mathrm{J}_{\mathrm{t}}^{*}$ is estimated as a time trend here as in Barro (1978). A more complicated Barro (1977) specification, has been avoided, because as is indicated by Small (1979) and Barro (1979), its validity is doubtful.

The first step in pursuing the MRE tests is to specify the variables in the money growth equation (2). The multivariate, Granger procedure outlined in the previous section yields an Ml money growth equation that has the following variables in the Z-vector: 4 lagged values of Ml growth, the 90 -day treasury bill rate and the high-employment surplus. The resulting ordinary least squares results with standard errors in parentheses are as follows:
(10)
where

Table 1 provides $\operatorname{Fr}$-statistics of the joint significance test for whether the four lagged values of each variable in the list of potential explanatory variables should be included in this regression model.

Note that in contrast with Barro's (1977), and Barro and Rush's (1978) specification, netther real government expenditure nor unemployment are significant explanatory variables. Chow (1960) tests which split the sample in equal halves indicate that this model has the desirable property that stability of the coefficients cannot be rejected at the $5 \%$ level. ${ }^{25}$
${ }^{25}$ The F-statistic for the Chow test is $F(13,66)=1.37$ while the critical $F$ at 5 percent is 1.88 .

$$
\begin{aligned}
& \mathrm{MlG}_{\mathrm{t}}=.0031+672 \mathrm{MlG}_{\mathrm{t}-1}+.0471 \mathrm{MlG}_{\mathrm{t}-2} \\
& \text { (.0012) (.1131) (.1428) }
\end{aligned}
$$

$$
\begin{aligned}
& +.5918 \mathrm{RTB}_{\mathrm{t}-2}-.1897 \mathrm{RTB}_{\mathrm{t}-3}+.0091 \mathrm{RTB}_{\mathrm{t}-4} \\
& \text { (.1640) (.1729) (.1134) } \\
& -\underset{(.0761)}{.2055 \text { SURPLUS }_{t_{-1}}}+\underset{(.0844)}{.0996 \text { SURPLUS }_{t-2}}
\end{aligned}
$$

$$
\begin{aligned}
& R^{2}=.6601 \text { Standard Error }=.0042 \text { Durbin Watson }=1.98 \\
& \text { M1G }=\text { average quarterly rate of M1 growth, } \\
& \text { RTB = average treasury bill rate, } \\
& \text { SURPLUS }=\text { high-employment surplus. }
\end{aligned}
$$

Table 1

# Joint Tests for Significant Explanatory Power in (10) of Four Lags of Each Variable 

| Variable | F-statistic | Marginal Significance Level |
| :---: | :---: | :---: |
| M1G | 15.89 | $1.4 \times 10^{-9}$ |
| RTB | 5.28 | $8.0 \times 10^{-4}$ |
| SURPLUS | 2.56 | . 0449 |
| UN | 1.66 | . 1682 |
| RGNP | . 82 | . 5165 |
| $\pi$ | 1.69 | . 1612 |
| G | . 13 | . 9710 |
| BOP | 1.28 | . 2855 |
| GDEBT | 1.52 | . 2050 |
| M2G | 1.25 | . 2973 |
| NGNP | 1.09 | . 3677 |
| The F-statistic tests the null hypothesis that the coefficients on the 4 lagged values of each of these variables equals zero. The marginal significance level is the probability of finding that value of F or higher under the null hypothesis. For M1G, RTB, and SURPLUS, the F-statistic is calculated as $F(4,79)$. For the other variables the F-statistic is F(4, 75) . <br> MIG = average quarterly rate of M1 growth <br> RTB $=$ average treasury bill rate <br> SURPLUS = high-employment surplus <br> $\mathrm{UN}=$ unemployment <br> RGNP $=$ rate of growth of real GNP <br> $\pi=$ quarterly rate of growth of GNP deflator <br> $G=$ quarterly growth rate of real federal government expenditure <br> $B O P=$ balance of payments on current account <br> GDEBT = quarterly growth rate of government debt <br> M2G = average quarterly rate of M2 growth <br> NGNP = quarterly rate of growth of nominal GNP |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

Table 2 contains estimates of the quarterly output and unemployment equations which have been estimated from the (2) and (4) system, impos ing the cross-equation constraints that the $\gamma$ are equal in both equations. The resulting $\gamma$ estimates are not reported in Table 2 and the tables that follow because they are similar to the results in (10) and provide little new information. A specification with the current and seven lagged values of unanticipated MI money growth is analyzed first for two reasons: This lag length has been previously used on quarterly data by Barro and Rush (1978), and the coefficients of unanticipated money growth lagged more than seven quarters are found to be insignificantly different from zero.

Despite the use of a substantially different specification for the money growth equation, the Table 2 results are quite close to those of Barro and Rush (1978). The models here fit the data well as in Barro and Rush, and the unanticipated money growth variables also have significant explanatory power, with many of their coefficients' asymptotic t-statistics greater than four in absolute value. Even more striking is the similarity of the parameter estimates. Not only do the Table 2 models display the same pattern of serial correlation in the residuals as the Barro and Rush results, but also the lag structure has the same humped pattern and peaks at identical lags.
Table 2

| Non-Linear Estimates of Output and Unemployment Equations$\begin{aligned} & \text { Explanatory Variables: Unanticipated Money Growth, } 7 \text { Lags (PDL) } \\ & y_{t}=c+\tau T M E+\sum_{i=0}^{7} \beta_{i}\left(M 1 G_{t-i}-M 1 G_{t-i}^{e}\right)+\rho_{1} \varepsilon_{t-1}+\rho_{2} \varepsilon_{t-2}+\rho_{3} \varepsilon_{t-3}+\rho_{4}^{\varepsilon_{t-4}}+\eta_{t} \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Model No. <br> Dependent Variable | $\begin{gathered} 2.1 \\ \log \left(\mathrm{GNP}_{\mathrm{t}}\right) \end{gathered}$ |  |  |
| $\mathrm{c}=6.178(.047)$ | $\tau=.008(.0005)$ | $c=3.55(1.54)$ | $\tau=.024(.018)$ |
| $\beta_{0}=.715(.230)$ |  | $\beta_{0}=-20.01(8.69)$ |  |
| $\beta_{1}=1.617(.340)$ |  | $\beta_{1}=-43.21(15.38)$ |  |
| $\beta_{2}=2.196(.414)$ |  | $\beta_{2}=-70.04(17.94)$ |  |
| $\beta_{3}=2.412(.467)$ |  | $\beta_{3}=-87.80(19.63)$ |  |
| $\beta_{4}=2.273(.485)$ |  | $\beta_{4}=-89.58(20.20)$ |  |
| $\beta_{5}=1.835(.449)$ |  | $\beta_{5}=-74.20$ (18.30) |  |
| $\beta_{6}=1.262(.371)$ |  | $\beta_{6}=-46.27(14.23)$ |  |
| $\beta_{7}=.524(.255)$ |  | $\beta_{7}=-16.16(9.04)$ |  |
| $\rho_{1}=1.109(.117)$ | $\rho_{3}=.162(.169)$ | $\rho_{1}=1.464(.112)$ | $\rho_{3}=.077(.202)$ |
| $\rho_{2}=-.345(.172)$ | $\rho_{4}=.002(.115)$ | $\rho_{2}=-.763(.201)$ | $\rho_{4}=.144(.115)$ |
| $\mathrm{R}^{2}=.9988$ | $\mathrm{SE}=.0085$ | $\mathrm{R}^{2}=.9507$ | $\mathrm{SE}=.3049$ |
| $\mathrm{D}-\mathrm{W}=2.02$ | $Q(12)=7.79$ | $\mathrm{D}-\mathrm{W}=2.18$ | $Q(12)=9.59$ |

Explanatory Remarks for Table 2:
Estimated from the (2) and (4) system, imposing the cross-equation constraints
that $\gamma$ is equal in (2) and (4).
The $\beta_{i}$ are constrained to lie along a 4 th order polynomial with the endpoint constroined.
Explanatory Remarks which apply to Table 2 and all other tables: $\begin{aligned} \mathrm{SE} & =\text { standard errors of the equation (the unbiased estimate). } \\ \mathrm{D}-\mathrm{W} & =\text { Durbin-Watson Statistic. } \\ \mathrm{Q}(12) & =\text { Box-Pierce (1970) Q-statistic for the first } 12 \text { residual autocorrelations which } \\ & \text { is distributed approximately as } \chi^{2}(8) . \\ \text { TIME } & =\text { time trend }=29 \text { in } 1954-1 \ldots 120 \text { in } 1976-4 .\end{aligned}$ $\begin{aligned} \mathrm{SE} & =\text { standard errors of the equation (the unbiased estimate). } \\ \mathrm{D}-\mathrm{W} & =\text { Durbin-Watson Statistic. } \\ \mathrm{Q}(12) & =\text { Box-Pierce (1970) Q-statistic for the first } 12 \text { residual autocorrelations which } \\ & \text { is distributed approximately as } \chi^{2}(8) . \\ \text { TIME } & =\text { time trend }=29 \text { in } 1954-1 \ldots 120 \text { in } 1976-4 .\end{aligned}$
Asymptotic standard errors are in parentheses
TIME $=$ time trend $=29$ in 1954-1 ... 120 in 1976-4.
M1G-M1G ${ }^{\text {e }}=$ unanticipated M1 growth.
$\mathrm{UN}_{\mathbf{t}}=$ average quarterly unemployment rate.

## Table 3

Likelihood Ratio Tests for the Models of Table 2

| Model No. | 2.1 | 2.2 |
| :---: | :---: | :---: |
| Joint Hypothesis |  |  |
| Likelihood Ratio Statistic | $x^{2}(16)=22.69$ | $x^{2}(16)=22.80$ |
| Marginal Significance Level | . 1222 | . 1192 |
| Neutrality |  |  |
| Likelihood Ratio Statistic | $x^{2}(4)=3.36$ | $x^{2}(4)=9.67$ |
| Marginal Significance Ratio | .4993 | . 0464 |
| Rationality |  |  |
| Likelihood Ratio Statistic | $x^{2}(12)=19.44$ | $x^{2}(12)=13.31$ |
| Marginal Significance Level | . 0784 | . 3466 |

The fact that the Table 2 results are so close to those of Barro and Rush in an important finding. Because the econometrician's life is made difficult by the absence of direct measures of expectations for most variables in the economy, poor specification of expectations formation is always a danger in this line of research. Although, misspecification of money growth equation (2) would lead to an error-in-variables bias in the coefficients of the unemployment or output equation, the question is how severe this bias would be. Money growth is apparently quite hard to forecast so that the variance of the true forecast error could be substantial. In addition, Feige and Pierce (1976) have made the argument that autoregressive expectations models might be "economically rational" because other information might have little incremental predictive power once the past history of the variable to be predicted is taken into account. ${ }^{26}$ This argument implies that the variance of the measurement error in the money growth expectations model used here may be small in relation to the variance of the forecast error. If this occurs, then the errors-in-variable bias may be negligible and should not be an important problem in this research.

The similarity of the results in Table 2 and those of Barro and Rush lends some support to this view, because, except for past money growth,
${ }^{26}$ Note that Sims (1977) has shown that there are some dangers in the statistical techniques used by Feige and Pierce (1976). Therefore, we should be cautious in interpreting their empirical evidence as supporting this conclusion.
quite different information is included in the money growth equation here. Other research with a similar system to that estimated here also finds that changing the specification of the time-series model used to describe money growth expectations does not lead to substantial differences in the results. 27

The likelihood rabio tests in Table 3 are not too unfavorable to the MRE hypothesis. The tests for the 2.1 output model do not call for rejection of either neutrality or rationality propositions, nor the joint hypothesis. The marginal significance level of each test is defined as the probability of finding that value of the likelihood ratio statistic or higher under the null hypothesis, where a value less than .05 would indicate a rejection of the null hypothesis at the five percent level. None of the marginal significance levels for the model 2.1 tests is below.05. The unemployment model 2.2 is not quite as supportive of the MRE hypothesis: the joint hypothesis and rationality are not rejected at the $5 \%$ level, yet neutrality is barely rejected at $5 \%$ in this case.

We can achieve a deeper understanding of the test results in Table 3 by studying the estimated output and unemployment equations where current and lagged anticipated money growth are added as explanatory variables. Table 4 contains the results from the (2) and (6) system, estimated iteratively, with rational expectations imposed. The 4.1 results illustrate why the neutrality proposition is not rejected in the output equa-
$27_{\text {See Mishkin (1980a). Mishkin (1978) analyzes an efficient-markets }}$ model similar to equation (l) where unanticipated short rates are an explanatory variable. In this model, use of an autoregressive specification to describe short rate expectations leads to results similar to those obtained with the use of a forward rate to describe short-rate expectations. This is even stronger evidence that the view promoted above is credible, since forward rates are a more direct measure of expectations.
Table 4

| Non-Linear Estimates of Output and Unemployment Equations Explanatory Variables: Unanticipated and Anticipated Money Growth, 7$c+\tau \text { TIME }+\sum^{7} \beta_{i}\left(M 1 G_{t-i}-M 1 G_{t-i}^{e}\right)+\sum^{7} \delta_{i} M I G_{t-i}^{e}+\rho_{1} \varepsilon_{t-1}+\rho_{2} \varepsilon_{t-2}+\rho_{3}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Model No. <br> Dependent Variable | $\begin{gathered} 4.1 \\ \log \left(\mathrm{GNP}_{t}\right) \end{gathered}$ |  |  |  |
| $c=6.194(.060)$ | $\tau=.008(.0008)$ | $\mathrm{c}=$ | $3.00(1.74)$ | $\tau=.04(.025)$ |
| $B_{0}=.660(.243)$ | $\delta_{0}=.402(.564)$ | $\mathrm{R}_{0}=$ | -14.90(8.70) | $\delta_{0}=-10.82(15.43)$ |
| $\beta_{1}=1.263(.599)$ | $\delta_{1}=-.211(.669)$ | $\beta_{1}=$ | 25.16(19.53) | $\delta_{1}=6.32(19.82)$ |
| $\beta_{2}=2.191(.814)$ | $\delta_{2}=-.568(.753)$ | $\beta_{2}=$ | -61.33(24.90) | $\delta_{2}=12.72(23.43)$ |
| $\beta_{3}=2.953(.993)$ | $\delta_{3}=-.621(.776)$ | $\beta_{3}=$ | -96.52(30.34) | $\delta_{3}=-7.47(25.55)$ |
| $\beta_{4}=3.240(1.097)$ | $\delta_{4}=-.397(.720)$ | $\beta_{4}=$ | -113.59(34.07) | $\delta_{4}=-7.12(24.10)$ |
| $\beta_{5}=2.932(1.046)$ | $\delta_{5}=-.002(.606)$ | $\beta_{5}=$ | -105.18(32.60) | $\delta_{5}=-25.52(19.10)$ |
| $\beta_{6}=2.092(.841)$ | $\delta_{6}=.382(.542)$ | $\beta_{6}=$ | -73.70(25.42) | $\delta_{6}=-38.98(15.20)$ |
| $\beta_{7}=.967(.533)$ | $\delta_{7}=.495(.483)$ | $B_{7}=$ | -31.33(14.51) | $\delta_{7}=-35.54(13.33)$ |
| $\rho_{1}=1.121(.119)$ | $\rho_{3}=.075(.193)$ | $\rho_{1}=$ | 1.450(.111) | $\rho_{3}=-.031(.205)$ |
| $\rho_{2}=-.350(.176)$ | $\rho_{4}=.091(.128)$ | $\rho_{2}=$ | -. 740 ( 199 ) | $\rho_{4}=.250(.120)$ |
| $\mathrm{R}^{2}=.9989$ | $S E=.0085$ | $\mathrm{R}^{2}$ | . .9543 | $\mathrm{SE}=.2970$ |
| $\mathrm{D}-\mathrm{W}=2.01$ | $Q(12)=8.05$ | $\mathrm{D}-\mathrm{W}=$ | 2.20 | $Q(12)=12.42$ |

[^3]tion. The coefficients on anticipated money growth have no obvious pattern, are never significantly different from zero and are in seven out of eight cases smaller in absolute value than their asymptotic standard errors. However in the unemployment equation, some coefficients on anticipated money growth are significantly different from zero at the five percent level, and this leads to the rejection of neutrality in Table 3. Here, the last two lag coefficients on anticipated money growth are the most significant with asymptotic tmstatistics exceeding 2.5. This creates the suspicion that even longer lag lengths for unanticipated and anticipated money growth may lead to strong rejections of the $M R E$ hypothesis.

Table 5 contains estimates of the output and unemployment equations in which longer lags (twenty) of unanticipated money growth are used as explanatory variables. Although in neither case are coefficients on unanticipated money growth lagged more than 7 quarters significantly different from zero, as is evident in Table 6 , strong rejections of the $M R E$ hypothesis now occur. The unemployment model rejects the joint hypothesis of neutrality and rationality, while the seperate test of the component hypotheses indicate that the main contributor to the rejection is the neutrality constraints: rationality of expectations is not rejected at the $5 \%$ level while neutrality is. The results on the output model are even more negative. The probability of obtaining that value of the likelihood ratio statistic or higher under the null joint hypothesis is only 1 in 5000. Here the contribution of each set of constraints to this rejection is nearly equal with both the rationality and neutrality constraints rejected at the $1 \%$ level. Because excluding relevant variables
Table 5
Non-linear Estimates of Output and Unemployment Eauations


[^4]Table 6

Likelihood Ratio Tests for the Models of Table 5

| Model No. | 5.1 | 5.2 |
| :---: | :---: | :---: |
| Joint Hypothesis |  |  |
| Likelihood Ratio Statistic | $x^{2}(16)=43.83$ | $x^{2}(16)=31.54$ |
| Marginal Significance Level | . 0002 | . 0114 |
| Neutrality |  |  |
| Likelihood Ratio Statistic | $x^{2}(4)=15.45$ | $x^{2}(4)=12.08$ |
| Marginal Significance Level | . 0038 | . 0168 |
| Rationality |  |  |
| Likelihood Ratio Statistic | $x^{2}(12)=29.17$ | $x^{2}(12)=19.89$ |
| Marginal Significance Level | . 0037 | . 0692 |

from a model will result in inconsistent test statistics, but including Irrelevant variables will at worst only reduce the power of the tests, the Table 6 results are damaging to the view that empirical evidence supports the MRE hypothesis. Indeed it appears that the only reason that the earlier 2.1 and 2.2 models are not unfavorable to the MRE hypothesis is due to misspecification which yields inconsistent test statistics.

Table 7 and 8 contain the estimates of the Table 5 models which add twenty lags of anticipated money growth to the list of explanatory varibles. As we would expect from Table 6, anticipated monetary policy matters in these results. Many of the coefficients on anticipated money growth are significantly different from zero at the $1 \%$ level, with some asymptotic t-statistics even exceeding four in absolute value. Of course these coefficients could be statistically significant, yet unimportant from an economic viewpoint. This is clearly not the case in Tables 7 and 8. Not only do the anticipated coefficients tend to be greater in absom lute value than their unanticipated counterparts, but generally they also have higher asymptotic t-statistics. In fact, in Tables 7 and 8 , only one out of twenty-one $\beta$-coefficients is statistically significant versus nearly half of the $\delta$-coefficients. Contrary to what is implied by the MRE hypothesis, anticipated monetary policy does not appear to be less important than unanticipated monetary policy; rather the opposite seems to be the case. ${ }^{28}$

28
Most structural macroeconometric models in use do not make a distinction between anticipated and unanticipated monetary policy and are not capable of lending an interpretation to the lag patterns of the $\delta^{\prime}$ s versus the $\beta^{\prime}$ s in Table 7 and 8. It is not obvious what form these lag patterns should take in a model where expectations are rational, yet anticipated
Table 7

Explanatory Remarks for Tables 7 and 8:
Estimated from the (2) and (6) system, imposing $\gamma=\gamma^{*}$
氐
The $\beta_{i}$ and $\delta_{i}$ are constrained to lie along a 4 th order polynomial with the endpoint constrained.
Table 8
Non-Linear Estimates of Unemployment Equation


Output and unemployment equations were also estimated using M2 growth rather than Ml growth as the policy variable. These results, which are not reported here in the interests of conserving space, indicate that M1 growth versus M2 growth in the estimated models does not lead to different conclusions. ${ }^{29}$ However, using unanticipated M2 growth rather than M1 growth does lead to some deterioration in the fit of the equations as well as lower asymptotic t-statistics. The use of seasonally adjusted versus seasonally unadjusted data also does not appear to be an important issue in the empirical work here. For example when seasonally unanadjusted MI data is used to estimate output and unemployment models rather than seasonally adjusted data, the results are not appreciably different. ${ }^{30}$ Other empirical work which uses a model resembling the constrained (2) and (4) system also does not find that using seasonally adjusted versus unadjust-
monetary policy matters. Econometric models of this type are just now being developed, Taylor (forthcoming) for example, but to my knowledge simulation results which display the reduced form $\beta$ and $\delta$ coefficients are not yet available.
${ }^{29}$ For example, the 2.1A M2 model does not lead to rejection of the joint hypothesis. Here the specification of the M2 time-series model was also generated with the multivariate Granger (1969) procedure discussed in the text. The likelihood ratio statistic is $\chi^{2}(15)=18.1$ with a marginal significance level of .26. However, the M2 results for the additional models explored in this paper are also as negative to the MRE hypothesis. For example, the 4.1 A model with M 2 data leads to a likelihood ratio statistic for the joint hypothesis of $x^{2}(28)=58.90$ with a marginal significance level of .0006 .
${ }^{30}$ Because a fourth order autoregression is not sufficient to reduce the seasonally unadjusted Ml growth to white noise, values of the unadjusted Ml growth for lags 5 through 8 replaced the SURPLUS variables in the equation (2) specification. The coefficients and asymptotic standard errors of the 2.1A model estimated with unadjusted data are close to those reported in Table 2 and the likelihood ratio statistic of the joint hypothesis in this case is $\chi^{2}(19)=29.75$ with a marginal significance level of .0551 . The unadjusted results for the 4.1A model are also unfavorable to the MRE hypothesis as is true

# ed data appreciably affects the results. ${ }^{31}$ 

of the Appendix II results: the likelihood ratio statistic for the joint hypothesis is $\chi^{2}(33)=62.65$ with a marginal significance level of .0014 .
${ }^{31}$ Mishkin (1980a, 1980b)

The title of this paper asks the question "Does Anticipated Monetary Policy Matter?" The empirical analysis here responds with a strong yes. A closer look at models with money growth as the aggregate demand policy variable reveals that the neutrality proposition of the $\operatorname{MRE}$ hypothesis is rejected, particularily when long lag lengths are allowed to enter output and unemployment equations. Furthermore, contrary to the implications of the MRE hypothesis, unanticipated movements in monetary policy do not have a larger impact on output and unemployment than anticipated movements.

The other proposition embodied in the MRE hypothesis, that expectations are rational, fares better in the empirical tests here. Although the rationality hypothesis does not come out unscathed - - there is one rejection at the 1 percent level- - none of the other rationality tests in the text reject at the 5 percent level. ${ }^{32}$ When the MRE component hypotheses of rationality and neutrality are tested jointly, strong rejections occur in the output and unemployment models with long lag lengths. In one case, the probability of finding that value of the likelihood ratio statistic under the null joint hypothesis was only 1 in 5000.

I do not cite the rationality test results in Appendix II because, as the discussion in Section II indicates, they may not be as reliable, In further work on the MRE hypothesis (Mishkin (1980c)) with inflation and nominal GNP growth as aggregate demand policy variables, the results are even more favorable to the rationality hypothesis: there are no rejections at the $5 \%$ level of the rationality constraints. The results on neutrality, however are less favorable, with even stronger rejection of the neutrality constraints than are found here.

There is one qualification of the results that warrants further discussion. This paper has followed the previous research in this area by using the identifying assumption that the output and unemployment equations are true reduced forms. It is not clear whether the invalidity of this assumption might lead to rejections of the MRE hypothesis even if it were true. Thus, the results here are by no means a definitive rejection of this hypothesis. However, this work does cast doubt on previous evidence - - also of a reduced form nature - - that is cited as supporting the view that only unanticipated monetary policy is relevant to the business cycle.

## APPENDIX I

VARIABLES AND SOURCES OF DATA

[^5]APPENDIX II
Freely Estimated Output and Unemployment Equations
Table 2A
Non-Linear Estimates of Output and Unemployment Equations


## Table 3A <br> Likelihood Ratio Tests for the Models of Table 2A

| Model No. | 2.1 A | 2.2 A |
| :--- | :---: | :---: |
| Joint Hypothesis | $\chi^{2}(20)=22.37$ | $\chi^{2}(20)=31.55$ |
| Likelihood Ratio Statistic | .3210 | .0484 |
| Marginal Significance Level | $x^{2}(8)=9.53$ | $\chi^{2}(8)=11.97$ |
| Neutrality |  |  |
| Likelihood Ratio Statistic | .2996 | .1524 |
| Marginal Significance Level | $\chi^{2}(12)=12.34$ | $\chi^{2}(12)=20.14$ |

Table 5A
Model no.:
Non-Linear Estimates of Output and Unemployment Growth

| Model no. : <br> Dependent Variable: | $\begin{gathered} 5.1 \mathrm{~A} \\ \log \left(\mathrm{GNP}_{\mathrm{t}}\right) \end{gathered}$ | $\begin{gathered} 5.2 \mathrm{~A} \\ \mathrm{UN}_{\mathrm{t}} \end{gathered}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $c=6.195(.048)$ | $\tau=.008(.0005)$ |  | 3.375 (2.064) |  | .026(.023) |
| $\beta_{0}=.850(.275)$ | $\beta_{11}=.200(.640)$ |  | $=-11.73$ ( 9.92) | $\beta_{11}=$ | $6.66(27.18)$ |
| $\beta_{1}=1.784(.430)$ | $\beta_{12}=.482(.620)$ | $\beta_{1}$ | $=-21.61(18.24)$ |  | $\beta_{12}=10.64(26.63)$ |
| $\beta_{2}=2.320(.523)$ | $\beta_{13}=.625(.616)$ | $\beta_{2}$ | $=-52.81(22.04)$ | $\beta_{13}=10.52(26.20)$ |  |
| $\beta_{3}=2.935(.614)$ | $\beta_{14}=.624(.631)$ | $\beta_{3}$ | $=-83.72(23.14)$ | $\beta_{14}=4.85(25.94)$ |  |
| $\beta_{4}=2.989(.722)$ | $\beta_{15}=.751(.640)$ | $\beta_{4}$ | $=-103.18(25.16)$ | $\beta_{15}=6.02(25.22)$ |  |
| $\beta_{5}=2.605(.796)$ | $\beta_{16}=.889(.616)$ | ${ }^{8}$ | $=-91.00(27.33)$ | $\beta_{16}=1.33(24.09)$ |  |
| $\beta_{6}=1.637(.822)$ | $\beta_{17}=.882(.574)$ |  | $-72.77(28.43)$ |  |  |
| $\beta_{7}=1.103(.802)$ | $\beta_{18}=.512(.534)$ |  | $=-50.06(28.90)$ | $\beta_{18}=-24.56(21.36)$ |  |
| $\beta_{8}=.677(.764)$ | $\beta_{19}=.300(.444)$ | 8 $\beta_{8}$ | $-25.47(29.57)$ | $\beta_{19}=-17.22(17.07)$ |  |
| $\beta_{9}=.496(.719)$ | $\beta_{20}=.099(.277)$ |  |  |  |  |
| $\beta_{10}=.166(.675)$ |  |  | -5.44(29.28) | $\beta_{20}=-2.57(9.49)$ |  |
|  |  |  | 3.16(24.15) |  |  |
| $\rho_{1}=1.098(.127)$ | $\rho_{3}=.184(.184)$ |  | 1.463(.117) | $\begin{aligned} & \rho_{3}=-.070(.217) \\ & \rho_{4}=.249(.126) \end{aligned}$ |  |
| $\rho_{2}=-.338(.184)$ | $\rho_{4}=-.042(.129)$ | $\rho_{2}$ | -.708(.212) |  |  |
| $\mathrm{R}^{2}=.9989$ | $\mathrm{SE}=.0086$ | $\mathrm{R}^{2}=.9564$ |  | $\mathrm{SE}=.3027$ |  |
| D-W $=1.97$ | $Q(12)=7.740$ |  |  |  |  |

Table 6A
Likelihood Ratio Tests for the Models of Table 5A

| Mode1 No. | 5.1A | 5.2A |
| :---: | :---: | :---: |
| Joint Hypothesis |  |  |
| Likelihood Ratio Statistic | $x^{2}(33)=66.90$ | $x^{2}(33)=54.06$ |
| Marginal Significance Level | . 0004 | . 0118 |
| Neutrality |  |  |
| Likelihood Ratio Statistic | $x^{2}(21)=45.22$ | $\chi^{2}(21)=30.47$ |
| Marginal Significance Level | . 0016 | . 0830 |
| Rationality |  |  |
| Likelihood Ratio Statistic | $x^{2}(12)=27.10$ | $x^{2}(12)=27.01$ |
| Marginal Significance Level | . 0075 | . 0077 |
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[^0]:    13 For the models reported in the text, the likelihood ratio statistics are not appreciably different when they are calculated using (7) rather than (9). For example, in the 2.1 model the likelihood ratio statistic for the joint hypothesis calculated frmm (7) is 22.81 versus the value 22.69 reported in Table 3. In the models found in Appendix II which use up more degrees of freedom, the difference between the statistics calculated from (7) rather than (9) is more appreciable: for example in model 5.1A the likelihood ratio statistic for the joint hypothesis calculated from (7) is 76.33 versus the value 66.90 reported in Table 6 A.
    ${ }^{14}$ My discussion of the estimation techniques used in Mishkin (1280 a, b) was not as detailed as that above. However, note that the procedures used in estimation and calculation of the likelihood ratio statistics in those papers are the same as here.
    ${ }^{15}$ Leiderman (1978) also conducts tests of this type.

[^1]:    ${ }^{23}$ See Zellner (1979) for a discussion of Granger "causality" and the pitfalls of these tests.

[^2]:    ${ }^{24}$ See Gordon (1979) and Mishkin (1980c)

[^3]:    Estimated from the (2) and (6) system, imposing $\gamma=\gamma^{*}$.
    The $\beta_{i}$ and $\delta_{i}$ are constrained to lie along a 4 th order polynomial with the endpoint constraint.

[^4]:    Explanatory Remarks for (2) and (4) system, imposing the cross-equation constraints that $\gamma$ is equal in
    $4^{\text {th }}$ order polynomial with the endpoint constrained.
    $4^{\text {th }}$

[^5]:    M1G = average growth rate (quarterly rate) of M1, calculated as the change in the log of quarterly M1 (from the NBER data bank)

    M2G = average quarterly growth rate (quarterly rate) of M2, from same source and calculated in same way

    SURPLUS = high employment budget surplus from NBER data bank (in triliions \$)
    RTB = average treasury bill rate at an annual rate (in fractions), from the MPS data bank
    $\pi=$ inflation (quarterly rate), calculated as the changes in the log of the GNP deflator (from the MPS data bank)
    $G=$ growth rate (quarterly rate) of real federal government expenditure, calculated as the change in the $\log$ of real federal expenditure (from the MPS data bank)

    GNP $=$ real GNP (billions 1972 ) .from the MPS data bank
    $\mathrm{UN}=$ average quarterly unemployment rate (from the MPS data bank)
    NGNP = growth rate (quarterly rate) of nominal GNP, calculated as the change in the 10 g of nominal GNP,from the MPS data bank.

    The other variables used in the search procedure for the forecasting equations were obtained from the NBER data bank.

