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Does Computer-Synthesized Speech Manifest Personality? Experimental
Tests of Recognition, Similarity-Attraction, and Consistency-Attraction

Clifford Nass and Kwan Min Lee
Stanford University

Would people exhibit similarity-attraction and consistency-attraction toward unambiguously computer-
generated speech even when personality is clearly not relevant? In Experiment 1, participants (extrovert
or introvert) heard a synthesized voice (extrovert or introvert) on a book-buying Web site. Participants
accurately recognized personality cues in text to speech and showed similarity-attraction in their
evaluation of the computer voice, the book reviews, and the reviewer. Experiment 2, in a Web auction
context, added personality of the text to the previous design. The results replicated Experiment 1 and
demonstrated consistency (voice and text personality)-attraction. To maximize liking and trust, designers
should set parameters, for example, words per minute or frequency range, that create a personality that
is consistent with the user and the content being presented.

The vast majority of content on computers and on the World
Wide Web is textual. E-mail, documents, spreadsheets, presenta-
tion outlines, e-commerce sites, news and information sites, bul-
letin boards and chat rooms, advertisements, and search engines,
although enhanced by graphical content, are all dominated by text.

The prevalence of textual material is both a problem and an
opportunity. The problem is that there are significant barriers to
accessing textual content. Only half of U.S. homes have access to
the Internet (The White House, 2000), and less than two-thirds
have computers; these are the highest rates in the world (Samuel-
son, 1999, p. 52).

Text is not readily accessible to the 11 million people in the
United States with significant visual impairment, nor the 1.5
million people who are blind (James, 1998); aging populations will
lead to growing rates of visual impairment. There are also numer-
ous "eyes-occupied" situations, such as driving a car, for which the
Web and traditional computer content in general is inherently
inaccessible (Sawhney & Schmandt, 1997). Devices that present
text cannot be made arbitrarily small because of visibility con-
straints. Finally, nonliterate individuals, including young children,
cannot consume textual content.

A key solution to these problems is the presentation of textual
material via voice. Many industrialized nations have telephone
penetration rates approximating 90% or greater. Cell phones allow
for location-independent and eyes- and hands-free access to com-
puter and Web content; in the past year, the number of cell phones
sold in the United States and worldwide far exceeded the number
of computers (see Vaananen-Vainio-Mattila & Ruuska, 1999, p.
24). Virtually all computers sold (including highly portable ma-
chines) provide at least low-fidelity audio output, and speakers can
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be made much smaller than screens. Of course, consumption of
audio information does not require reading ability.

Because computer content is inherently dynamic and Web con-
tent is growing at an incredible rate, it is impractical to present
textual content with recorded speech. Instead, one must rely on the
computer to generate speech using so-called text-to-speech (TTS)
systems, which can generate any arbitrary content in real time in a
wide variety of languages (Olive, 1997).

Assessment Criteria for TTS

In general, TTS systems are evaluated according to two dimen-
sions: (a) intelligibility and (b) naturalness of the resulting speech
(Beutnagel, Conkie, Schroeter, Stylianou, & Syrdal, 1999; Kamm,
Walker, & Rabiner, 1997). There is relatively little difference in
intelligibility across systems (Beutnagel et al., 1999; Lai, Wood, &
Considine, 2000); indeed, word intelligibility scores for the best
TTS systems are close to 97%, approaching that of real human
speech (Kamm et al., 1997).

Although TTS systems are intelligible, naturalness scores for
even the best TTS systems are in the poor-to-fair range (Kamm et
al., 1997) because they lack the quality and prosody of natural
human speech. Even human speech that is recorded with poor
fidelity or altered by packet transmissions on the Internet sounds
very different than synthetic speech. TTS systems tend to have
inexplicable pauses, misplaced accents and word emphases, dis-
continuities between phonemes and syllables, and inconsistent
prosody. Although these disfluencies might be dismissed as mere
technological constraints when exhibited by a computer, these
same paralinguistic cues play a critical role in human-human
interactions, manifesting personality, emotion, and other attributes
(Apple, Streeter, & Krauss, 1979; Pittam, 1994; Tusing & Dillard,
2000). For example, the term personality comes from the Latin
personare, to sound through, referring to the mouth opening in a
mask worn by an actor (Giles & Powesland, 1975), and cues such
as loudness, fundamental frequency, frequency range, and speech-
rate range distinguish dominant from submissive individuals (Tus-
ing & Dillard, 2000). However, when produced by computer-
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synthesis systems, these cues should have no social meaning,
especially when juxtaposed with the other paralinguistic cues that
derive from technological limitations. Put another way, although
TTS systems effectively communicate linguistic content, they
seem to make paralinguistic cues meaningless (Olive, 1997).

Given the obvious deficiencies of computer-generated speech, is
there any reason to think that individuals might be influenced by
paralinguistic cues in TTS? One line of research, the Computers as
Social Actors paradigm, suggests that individuals automatically
apply a wide range of social responses to technology (see Nass &
Moon, 2000, and Reeves & Nass, 1996, for reviews). For example,
research performed under this paradigm has shown that even
computer experts are polite to computers (Nass, Moon, & Carney,
1999), gender-stereotype computers (Lee, Nass, & Brave, 2000;
Nass, Moon, & Green, 1997), and exhibit moral obligations toward
computers (Fogg & Nass, 1997), among other social responses.

Of most relevance to the present studies is a series of studies that
demonstrate that individuals attribute personality to computer in-
terfaces on the basis of word choice. In these studies, participants
worked with a text-based computer that displayed either a domi-
nant or submissive personality style: The dominant computer used
strong, assertive, and confident language during the task (e.g.,
"You should definitely do this"), whereas the submissive computer
used more equivocal and less confident language (e.g., "Perhaps
you should do this"). The first experiment (Nass, Moon, Fogg,
Reeves, & Dryer, 1995) used a standard personality test (Wiggins,
1979) to categorize participants according to whether they had
dominant or submissive personalities. Consistent with the princi-
ple of similarity-attraction (Blankenship, Hnat, Hess, & Brown,
1984; Byrne & Griffitt, 1969; Byrne, Griffitt, & Stefaniak, 1967;
Duck, 1973; Jellison & Zeisset, 1969; Novak & Lerner, 1968),
which posits that individuals are attracted to other people who are
similar to themselves, dominant participants were more attracted
to, assigned greater intelligence to, and conformed more with the
dominant computer, compared with the submissive computer,
whereas submissive participants preferred the submissive com-
puter compared with the dominant computer, despite the essen-
tially identical content (Nass et al., 1995). Later studies extended
text-based similarity-attraction to consumer behavior (Moon,
1998a), reduction of the self-serving bias (Moon & Nass, 1998),
and gain effects (Moon & Nass, 1996). Personality cues (in the
introductory instructions) even influenced the perception of neutral
content: When the personality of a computer-based News and
Entertainment Guide matched users' personalities, users found the
music, humor, and health advice (which was identical for all
participants) to be significantly better (Moon, 1998a).

Although the breadth and depth of social responses demon-
strated in these studies is remarkable, a key limitation of the
numerous studies in this area is that in all cases, the user is
presented with a computer that does nothing to remind the user that
it is not human. In these studies, the computers do not exhibit any
behaviors uniquely associated with technology, such as error mes-
sages or unusual terminology (e.g., "Abort, retry, fail?"), crashing,
or seemingly random responses. Thus, the content produced was as
consistent with computer-mediated communication or other inter-
actions with a person as it is with human-computer interaction.

Computer-synthesized speech thus represents a critical test of
the tendency for individuals to apply and use social attributions
toward computers. TTS presents consistent reminders that one is

not interacting with a person: Even the most low-fidelity presen-
tation of human speech, including by nonnative speakers, does not
sound as artificial and bizarre as the best synthesized speech.
Furthermore, because the critical differences between text and
voice occur in the paralinguistic domain, individuals must make
social attributions using the same categories of cues that indicate
the inappropriateness of using social responses.

The current studies present individuals with TTS voices that
manifest the paralinguistic cues that suggest personality in human-
human interaction and determine whether these cues lead individ-
uals to attribute personality to the computer-generated voices. Also
examined is whether these assessments of personality in turn
extend beyond mere labeling to influence responses to the content.
Thus, the following is the core question: Given identical content,
will the particular settings in a TTS engine lead individuals to
identify and respond to the computer-generated voice as if it had a
personality? If individuals do respond socially to TTS voices,
despite the manifest nonhuman disfluencies, this will have impli-
cations for the design of TTS systems as well as broader issues of
the human-technology relationship.

Personality Markers in Speech

Numerous dimensions of personality have been identified (Mur-
ray, 1990; Smith, Brown, Strong, & Rencher, 1975; Wiggins,
1979). The present experiment focuses on the extroversion-
introversion dimension, both because it is strongly marked by
vocal cues and because it has proved to be important in the
human-computer interaction literature (Isbister & Nass, 2000;
Nass & Moon, 2000).

Four vocal features—intensity (loudness), mean fundamental
frequency (FO), frequency range (FO variation), and speech rate—
are associated with judgments of extroversion (Scherer, 1978,
1979; see also Apple et al., 1979; Pittam, 1994). Loudness is
usually measured by mean amplitude, which is an average amount
of sound energy expended to produce a vocalization: Loudness is
positively associated with extroversion, dominance, or both
(Buller & Burgoon, 1986; Pittam, 1994; Tusing & Dillard, 2000).
Fundamental frequency is the average number of complete cycles
of vibration per second made by the vocal cords: Extroverts-
dominant people speak with higher fundamental frequency (Pit-
tam, 1994; Tusing & Dillard, 2000). This higher fundamental
frequency is relative to both gender variation (120 Hz for men vs.
225 Hz for women) and age (e.g., 265 Hz for children; see Fry,
1979). Frequency range is the extent to which a vocalization varies
around its mean FO value. Extrovert-dominant people speak with
more frequency range than do introverts-submissive people
(Aronovitch, 1976; Scherer, London, & Wolf, 1973). Speech rate
refers to the number of words (or syllables) uttered in a given
period of time: Faster speech rate is associated with extroversion-
dominance (Aronovitch, 1976; Buller & Burgoon, 1986; Tusing &
Dillard, 2000).

To ensure a successful manipulation, consistency with humans'
paralinguistic behaviors, and ecological validity, we manipulated
all four attributes simultaneously. Furthermore, studying vocal
cues in isolation may produce unrealistic results because vocal
cues may interact in complex ways (Tusing & Dillard, 2000).

To determine whether vocal cues in TTS lead users to respond
to the voice as if it manifests a personality, we used three different
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approaches. First, we determined whether users could simply
identify whether the voice was introverted or extroverted. Second,
we determined whether the personality of the voice affected as-
sessments of the content that the voice presented. This is a much
stronger test than the direct test because it requires users to think
of the voice as the source of the content. Finally, as the most
stringent test, we examined whether users would draw on social
rules when responding to the voice.

Experiment 1: Similarity-Attraction

This experiment was executed in the context of a book-buying
Web site that presented five different books, all on the same Web
page.1 The Web page had a visual interface based on Amazon.com's
book descriptions. The page included the titles, the author(s) (in
text), and pictures of the books. Instead of having the book
description in text, there was a link to an audio (.wav) file.
Participants clicked on the link to play the review.

In addition to examining the identification of personality in
voice and content, we focused on the principle of similarity-
attraction. Specifically, we tested the following hypotheses:

Hypothesis I: Users will recognize vocal cues indicating per-
sonality, even when they hear computer-synthesized speech.

Hypothesis 2: Users will be more attracted to a TTS voice that
exhibits a personality similar to their own than a TTS voice that
exhibits a dissimilar personality.

A number of studies in human-human interaction have demon-
strated that vocal cues influence perception of the content that is
presented (Kahan, 1962). Hence, we predict the following:

Hypothesis 3: Users will evaluate the content more positively if
the review is narrated by a TTS voice that matches their own
personality.

Hypothesis 4: Users will show more buying intention for a book
whose review is narrated by a TTS voice that matches their own
personality.

Although the correlation between people's voices and their
personality is not very strong (see Results section below), individ-
uals nonetheless use voice characteristics to assess personality,
especially when other cues are absent. Despite the fact that all of
the individuals in our experiment understood that the book de-
scriptions were written by actual people, the tendency toward
proximate source orientation (Reeves & Nass, 1996, chap. 16) may
lead users to assign the characteristics of the voice to the writer of
the review, especially when the text is not strongly revealing of the
author's personality. That is, absent other cues, individuals decide
on the attributes of the distant source on the basis of the most
readily available cues. This leads to the following hypotheses:

Hypothesis 5: Users will infer the personality of a review writer
based on the personality of the TTS voice they heard.

Method

Participants

Several weeks before the experiment, a Web-based personality survey
was administered to students in a large introductory communication course.
A short form of the Myers-Briggs Type Indicator (see Murray, 1990, for
a review) and Wiggins (1979) personality tests were administered to
maximize the likelihood of correctly assessing the personality of partici-
pants. From a total of approximately 150 students, 72 participants (age

range = 18-23, M = 20.20, SD = 1.17) with the most extreme and
consistent scores on the two scales—36 extrovert and 36 introvert partic-
ipants—who spoke English as a first language were invited to participate
in the experiment. Participants were randomly assigned to condition, with
gender approximately balanced across conditions. All participants signed
informed consent forms, were debriefed at the end of the experiment
session, and received class credit for their participation.

Procedure

The experiment was a 2 (computer voice personality: extrovert vs.
introvert) X 2 (participant personality: extrovert vs. introvert) balanced,
between-subjects design, with the five book descriptions as a repeated
factor. On arrival to the laboratory, each participant was assigned to a
computer equipped with a pair of headphones and an Internet Explorer 4.0
browser. Participants were instructed to wear the headphones for the
duration of the experiment and not adjust the volume level of either the
headphone or the computer (to control volume). As part of the experimen-
tal instructions, we explicitly told each of the participants that they would
be hearing computer-generated speech, and we chose a TTS engine that
was unambiguously synthetic.

The experimenter opened either the extroverted TTS or introverted TTS
Web page containing the first book description. The descriptions were
edited versions of the actual descriptions on the Amazon.com site. A
posttest questionnaire confirmed that none of the participants were familiar
with any of the books.

Below the icon for the audio file, there was a questionnaire regarding the
book being reviewed and the review itself. Subsequent book descriptions
and questionnaires were placed sequentially on the Web page. Except for
the personality of the voice, the visual layout, textual information, and
book description content were identical across conditions.

After hearing all five book descriptions, participants were presented with
a final Web-based questionnaire. Participants were then told that all five
book descriptions had been written by the same person (although they were
actually written by different people) and were asked questions about the
reviewer. They were also asked questions about the voice they had heard.
After participants filled out this final questionnaire, we audiorecorded each
participant giving their name and describing their experience in the exper-
iment. This allowed us to code each participants' voice as extroverted or
introverted (see Results section below). Finally, all participants were de-
briefed and thanked.

Manipulation

The Center for Spoken Language Understanding (CSLU) toolkit (a free
download at http://cslu.cse.ogi.edu) was used to produce the extroverted
and introverted synthesized voices. The four voice parameters discussed
above were simultaneously manipulated to instantiate the personality of the
voice. The extrovert voice had the maximum volume level possible with
the toolkit, a fundamental frequency of 140 Hz, a frequency range of 40
Hz, and a speech rate of 216 words per minute. The introvert voice had the
volume level set at 15% of the maximum; a fundamental frequency of 84
Hz, a frequency range of 16 Hz, and a speech rate of 184 words per minute.
Pretests conducted with nonparticipating graduate students ensured that
the voices manifested the appropriate personality and did not differ in
other dimensions such as attractiveness, credibility, informativeness, or
persuasiveness.

1 The site can be found at www.stanford.edu/~nass/comml69/Kwan/
1-l.fft.
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Measures

All dependent measures were based on items from the Web-based,
textual questionnaires. Participants used radio buttons to indicate their
responses. Each question had an independent, 10-point Likert scale.

Questions concerning book quality and review quality were asked for
each of the different book descriptions. General questions regarding the
reviewer and voice were asked once at the end of the complete hearing
session. By asking the questions at the end, and in this order, we ensured
that participants were not cued to think about voice personality. One set of
these questions asked, "How well do each of these adjectives describe the
reviewer?" (identical questions were asked about the voice itself) followed
by a list of adjectives. The response scales were anchored by describes very
poorly (1) and describes very well (10). Other sets of questions were based
on standard scales. All indices were analytically distinct and highly
reliable.

Extrovertedness-introvertedness was an index composed of 10 Wiggins
(1979) personality adjective items: cheerful, enthusiastic, extroverted, in-
troverted (reverse coded), inward (reverse coded), jovial, outgoing, perky,
shy (reverse coded), and vivacious. The index was used for personality
assessments of both the TTS voice (Cronbach's a = .89) and the reviewer
(a = .91). The higher the score, the more extroverted the voice or the
reviewer.

Liking of the voice was an index composed of the items "How much did
you enjoy hearing the computer voice?" "How likely would you be to have
the voice read you other descriptions?" and the following adjectives:
enjoyable, likable, and satisfying (a = .89).

Voice credibility was an index composed of three adjectives: credible,
reliable, and trustworthy (a = .89).

Quality of the review was an index composed of three items: "What was
the quality of the review that you just heard?" "How much did you like the
review?" and "How trustworthy was the review?" (alpha ranged from .75
to .91, with a mean of .86).

Liking of the reviewer was an index composed of three adjectives:
enjoyable, likable, and satisfying (a = .92).

Credibility of the reviewer was measured by Wheeless and Grotz's
(1977) trust scale (a = .88).

Users' buying intention was measured by a single item: "How likely
would you be to buy this book?"

Results

For the measures that were asked for each book, we used a
full-factorial repeated measure analysis of variance (ANOVA)
with book as the repeated factor and computer voice personality
and participant personality as the between-subjects factors. For the
items that were only asked once, we used a full-factorial 2 X 2
ANOVA. Table 1 reports mean, standard deviations, F values, and
effect sizes for all dependent variables. We also conducted a
full-factorial repeated measure analysis of covariance (ANCOVA)
and a full factorial 2 X 2 ANCOVA with a gender covariate for all
hypotheses to check for gender effects. The results were substan-
tively identical in all cases, indicating that the gender of the
participant was not an influential factor in participants' responses
to TTS voices. Hence, only the ANOVA results are reported here.

Consistent with Hypothesis 1, users applied vocal stereotypes to
computer-synthesized voices: The extrovert computer voice was
perceived as being much more extroverted (M = 4.86, SD = 1.67)
than the introvert computer voice (M = 3.34, SD = 0.91; see Table
1). Neither a main effect of participant personality nor an interac-
tion effect was found.

Consistent with the literature on similarity-attraction and its
application to human-computer interaction (Hypothesis 2), there
was a large and significant crossover interaction between computer
voice personality and participant personality for voice attractive-
ness, such that introverts preferred the introvert voice and extro-
verts preferred the extrovert voice. Because attractive communi-
cators are more credible (Eagly & Chaiken, 1975; Mills &
Aronson, 1965), there was also a large similarity-attraction effect
with respect to voice credibility, as indicated by the significant
crossover interaction.

Table 1
Analysis of Variance Results From Experiment 1

Ms and SDs

Introvert participant

Dependent variable

Voice extrovertedness

Liking of the voice

Credibility of the voice

Quality of the review

Liking of the reviewer

Credibility of the reviewer

Reviewer extrovertedness

Buying intention

Introvert
voice

3.41
(1.02)
2.82

(1.26)
6.43

(1.46)
5.44

(0.96)
5.06

(2.07)
4.98

(0.55)
4.68

(1.39)
3.68

(0.98)

Extrovert
voice

4.43
(1.73)
2.21

(0.92)
5.06

(2.55)
4.96

(1.31)
4.74

(2.37)
4.52

(0.89)
5.56

(1.37)
3.10

(1.24)

Extrovert participant

Introvert
voice

3.28
(0.81)
1.69

(0.96)
4.18

(1.60)
4.06

(1.35)
2.89

(1.27)
4.40

(0.70)
4.22

(1.66)
2.93

(1.08)

Extrovert
voice

5.30
(1.53)
3.08

(1.32)
5.46

(1.18)
4.79

(1.66)
5.24

(1.88)
5.02

(0.57)
5.77

(1.42)
3.59

(1.17)

F values and effect sizes

Main effects

Participant (P)
personality

1.35
rf = .02

.25
if = .00

3.84f
rf = .05

6.00*
rf = .08

3.30f
T)2 = .05

.06
T)2= .00

.12
-rf = .00

.24
rf = .00

Voice (V)
personality

23.64***
rf = .26
2.16

rf = .03
.01

rf = .00
.14

rf = .00
4.93*

rf = .07
.24

rf= .00
12.47***
rf = .16

.03
rj2 = .00

Interaction effects

P X V

2.54
rf = .04
14.10***
rf = .17
7.98**

r,2 = .ll
3.64t

rf = .05
8.47**

T,2 = .ll

11.00***
rf = .14

.90
rf = .01
5.40*

rf = .07

Note. Standard deviations are in parentheses, tp < .10 (marginally significant). *p < .05. **p < .01. ***p < .001.
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Similarity-attraction extended beyond the voice. There was a
moderate interaction indicating similarity attraction with respect to
the quality of the book review (Hypothesis 3). Consistent with
Hypothesis 4, there was a large and significant crossover interac-
tion with respect to purchase behavior, with participants more
likely to buy the book when the voice personality matched their
own.

The personality of the voice influenced perceptions of the per-
sonality of the reviewer, even though the content of the review was
held constant (Hypothesis 5). Specifically, the reviewer was per-
ceived as being clearly more extroverted when the descriptions
were narrated by the extrovert computer voice (M = 5.67,
SD = 1.38) than by the introvert computer voice (M = 4.45,
SD = 1.52). Neither a main effect of participant personality nor an
interaction effect was found. Consistent with this result, partici-
pants found the reviewer more attractive when the voice person-
ality and participant personality were similar. In addition, partic-
ipants trusted the reviewer more when the two personalities
matched. Both of these effects demonstrate the power of the
similarity-attraction principle.

Addressing an Alternative Explanation

One compelling alternative explanation to the above results is
that although similarity-attraction does occur, the similarity is
actually between the TTS voice parameters and the user's speech
parameters. That is, rather than a personality-based explanation for
these phenomena, this alternative explanation implies a pure
acoustic approach to the same results. In addition to the theoretical
implications of this explanation, there is also a practical one:
Should one measure the user's personality with questionnaires and
adapt to personality, or should one instead measure voice charac-
teristics of the user and set the TTS parameters to match?

To ensure that this question is worth asking—that is, to deter-
mine whether there are differences between personality as deter-
mined by voice characteristics and actual (questionnaire) person-
ality—two masked coders rated each participants' voice as either
extroverted or introverted. Consistent with the literature (Pittam,
1994; Ramsay, 1966), there was extremely high agreement be-
tween the two coders (intercoder reliability = .90; disagreements
were resolved by discussion). Approximately 41 of the participants
were labeled as having an extroverted voice, and 30 were labeled
as having an introverted voice.2 The correlation between question-
naire personality and the coded voice personality was remarkably
low (though significant), r = .24, p < .05. Thus, there are clear
and possibly consequential differences between user personality
and user voice.

To determine whether both personality and the user's voice
were the basis for similarity-attraction, we repeated all of the
statistical analyses with user voice personality rather than ques-
tionnaire personality. (Because there were approximately equal
numbers of extroverted and introverted participants, this was a
viable strategy.) In contrast to the extremely strong results for
questionnaire personality, there were no similarity-attraction ef-
fects, as indicated by no interactions for user voice personality by
TTS voice personality on any of the dependent measures. Of
course, it could be argued that the relevant similarity is between
the voice that people hear inside their head when they are speaking

and the TTS voice, but the former information is not readily
accessible and hence beyond the scope of experimental research.

As further evidence of the fundamental aspects of actual (ques-
tionnaire) personality, we created a new variable that indicated the
(mis)match between the personality of the participants' voice and
the personality of the computer voice. We used this variable as a
covariate in all of the original ANCOVAs. The covariate had no
effect on the results; that is, all of the original similarity-attraction
effects were obtained. This provides additional evidence that it is
the personality, not the auditory, aspects of similarity-attraction
that are relevant to users.

Experiment 2:
Consistency and Similarity-Attraction Experiment

In the previous experiment, we used content that was neutral
with respect to personality. This method allowed us to focus on the
influence of vocal cues on users' psychological responses to a
computer voice. However, a great deal of computer and Web
content—especially E-mails, personal narratives, and content as-
sociated with a particular brand—manifest a clear personality
through text. What happens when the text personality (which is not
readily changeable) is consistent with or inconsistent with the
users' personality? Will the selection of the voice continue to
influence the users' perceptions and attitudes?

In this experiment, we replicate and extend the ideas behind the
first experiment by examining both similarity-attraction and con-
sistency effects in a context in which both the linguistic cues
manifested by the words to be spoken and the paralinguistic cues
conveyed by TTS output provide personality cues. Thus, the
second experiment examines the trade-off between similarity-
attraction and the users' desire for consistency when the voice, the
content, and the user all manifest personalities.

This second experiment was executed in the context of an
on-line auction Web site (see www.stanford.edu/~nass/comml69/
Kwan/2-l.fft). Each Web page had an identical visual interface
based on e-Bay's auction item descriptions. Each page included
the names and pictures of nine antique or collectible auction items
(e.g., 1963 classic lamp, 1920s radio, 1968 Russian circus poster,
etc.). Instead of having the item description in text, there was a link
to an audio (.wav) file for each item. Participants clicked on the
link to play the description of the item. Participants heard either
extrovert or introvert descriptions (text) of the items with either
introvert or extrovert TTS.

Hypotheses

In human speech, the verbal and vocal channels are so well-
integrated that they seldom provide inconsistent information to
listeners. However, in computer-synthesized speech, inconsistency
is very common because the verbal features are determined by a
sender and the vocal features are usually determined by system
defaults or by programmers.

In social situations, people prefer to interact with individuals
who behave consistently as compared with individuals who behave
inconsistently because consistency in others lightens cognitive

2 One participant declined to record his or her voice.
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load and makes it easier to predict what will happen when they
engage with others (Fiske & Taylor, 1991): This is called the
consistency-attraction principle (Field, 1994; Thomas & Johnston,
1981). On the basis of the consistency-attraction principle, we
propose the following hypotheses:

Hypothesis 6: Users will like a computer voice more if TTS
personality and text personality are consistent with each other.

Hypothesis 7: Users will like the writer and the text content
more if TTS personality and text personality are consistent with
each other.

Given the power of voice personality and the tendency for voice
to influence perception of content (Kahan, 1962), we also predict
the following:

Hypothesis 8: Users will infer the personality of the text on the
basis of the personality of the TTS voice they heard.

Finally, we predict that this experiment will replicate Hypoth-
eses 1, 2, 3, and 5 of Experiment 1 (data relevant to Hypothesis 4
were not available).

Method

Participants

Identical to Experiment 1, a portion of the Myers-Briggs personality
inventory and a portion of the Wiggins (1979) interpersonal adjective set
were administered several weeks before the experiment. From two under-
graduate introductory classes, a total of 80 participants—40 extrovert
and 40 introvert participants (age range = 17-23, M = 20.20,
SD = 1.18)—were invited to participate in the experiment. Gender was
approximately balanced across conditions, and all participants were native
English speakers. All participants signed informed consent forms, were
debriefed at the end of the experiment session, and received class credit.

Procedure

All participants were randomly assigned to condition in a 2 (participant
personality: extrovert vs. introvert) X 2 (computer voice personality:
extrovert vs. introvert) X 2 (text personality: extrovert vs. introvert)
balanced, between-subjects design.

Manipulation

Computer voice personality. Extroversion and introversion in the TTS
voice were created exactly as in Experiment 1.

Text personality. Following previous studies (e.g., Isbister & Nass,
2000), the extroversion or introversion of the item description was opera-
tionalized by manipulating the phrasing and length of the description, as
both word selection and number of words are markers of personality.
(Because our focus is on the interaction between text personality and voice
and participant personality rather than the main effect of text personality,
the use of two different means of manifesting personality is appropriate.)
The extrovert description was relatively lengthy and used strong and
descriptive language expressed in the form of confident assertions. The
introvert description was relatively short and used weaker language ex-
pressed in the form of suggestions. For example, the extroverted descrip-
tion of the lamp read as follows.

This is a reproduction of one of the most famous of the Tiffany stained
glass pieces. The colors are absolutely sensational! The first class
hand-made copper-foiled stained glass shade is over six and one-half
inches in diameter and over five inches tall. I am sure that this
gorgeous lamp will accent any environment and bring a classic touch

of the past to a stylish present. It is guaranteed to be in excellent
condition! I would very highly recommend it.

Conversely, the introverted description of the lamp read as follows.

This is a reproduction of a Tiffany stained glass piece. The colors are
quite rich. The hand-made copper-foiled stained glass shade is about
six and one-half inches in diameter and five inches tall.

The pretest results confirmed that the manipulation was successful. We
chose items whose monetary value would not be obvious to the
participants.

Measures

All dependent measures were based on items from a paper-and-pencil
questionnaire administrated after the experiment. Each question had an
independent, 10-point Likert scale. The indices in Experiment 2 paralleled
those in Experiment 1. All indices were highly reliable.

Extrovertedness-introvertedness was computed as in Experiment 1 and
was used for personality assessments of the TTS voice (Cronbach's at =
.92), the narrated text (a = .90), and the writer who wrote the text (a =
.92).

Liking of the voice was computed as in Experiment 1 (a = .89).
Liking of the text was an index composed of the following three

adjectives: enjoyable, likable, and satisfying (a = .89).
Liking of the writer (a = .83) and credibility of the writer (a = .92)

were computed as in Experiment 1.

Results

All analyses were based on a full-factorial 2 X 2 X 2 ANOVA
model. Consistent with Experiment 1, users recognized the per-
sonality cues in computer-synthesized voice (Hypothesis 1): The
extrovert computer voice was perceived as being clearly more
extroverted (M = 5.55, SD = 1.88) than the introvert computer
voice (M = 4.18, SD = 1.27), F(l, 72) = 21.41, p < .001, if =
.23.3 Similarly, the manipulation of text personality was success-
ful: Extrovert text clearly was perceived as being more extroverted
(M = 6.37, SD = 1.29) than introvert text (M = 4.56, SD = 1.09),
F(l, 72) = 58.00, p < .001, rj2 = .45.

There was very strong evidence for consistency-attraction ef-
fects. When the voice personality and text personality matched,
participants very clearly preferred the voice compared to voice-
text mismatch participants (Hypothesis 6; see Tables 2 and 3).
Similarly, voice-text match participants liked the text much more
than did mismatch participants (Hypothesis 7). Matched partici-
pants found the writer to be clearly more credible and tended to
like the writer more than mismatch participants. These latter re-
sults are particularly striking in that the text, which was a (pre-
sumably) direct indication of the writer (in contrast to Experiment
1), clearly manifested the writer personality.

Consistent with Experiment 1, participants inferred the person-
ality of a writer on the basis of the personality of the computer
voice they heard (Hypothesis 2): The writer was perceived as
being much more extroverted if the writing was narrated by an
extrovert voice (M = 6.32, SD = 1.48) as compared with an

3 There were two unexpected interaction effects on the perception of
voice personality: a Participant Personality X Voice Personality interaction
effect, F(l, 72) = 4.62, p < .05, rj2 = .06, and a Voice Personality X Text
Personality interaction effect, F(l, 72) = 8.67, p < .01, if = .11.
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Table 2
Means and Standard Deviations of Major Dependent Variables in Experiment 2

Dependent variable

Liking of the voice

Liking of the text

Liking of the writer

Credibility of the writer

Voice X Text
Consistency

Matched Mismatched

3.90 2.94
(1.77) (1.20)
4.44 3.75

(1.42) (1.49)
4.62 4.11

(1.40) (1.45)
4.74 4.30

(0.94) (0.86)

Voice X Participant
Similarity

Matched Mismatched

3.78 3.06
(1.92) (1.06)
4.10 4.10

(1.50) (1.49)
4.65 4.08

(1.80) (0.89)
4.56 4.48

(0.91) (0.95)

Text X Participant
Similarity

Matched Mismatched

3.80 3.04
(1.78) (1.27)
4.22 3.97

(1.59) (1.38)
4.63 4.10

(1.40) (1.45)
4.42 4.63

(0.87) (0.97)

Note. Standard deviations are in parentheses.

introvert voice (M = 5.17, SD = 1.57), F(l, 72) = 24.60, p <
.001, if = .26. Similarly, the computer voice personality influ-
enced the perception of text personality (Hypothesis 8): Text
narrated by an extrovert computer voice was perceived as being
clearly more extroverted (M = 5.84, SD = 1.41) than text narrated
by an introverted computer voice (M = 5.09, SD = 1.44), F(l,
72) = 9.9, p < .01, if = .12. This latter result is particularly
striking given that the text personality was clearly manifested.4 It
should be noted that the consistency effects were more accentuated
for the extrovert text as compared with the introvert text, perhaps
as a result of the lengthier content producing a stronger instantia-
tion of the manipulation. (As noted earlier, extending the introvert
text to match the length of the extrovert text was problematic
because introverts use much fewer words than extroverts.)

Replicating Hypothesis 2, there was a large and significant
similarity-attraction effect for voice, with voice-participant match-
ing participants clearly preferring the voice as compared with
nonmatching participants.

There was limited evidence for similarity-attraction extending
beyond the voice, perhaps because text personality was strongly
manifest and a confounding aspect in this experiment. Voice-
participant matching participants did like the writer much more
than did mismatching participants (Hypothesis 3). There was no
significant interaction with respect to credibility of the writer nor
for liking of the text, in contrast to Experiment 1.

In contrast to previous research, there was very little evidence of
similarity-attraction with respect to the match between participant
and text personality, perhaps because the effects were swamped by
the voice effects (which in all cases were stronger than the text
effects).

In contrast to Experiment 1, there were clear main effects for
voice personality and text personality. Participants in the
extroverted-voice condition liked the voice (M = 4.18, SD =
1.72), the text (M = 4.59, SD = 1.33), and the writer (M = 4.83,
SD = 1.48) much more than did participants in the introverted-
voice condition (M = 2.66, SD = 0.96; M = 3.60, SD = 1.48;
M = 3.90, SD = 1.24, respectively), perhaps because the dyna-
mism of the extroverted voice made the boring content of arcane
auction items more palatable. The richer extrovert text may have
similarly enlivened the content, leading to more positive percep-
tions of the content (M = 4.61, SD = 1.62) and the voice
(M = 3.77, SD = 1.94) as compared with the flat introvert text

(M = 3.58, SD = 1.14; M = 3.07, SD = 1.03, respectively).
Conversely, the obvious persuasive attempt of the extrovert text
(M = 3.90, SD = 0.70) might have reduced its credibility relative
to the seemingly neutral introvert text (M = 5.14, SD = 0.66).

Discussion

A potential criticism of previous experimental tests of the Com-
puters Are Social Actors paradigm (Reeves & Nass, 1996) is that
they were too liberal. In those studies, there were no strong cues to
remind individuals that they were working with a computer (other
than the monitor). Thus, participants might have simply concep-
tualized the interaction, implicitly or explicitly, as chat or E-mail,
because there was no difference between how one would interact
with a person via computer and the computer itself (cf. Morkes,
Kernal, & Nass, 2000).

Unlike these previous studies, participants in the present exper-
iments interacted with a computer with an obviously nonhuman
voice that constantly reminded them of the nonsocial nature of the
interaction. Nonhumanness of the voice was established not only
by our explicit instruction but also by the obviously nonnatural
characteristics of the voice. (The low personality scores of both
extrovert and introvert voices—in terms of absolute scores—
provide additional evidence of the nonhumanness of the voice.)
The participants nonetheless assigned a fundamental human prop-
erty—personality—to the voice and were strongly influenced by
that human characteristic. Thus, these experiments demonstrate
that the Computers Are Social Actors paradigm is very robust:
Despite knowing that computers do not have personality in any
human sense, and despite being confronted with constant remind-
ers that the voice was not human, individuals exhibited attitudes
associated with similarity-attraction and consistency-attraction.

These studies provide a number of contributions to the literature
beyond the demonstration of the strength of the Computers Are
Social Actors paradigm. First, these studies demonstrate that para-
linguistic cues are relevant to individuals' responses to synthetic
voices; previous research has only focused on identification (e.g.,

4 There was also a significant Participant Personality X Text Personality
interaction effect on perception of text personality, F(l, 72) = 5.94, p <
.05, T]2 = .08.



178 NASS AND LEE

Table 3
Analysis of Variance Results (F Values and Effect Sizes) From Experiment 2: Consistency-Attraction and Similarity-Attraction

Voice X Text Voice x Participant Text X Participant Three-way Voice Text Participant
Dependent variable Consistency Similarity Similarity interaction personality personality personality

Liking of the voice

Liking of the text

Liking of the writer

Credibility of the writer

13.52*
(T)2 = .16)

5.57*
(T = .07)

3. 10f
(r,2 = .04)

9.01**
(if = .10

7.50
(if = .09)

.00
(if = .00)

4.00*
(if = .05)

.24
(7)2 = .00)

8.36**
(if = .10)

.72
(if = -01)

3.39t
(T,2 = .04)

2.06
(if = .03)

1.52
(t)2 = .02)

.00
(if = .00)

.14
(if = .00)

.32
(r,2 = .00)

34.28***
(if = .32)
11.81**

(if = .14)
10.57**

(if = .13)
1.01

(if = .30)

7.26**
(if = .09)
12.77**

(if = .15)
1.45

(T/2 = .02)
72.40***

(if = .50)

.82
(if = .01)

.95
(if = .01)

5.27*
(if = .07)

.96
(if = .01)

tp < .10 (marginally significant). * p < .05. ** p < .01. *** p < .001.

Mullenix, Johnson, Topcu-Durgun, & Farnsworth, 1995) or as-
sessment of naturalness. Second, these studies demonstrate that an
arbitrarily assigned synthetic voice can influence perceptions be-
yond the voice to influence perception of the content producer
(even when the content has a marked personality) and anticipated
buying.

The first experiment also demonstrated that these paralinguistic
responses do not reflect a simple matching of synthesized speech
parameters and the participants' own speech characteristics; in-
stead, participants must be imputing personality to the synthesized
voices and comparing the personality ascribed to the voice with
their own personality; previous research with text personality did
not distinguish between the mere matching (i.e., the text was
similar or different to type of text that the person produces) and
social explanations.

The second experiment examines the ways in which paralin-
guistic cues could influence the perception of the personality of
content, even when the personality was clearly marked in the text.
Furthermore, it demonstrates that individuals are influenced by
cross-modality consistency-attraction.

Designing With Synthetic Voices

These findings have key implications for designing interactions
with synthetic voices. Modern TTS systems have generally solved
the intelligibility problem, although there are a large number of
very difficult problems to solve (e.g., natural language understand-
ing, emotional understanding, better voice models) before natural-
ness can be achieved. The research presented here suggests that at
present, the "low-hanging fruit" for design is the social and per-
sonality aspects of speech manifested in vocal cues. These cues are
powerful and readily manipulable in real time in virtually all
synthetic speech systems.

Leveraging Similarity-Attraction

For example, virtually all content producers want to increase the
liking of the material they present. Customizing the content to
match the user is generally impractical, as maintaining multiple
versions is not manageable and automating the process with
natural-language production software is not possible. Conversely,
because TTS operates in real time, a simple change of the speech
parameters can be used to immediately and effectively change the
voice personality to match the users' personality, thereby increas-

ing the desirability of the entire site. Of course, this strategy would
only be clearly effective when the content is personality neutral;
otherwise, one might introduce inconsistency effects.

Similarly, producers of medical content, educational software,
and advertising, among others, are concerned with increasing the
credibility of their content (Fogg & Hsiang, 1999). The present
research suggests that a simple manipulation of synthetic speech
characteristics to match the personality of the user, as long as the
personality of the content is neutral, can dramatically increase the
persuasiveness of content at essentially no cost.

Another domain in which strategic use of the personality of TTS
would be helpful is surveys. Recent studies have examined how
modality, particularly the differences between text administration
and voice administration, affect the honesty of responses (e.g.,
Moon, 1998b). The present results suggest that speech output
should not be conceptualized as a single option. Instead, voice
characteristics likely exert a strong influence on level of disclo-
sure. For example, the increased liking and credibility associated
with a voice that is similar to the user should dramatically increase
the interviewee's honesty relative to a poorly chosen voice.

The similarity-attraction principle is so powerful that interface
designers can increase the positive evaluation of a product and
even of the company that makes the product by simply matching
the personality of the voice and the user.

User Personality Versus User Voice

The fact that questionnaires rather than voice characteristics are
the critical determinant of user personality with respect to
similarity-attraction is a critical finding for interface designers.
Answers to just a few questions can rapidly classify users as
extroverts or introverts and guide the setting of the appropriate
TTS parameters. Conversely, many computing systems are not
equipped with microphones or have microphones with insufficient
resolution to determine voice parameters, and cell phones often do
not provide the fidelity to analyze voices. Hence, if designers had
to rely on categorization of user voices rather than questionnaire
assessments, the applicability of this research would be limited.

Leveraging Consistency-Attraction

Voice attractiveness, text attractiveness, writer attractiveness,
and writer credibility were significantly determined by the consis-
tency of voice and text personalities. Of course, this is not news in
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traditional media: The idea of casting actors, including voice
actors, to match their role is well-established in Hollywood. The
present research demonstrates that this same principle surprisingly
applies even when users are constantly reminded that they are not
interacting with a person.

Web sites and other content sources with strong brand identities
tend to have clear and uniform linguistic personalities. For these
sites, it is critically important to select a synthesized voice that is
consistent with the personality of the language. This will increase
liking and credibility of the content and, by extension, the brand
reflected by the content.

Other content providers, including newsgroups, magazine and
news sites, and auction sites, include a diversity of content. In
these cases, the sites have three options: (a) assign the parameters
according to the content of each message, (b) assign the parameters
according to the characteristics of the user, or (c) select a single
voice for the site. Opting for consistency-attraction (Option a) has
the advantage that consistency seemed to have the most positive
and strong outcomes, but it can be very difficult to automatically
analyze the textual content of a message and assign it a personality.
Hence, the selection of a voice would have to be performed by the
content creator or an editor. Also, the use of multiple voices on a
single site can lead to a variety of unanticipated arousal and other
effects (Reeves & Nass, 1996). Matching the user and the voice
(Option b) solves the content analysis problem, but the selection
cannot be made when a visitor first accesses the content and
consistency-attraction is a priori abandoned. Finally, the uniform
voice (Option c) has the advantage of providing a brandable voice
for the site, but the disadvantages likely outweigh the advantages
of this approach.

Desire for ITS voice consistency may extend from text content
to the role. For example, sites associated with extroverted activi-
ties, such as party planning or public speaking, may be better
presented by an extroverted voice. Conversely, stereotypically
introverted roles, such as librarian, should be represented by an
introverted voice.

These design recommendations are grounded in the assumption
that increasing likability, credibility, and buying intention are a
priori desirable outcomes; this is a producer perspective. However,
in any design decision, there are a variety of stakeholders whose
interests should be evaluated when implementing any interfaces.
Friedman (1997) has provided an excellent introduction to the
issues relevant to value-centered design.

Open Issues

Although these experiments provide compelling evidence that
synthetic voices can manifest personality, a number of open issues
should be noted. First, we do not have a detailed understanding of
the underlying processes that encourage social responses. As dis-
cussed at length elsewhere (Nass & Moon, 2000), we can rule out
anthropomorphism because in debriefing, all participants indicated
that they knew that the voices were not human and did not indicate
an underlying personality of the computer.

The most compelling explanation, although not without its dif-
ficulties, comes from the psychology of speech processing. The
argument is as follows (see Nass & Gong, 2000, for an extended
discussion): (a) Speech sounds, including speech in foreign lan-
guages, nonsense syllables, and speech played backward, are pro-

cessed differently than other sounds in the environment (Slobin,
1979); (b) this processing includes the assessment of social char-
acteristics, such as gender and personality, from the analysis of
paralinguistic cues (Denes, Caldognetto, Semenza, Vagges, &
Zettin, 1984; Mullenix et al, 1995); (c) these social characteristics
automatically influence human attitudes and behaviors; (d) be-
cause only humans produced speech throughout virtually all of
human evolution, it requires significant awareness and effort to
prevent Steps a-c from occurring; and (e) thus, individuals will
apply a wide range of social rules and expectations to synthesized
voices.

Although we tend to believe this account, there are two limita-
tions. First, it is virtually impossible to demonstrate Steps c-e,
although they could certainly be rejected. Second, different expla-
nations, such as mindlessness (see Langer, 1989; Nass & Moon,
2000), can explain the same phenomena; there are no critical tests
to distinguish this evolutionary explanation from other contenders.

A second open issue is the low correlation between personality
as measured by questionnaire and personality as measured by a
person's voice. Given the high levels of agreement across people
on the vocal markers of personality and its effects (even when the
speech is synthetic), the inefficiency of voice as a predictor of
personality is very striking. Future work should systematically
explore this result.

Two issues might limit the generalizability of the results pre-
sented here. First, participants in both experiments had limited
exposure to the synthetic speech, on the order of 15 min, and none
of the participants previously had spent a great deal of time with
synthetic speech systems. We do not know whether the attributions
and influences of personality would continue over an extended
interaction or with extended exposure. One reason we might ex-
pect these attributions to remain relevant is that the responses seem
to be automatic: As there are no obvious links between the settings
of the TTS engine and individuals' attitudes toward the content or
content provider, it is unlikely that individuals will scrutinize their
reactions as influenced by the personality of the voice. Of course,
future research should address this question.

The second caveat is the participant population. The present
participants (college students) tend to be very technologically
literate and frequent computer and audio users; hence, they have
likely had exposure to a wide range of audio fidelity. On the one
hand, it is possible that those individuals with limited exposure to
technology may be so distracted by the inadequacies that they
would ignore the paralinguistic cues. On the other hand, the greater
cognitive load experienced by these novice users might actually
lead to more automatic reliance on markers associated with the
more common human interactions (Reeves & Nass, 1996, chap. 1).
On the other extreme, blind users with extremely heavy use of
synthetic speech may be a valuable population to examine.

Extensions

The present research demonstrates that despite the clear disflu-
encies associated with TTS, individuals nonetheless identify and
are influenced by voice cues suggesting personality. Of course,
voice manifests other social cues in addition to personality. For
example, gender is a powerful voice cue that is encoded categor-
ically through a detailed and complex auditory psychophysical
process involving FO, formant frequencies, breathiness, and so
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forth (Mullenix et al., 1995). It is likely, therefore, that the per-
ceived gender of synthesized speech would lead to gender stereo-
typing, social identification, and other gender effects (Lee et al.,
2000). Other demographic characteristics marked by vocal cues,
such as age and ethnicity, might also prove to be powerful.

Beyond demographics, there is some evidence that synthesized
speech can manifest emotion (Cahn, 1990). For example, although
it is clear that computers do not possess emotions (cf. Picard,
1997), users might expect emotional consistency between content
and vocal cues of synthesized speech (the bad actor problem).
Emotional synthesized speech also may provide opportunities for
arousal maintenance (Zillmann, 1991) and similarity-attraction.

In sum, the present research suggests that TTS is not merely a
convenience to present textual content through audio. Instead,
synthetic speech is a richly social modality that must be tuned to
the user and the content being presented.
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