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ABSTRACT
Subjective quality evaluation is used to optimize the produced
audiovisual quality from fundamental signal processing
algorithms to consumer services. These studies typically follow
the basic principles of controlled psychoperceptual experiments.
However, when compromising compression and transmission
parameters for consumer services, the ecological validity of
conventional quality evaluation methods can be questioned. To
tackle this, we firstly present a novel user-oriented quality
evaluation method for mobile television in its usage contexts.
Secondly, we present the results of an experiment conducted
with 30 participants comparing acceptability and satisfaction of
quality as well as goals of viewing in three mobile contexts and
under four different residual transmission error rates, when the
participants also performed simultaneous assessment tasks.
Finally, we compare the results with a previous laboratory
experiment. The studied error rates impacted negatively on all
measured tasks with some contextual differences. Moreover, the
evaluations were more favorable and less discriminate in the
mobile contexts compared to the laboratory.

Categories and Subject Descriptors
H.5.1 Multimedia Information Systems: Evaluation/
methodology.

General Terms
Experimentation, Human Factors

Keywords
Mobile TV, mobile television, ecological validity, subjective
quality, context, evaluation, transmission quality.

1. INTRODUCTION
Mobile television (TV) is expected to become a popular mass

media service. Commercial services are already available in
several countries, and numerous field trials are in progress all
over the world [5].

Digital Video Broadcasting for Handhelds (DVB-H) is one of the
most commonly used technologies for mobile TV. In DVB-H, an
audiovisual service is transmitted in time-slicing bursts to
achieve power savings in receiving terminals. Despite efficient
mechanisms for error correction, the received data streams over
DVB-H may contain residual transmission errors caused by well-
known phenomena of radio communications, such as noise and
interference.

In addition to obvious physical limitations of the rendering
devices, such as screen size and resolution, the relatively high
level of compression required for over-the-air transport and the
impairments caused by transmission errors affect perceived video
fidelity. Most of the recent studies, such as
[11],[13],[14],[23],[24],[31],[32],[33],[35],[44] have examined
the impact of compression in relation to experienced quality,
whereas there are fewer studies analyzing the impact of
transmission errors to perceived quality [14],[16],[26],[27].

Subjective research methods can be used to conclude perceptual
multimodal acceptability, preferences, and critical quality factors
[20],[21],[35]. There are two main approaches to measure the
excellence of the stimuli quantitatively. The first is based on
methodological recommendations of International
Telecommunication Union (ITU) and is popular among the
engineering society [20],[21]. This approach mostly follows
common guidelines of psychophysical experiments, such as
preferring short stimuli with several repetitions. The second
approach attempts to gain a high ecological validity by
constraining the tests to potential users and stimuli and
evaluating acceptability or goals of viewing in parallel to quality
assessment [10][11][13][14][26] [35]. However, usage context or
situation is often not taken into account in subjective research
methods.

There are only few comparisons published about usability in
mobile and laboratory environments [28],[29]. These studies
included a simple walking task and a more complicated traveling
task. Interestingly, long loading times in web browsing were
more rarely mentioned in real usage contexts than in a controlled
environment. This may indicate that people are less sensitive for
transmission delay or errors in real context than in laboratory.
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In this paper, we firstly present a novel user-oriented quality
evaluation method for mobile TV to be used in contexts of use.
Secondly, we present the results of an experiment which was
conducted with 30 participants, compared four different residual
transmission error rates with several television programs, and
evaluated satisfaction, acceptability of quality, and goals of
viewing in three contexts. Thirdly, we compare the results with a
previous laboratory experiment.

The paper is organized as follows. Section 2 gives on overview to
current knowledge of use of mobile TV as a base for the
development of user-oriented contextual quality evaluation
method. Section 3 describes the status of quality evaluation
research and its methods in relation to mobile TV. Section 4
presents the developed method and section 5 summarizes the
results. Finally, section 6 presents discussion of the study.

2. MOBILE TV IN ITS CONTEXT
Context of use, also known as usage context, comprises user
characteristics, task, as well as technical, physical, and social
environment [19]. In mobile usage contexts, physical and social
environments are heterogeneous and may change during the
usage session. For example, people may move between personal
and group spaces, and they may perform actions as a response to
unexpected events in addition to planned goals [42].
Furthermore, the intensity of actions varies and can be classified
e.g.  to  acceleration,  normal,  and  waiting  [42].  Mobile  TV  has
been studied within its context with two approaches: consumer
studies and field trials. This section provides an overview of
many studies performed using these approaches.

People are interested in viewing the same popular television
programs from mobile TV as from their normal TV. News, music
videos, sport, animations and series are the most popular types of
content in order to become informed or entertained
[1],[2],[30],[36],[39],[41]. A typical duration of a continuous
mobile TV viewing session is relatively short, but it also varies
according to the type of the program. Södergård et al. [41]
reported that a typical viewing time is less than 10 minutes.
Later, O’Hara et al. [36] confirmed with a field study that people
viewed from short 30-second clips to 30-minute shows and
movies. Mobile TV is viewed in different times of day from
morning to late in the evening [1],[37].

Mobile TV enables both an individual and a shared viewing
experience. Motivations for individual viewing are killing time,
fighting loneliness, keeping up-to-date, browsing content and
unavailability of other possibilities to watch television
[36],[37],[41]. In public settings, mobile TV is also used to gain
one’s own space and privacy [36]. Even though screen size and
use of headphones give practical limits to the use of mobile TV
among multiple viewers sharing the same device, mobile TV is
used in shared situations to entertain children, to carry the piece
of information to new context as well as to store, collect and
share it [36],[39]. As a difference to normal TV viewing, mobile
TV is typically not used as a background noise [37].

The most commonly mentioned physical environments for
viewing are vehicles, such as public transportation and private
cars, waiting halls or lounges, work, home and cafes
[30],[36],[39],[41]. Specific contextual patterns have also been

reported, some of which are briefly reviewed next. People do not
watch mobile TV during short journeys [36], and in noisy
environments they would prefer textual information over video
[37]. In motion, audio is the preferred media, whereas during
stationary reception, text, and video are the most pleasant media
[30],[37]. A need for fluent transitions between video and audio
are also reported when changing the physical environment, e.g.
from a bus to a bus stop [36].

3. PERCEIVED QUALITY EVALUATION
The optimization problem for multimedia quality in a
communication system is a complex function of parameters
including produced or encoded quality and capability of
correcting transmission errors. The main goal in this optimization
is to reproduce and render a multimedia presentation with as
little negative perceptual effects as possible under the technical
constraints of the communication system. From a technical
perspective, the optimization problem can be often simplified to
three interrelated sub-problems: quality optimization under the
constraints of feasible rendering capabilities of receiving devices,
quality optimization of the encoded material (free of transmission
errors), and quality optimization of the received multimedia
material. The related research problems concern, e.g., display
technology, screen size, and resolution, compression of
multimedia material, and methods for robust data transmission,
respectively. Perceived quality is a result of a complex
psychoperceptual processing chain from incoming stimuli
through active processes combining sensory information to final
interpretations of stimuli including personal meaning and
relevance to intentions and goals [12]. Individual emotions,
knowledge, expectations and schemas representing the reality
give different weightings for sensory attributes and they also
enable human contextual behavior and active quality
interpretation [12],[25]. The research methods to tackle the
complex relation between reconstructed quality with a receiving
device and perceived quality are called as subjective or perceived
quality evaluation methods [11],[20],[21].

There are two main approaches in the measurements of perceived
quality. Next, we summarize these approaches from the point of
view of the evaluation procedure including scales and evaluation
tasks, sample selection criteria and studied produced quality
factors or variables for mobile TV.

3.1 Psychoperceptual approach
Evaluations are most commonly conducted with quantitative test
methods based on Telecommunication Union (ITU)
recommendations [20],[21]. The first recommendations were
published in 1970’s for television image quality research, but
nowadays there are several recommendations for different quality
evaluation fields and they are well-spread among the engineering
society. For multimedia quality evaluation, ITU-T
Recommendation P.911 provides the research methodology for
three different retrospective research methods [21]. The most
notable method, called Absolute Category Rating (ACR), uses
short test stimuli (<10s) presented one by one and rated
independently and retrospectively. The evaluations are given
using a 5/9/11-point scale labeled from bad to excellent by naïve
evaluators who are not working with picture or audio quality.
ACR is applicable especially for a wide quality range and
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therefore it has been used in several audiovisual quality studies
for mobile video purposes [23],[24],[44].

3.2 User-oriented approach
The second experimental approach to measure multimedia
quality can be considered as a user-oriented approach. Currently,
there are neither methodological guidelines nor a full agreement
about the used methods, but there is an aim to set the quality
preferences or requirements according to context of use, taking
into account users, performed tasks, and usage environments
[19]. This approach is becoming popular among human-computer
interaction professionals, and there are two main ways to
establish quality evaluation – either in the terms of acceptability
or quality of perception (e.g.[10][13][14][23][24][25][26][27]
[31][33]).

The main idea behind acceptability measures are in identifying
the lowest useful quality level. McCarthy et al.’s [35] method
describes acceptance percentage in relation to time based on
Fechner’s psychophysical method of limit. The threshold of
acceptance is achieved by gradually decreasing or increasing the
intensity of the stimulus in discrete steps in every 30 seconds.
While watching, participants assess quality continuously and say
aloud the point when quality becomes unacceptable or
acceptable, respectively. Binary acceptance ratings are
transformed to a ratio calculating the proportion of time during
each 30-second period that quality was rated as acceptable and
final results states acceptance percentage of time. The method
has been used to examine compression parameters, screen sizes
and shot types [31],[32],[33],[35]. Special attention has also been
paid to sample selection in one of the reported studies, in which
soccer fans corresponding to potential viewers were selected
[[35]]. Later, Jumisko-Pyykkö et al. [26] and Hannuksela et al.
[16] have also measured retrospectively acceptability nominally
parallel to satisfaction, following some principles from ACR in
transmission quality measures with 60-second-long stimuli
material.

The model called Quality of Perception (QoP) pays attention on
goals of viewing in quality evaluation tasks
[3],[10],[11],[13],[14]. Multidimensional QoP is a combination of
information assimilation and satisfaction formulated from
dimensions of enjoyment and subjective, but content-independent
objective quality (e.g. sharpness). Information assimilation is
measured with questions about semantics of media content. Both
of the satisfaction factors (enjoyment and objective quality) are
assessed with a scale from 0 to 5. Stimuli ranging from 30 to 45
seconds in duration are presented one by one in a controlled
environment. QoP is a sum of the scores for information
assimilation and satisfaction, and it can be used to arrange the
stimuli into preference order. The method have been used to
assess both compression and transmission parameters. In few of
these studies, evaluators have also been categorized according to
their cognitive strategies [3],[10].

There have been attempts towards using a user-oriented quality
evaluation scheme for mobile TV environment. For example,
some preliminary work has been done in potential sample
selection and also in finding the genre preferences of users
[3],[10],[35]. Stimuli materials for the experiments have
originated from television broadcasts suitable for mobile TV.

Some studies, such as [3],[10],[11],[13],[14], have measured the
goals of mobile TV viewing, to become informed or entertained,
with QoP. In some studies, such as [26],[31],[32],[33],[35],
measures of satisfaction and acceptability as an anchor of useful
quality level have been used. However, there are still necessary
steps to be taken to accomplish a truly user-oriented evaluation
scheme, mainly because all evaluation methods and experiments
have taken a place in a controlled laboratory environment. The
laboratory environment, as an artificial setting, enables the
accurate control of variables and replicable experiments, but
laboratory studies suffer from limited realism and unknown level
of generalizeability [45].  The fact that laboratory environments
differ from heterogeneous physical and social mobile TV
environments creates a need to verify the quality requirement
derived from controlled experiments in real usage contexts.

In the area of usability studies, some experiments in mobile
usage context have been reported. The main challenges of these
kinds of usability studies are in the selection of proper usage
contexts and realistic situations, applicability of evaluation
methods, data-collection, and the number of unknown variables
[28]. One aim of these experiments has been to compare the
results between laboratory and field usability tests. For example,
Kaikkonen et al. [28] compared usability in a laboratory test with
usability experienced during a short-term travel task including
crossing a street, taking the subway and escalators, as well as
finding one's way. It was found that the field results remained
equivalent compared to the laboratory results, but did not
perfectly match. For example, long loading times in web
browsing were mentioned less in the real usage contexts than in
the controlled environment [28]. From the viewpoint of
transmission delay or errors, this conclusion could be an
indication about a lower level of sensitivity in a real usage
context.

4. RESEARCH METHOD
4.1 Participants
30 participants, equally stratified by age (18-45 years) and
gender, took part into the experiment between spring 2006 and
summer 2007 in the city of Tampere. Less than 20% of the
participants were categorized as innovators, early adopters, or
professional evaluators according to their attitude towards
technology or profession [20],[40]. All participants reported to
have normal vision and hearing.

4.2 Test procedure
Each test session started with two preparatory parts. First,
demographic data collection took place. Second, in the combined
anchoring and training phase, the extremes of produced quality
range were presented and participants got to know evaluation
tasks and themes of contents.

The actual tests were conducted with a similar procedure in three
different usage contexts. Absolute Category Rating, [20],[21] was
applied partly. In this procedure, the stimuli are viewed one by
one and they are rated retrospectively and independently. After
presentation of each approximately 60-second-long stimulus, the
participants were given 25 seconds to finish a quality evaluation
containing four parts [Figure 1]. First, the participants answered
whether or not the experienced quality was acceptable.
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Measuring acceptability provides an anchor of lowest useful
quality level for novel techniques that have not been examined
perceptually [16],[26],[27]. , the participants gave an overall
satisfaction score of quality on a continuous and unlabelled 11-
point scale [43].  The last two quality evaluation tasks measured
two goals of television viewing, to become entertained and
informed [2]. Third, they assessed how entertaining they
experienced the stimulus on a continuous 11-point scale. Fourth,
in an information recognition task, the participants answered to
three multiple choice questions, tackling the main points of the
stimulus. The questions were presented from audio and visual
part of stimuli. The information recognition is more efficient
bringing back strategy than information recall in television
watching situation [34].

After the actual test part in each context, the experiences and
impressions of presented quality and context were collected with
a semi-structured interview. The duration of the whole
experiment was approximately two hours.

Figure 1 Presentation contents and evaluation tasks

4.3 Selection of Test Material
The test material was chosen among news, sport, music videos
and cartoons, which are expected to be among the most popular
genres for mobile television [1],[30],[36],[39],[41]. In each genre,
the selected material belonged to the most popular broadcasted
programs in Finnish television between 2005 to spring 2006 [9].
In addition, popular content was selected because it is evaluated
more critically than unfamiliar content [22].

Audiovisual characteristics, such as the amount of spatial details
and movement and the type of the audio track, varied [Figure 2]
in the selected test clips. A group of four test stimuli, presented
one by one, formed a continuous story in order to give as realistic
a viewing experience as possible [Figure 1]. Three stories were
cut from each selected program, and each story was cut into four
test clips. The duration of the clips was approximately 60
seconds in order to have at least one simulated impairment
during each stimulus. The clips were semantically meaningful
segments of the programs. Due to the short duration of music
videos, three different music videos were selected to represent
three different stories. One story from each content category was
shown in each usage context. The use of stories as stimuli differs
from controlled psychophysical experiments conducted in a
laboratory environment in which the same stimuli are repeated
several times [20],[21].

Figure 2 Genre of stimuli, contents and their audiovisual
characteristics

4.4 Test environments – contexts and tasks
Test material was viewed in three predefined mobile TV usage
contexts. The participants were given different tasks in order to
simulate real usage situations in parallel to the quality evaluation
task. Waiting for a friend in a railway station, traveling by local
bus, and spending time in a café are among the most mentioned
usage situations for mobile TV [30],[36],[39],[41]. The usage
contexts and tasks are described in detail in Table 1.

Table 1 Context descriptions: physical environment and
tasks

Physical
environment

Task

Train station

Participant is waiting for a friend arriving by train .
While waiting, the participant watches mobile TV and
keeps an eye on the active timetable in order to meet
the friend on time.

Bus

Participant takes a bus to the local library. The
participant spends traveling time by watching mobile
TV and keeps an eye on the environment in order to
get off at the right stop.

Cafe
Participant spends time by watching mobile TV and
needs to concentrate on the content despite the noise
and fuss around.

4.5 Production of Test Material -
Transmission Error Simulations
Four different transmission error rates, resulting to a varying
number, length, and location of transmission errors were
simulated. The preparation of the test stimuli was similar to
previously reported studies [26],[27] and therefore only the key
factors are summarized here.

The clips were encoded using Advanced Video Coding
(H.264/AVC) and Advanced Audio Coding (AAC) as
recommended for the IP data casting service over DVB-H
[7],[8],[17],[18]. The video was coded at a bitrate of 128 kbps
and a frame rate of 12.5 frames per second and the audio bitrate
was 32 kbps with a sampling rate of 16 kHz as monaural [24]. At
least one Instantaneous Decoding Refresh (IDR) frame was
inserted per time-sliced transmission burst to decrease the
tuning-in delay at the receiver and improve error resiliency. The
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protocol stack of DVB-H was applied conventionally. The
transmission burst interval was set to approximately 1.5 seconds,
and  a  code  rate  of  ¾  was  used  for  the  Multiprotocol
Encapsulation – Forward Error Correction method (MPE-FEC).
[6].

The simulation of the DVB-H channel was done with a Gilbert-
Elliot model that was trained according to a field trial carried out
in an urban setting with an operable DVB-H system. Four rates
(1.7%, 6.9%, 13.8%, 20.7%) for erroneous time-sliced bursts
after FEC decoding (known as MPE-FEC frame error ratio,
MFER) were chosen into the simulations. The duration of
erroneous audio-visual content was therefore approximately 1, 4,
8, and 12 seconds for the MFER values 1.7%, 6.9%, 13.8%, and
20.7%, respectively. It is noted that these residual error rates do
not represent typical DVB-H reception, but rather are examples
of extremely harsh radio conditions. Such severe radio conditions
were selected for the test to discover the threshold between
acceptable and unacceptable quality.

Simple video error concealment was used: when a picture was
lost, all subsequent pictures were replaced by the last correctly
received picture in the presentation order until the arrival of the
next IDR picture. Thus, errors in video were perceived as
discontinuous motion. The lost audio frames were replaced by
silence resulting to perceived gaps during the playback.

4.6 Presentation of Test Materials
The clips were viewed on a Nokia 6630 handset. Headphones
were used for audio playback not to disturb the people in the
close proximity [39] and participants were free to adjust the level
of loudness from the starting level of 75dBA. Four stimuli of
each content formed a story and they were presented after each
other in the chronological order. The order of simulated error
rations were randomized between the stimuli within the story. In
addition, the starting context was randomized.

4.7 Data-analysis Methods
Different methods of analysis were used. McNemar’s test was
used in the analysis of the nominal acceptance evaluations to test
the differences between two categories in the related data [4].
Data of satisfaction and entertainment evaluations were normally
distributed (Kolmogorov-Smirnov p>.05) allowing the use of
parametric methods. To examine the main effects and
interactions for satisfaction and entertainment we built a 3x4x4
(number of contexts x error rates x content types) design to be
analyzed with repeated measures of ANOVA. Repeated measures
of ANOVA can be used to compare differences between three or
more conditions for interval data in related design [4]. Data of
information recognition was not normally distributed
(Kolmogorov-Smirnov p<.05) inferring a non-parametric method.
As a non-parametric equivalent for repeated measures ANOVA,
Friedman test was used to test to differences of several
conditions of related ordinal data and Wilcoxon matched pair
signed rank test was used to measure the differences between
two related data sets as suggested in [4]. To analyze the
connections between different measures, Pearson’s correlation as
a parametric method for interval data and Spearman correlation
as a non-parametric method for ordinal data were used [4]. To
compare acceptance ratings between studies we used Chi-square

test, which is applicable when testing the frequencies between
categories in independent measures. In comparisons of
satisfaction ratings between studies we used independent
samples t-test, exploitable when two different samples are tested
with a same task but in different conditions [4].

In statistical tests, the significance level of p<0.05 was adopted.

5. Results
This section presents the results from impact of different usage
contexts, error ratios and contents on measured dimensions of
acceptance, satisfaction, entertainment and information
recognition. In addition correlation between these methods is
presented. Results of this study are also compared to those of
previous studies.

5.1 Context
Acceptance:  There were no differences in acceptance
evaluations between contexts (p>.05).

Satisfaction: Context did not impact on satisfaction ratings
(F2,56=0,53 p>.05, (p=.59, ns), 2=.02).

Entertainment: Contexts impacted on entertainment evaluations
(F2,56=5,61 p<.01, 2=.17: Figure 3). Quality was assessed as
less entertaining in the bus environment (p<.01) compared to
other environments which were equally evaluated (p>.05).

Information recognition: Contexts impacted on information
recognition scores (Fr=19,67, df=2, p<.001; Figure 4).  The level
of information recognition was higher in the café than other
contexts (p<.01). The bus and station were equally evaluated
(p>.05).

Figure 3, Figure 4 Mean information recognition and
entertainment scores for different contexts. Bars show 95%
CI of mean.

5.2 Error ratio
Acceptance:  There was a significant difference (p<.001)
between error rates 1.7%, 6.9%, 13.8% and 20.6% in descending
order of acceptance except that 13.8% and 20.6% were equally
evaluated (p>.05; Figure 5).
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There were some content dependant variations in acceptance
ratings (Figure 6). In cartoons and news, two lowest error rates
were the most acceptable (p>.05) differing significantly from two
highest error rates (p<.001) which were also rated into the same
level (p>.05). For music video, the differences were significant
between all error rates (p<.05). For sport content, two highest
error rates were the most unacceptable (p>.05) differing
significantly from others (p<.01). It is worth of noticing that the
acceptability ratings of sport content (13.8%, 20.6%) and music
video (20.6%) are the only stimuli which were rated clearly
below 50% boundary between unacceptable and acceptable
ratings.

Figure 5 Acceptability ratings for different error ratios.

Figure 6 Acceptability ratings for different error ratios and
contents.

Satisfaction: Error rates had a significant impact on satisfaction
evaluations (F2,57=112,0 p<.001, 2=.80; Figure 7) and they
interacted significantly with evaluations of content (F5,149=2,63
p<.05, 2=.087; Figure 9). There was a significant difference
(p<.001) between error rates 1.7%, 6.9%, 13.8% and 20.6% in
descending order of satisfaction except for the pair of 13.8% and
20.6% (p>.05). There were no content dependant variations in
satisfaction.

Entertainment: Error rates impacted on entertainment
evaluations (F2,46=15,2 p<.001, 2=.35; Figure 8) and interacted
as well with content (F5,153=6,36 p<.001, 2=.19; Figure 10).
Two lowest error rates were the most entertaining (p>.05) and

two highest error rates the least entertaining (p>.05). The
differences were significant between these groups (p<.01).

A more detailed analysis revealed the following dependencies in
entertainment evaluations. Cartoons and music video were the
most entertaining pieces of content, and in addition cartoons
were more entertaining than any other piece of content
independently on error rates. In cartoons, there were no
difference between error rates 6.9% and 13.8% (p>.05) with a
difference to others (p>.001). In music video, 6.9% error rate
was the most entertaining with a significant difference to others
(p<.05). Two least entertaining contents were news and sport. In
news, the highest error rates were the least entertaining and
equally rated (p>.05, vs. others p<.05). In sport, the two lowest
error rates (p>.05) were the most entertaining with a significant
difference to two highest error rates (p<.05).

Figure 7 & Figure 8: Mean satisfaction and entertainment
scores for different error ratios. Bars show 95% CI of mean.

Figure 9 Mean satisfaction scores for different error ratios
and contents. Bars show 95% CI of mean.
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Figure 10 Mean entertainment scores for different error
ratios and contents. Bars show 95% CI of mean.

Information recognition: Error rates impacted on information
recognition scores (Fr=23,0, df=3, p<.001;Figure 11).  The three
least erroneous ratios resulted equally high level of information
recognition (p>.05). In contrast, the highest error ratio collected
lowest information recognition scores (p<.01). There were also
some variations between contents for information recognition
(Figure 12). For cartoons, the error rate of 6.9% was the hardest
for information recognition with significant difference to others
(p<.01) while all others were equally scored (p>.05). For music
video presentation, two lowest error rates were easiest (p>.05)
for information recognition compared to two highest error rates
(p>.05; difference p<.05), and, for news, error rates 6.9% and
13.8% are in the same level (p>.05) with a difference to others
(p<.05). Finally, sport content with error rate 20.6% is clearly
worse than others (p<.05).

Figure 11 Mean information recognition scores for different
error ratios. Error bars show 95 CI of mean.

Figure 12 Mean information recognition scores for different
error ratios and contents. Error bars show 95% CI of mean.

5.3 Correlations between satisfaction,
entertainment and information recognition
To evaluate the connections between the measures, correlations
were computed.  Evaluations of satisfaction and entertainment
were positively linearly correlated (r=.48 p<.001). In contrast,
satisfaction (rs=.07 p<.05) and entertainment (rs=.18 p<.001)
scores were not correlated to information recognition scores.

5.4 Context vs. Laboratory
Data from all contexts and a previous laboratory experiment
were combined for analysis [27]. The previous controlled
laboratory quality evaluation experiment was conducted with 30
participants. Sample selection criteria were the same in both
studies, as far as the range of age, gender, technology attitude,
and numbers of professional evaluators were concerned. In the
laboratory experiment, a one-minute-long stimuli material
originated from the same genre or program, contained similar
audiovisual characteristics, and were processed with the same
error rate simulations as in the contextual study. The stimuli
were played on the same mobile device and headphones in both
experiments. In the laboratory experiment, the stimuli were also
viewed one by one and assessed retrospectively and
independently [21]. The participants rated acceptance of quality
on a nominal yes/no scale and quality satisfaction on an
unlabelled 11-point scale after each stimulus. Any other
questions were not presented.  In the context study, in addition to
acceptance and satisfaction ratings, entertainment and
information recognition was judged. To estimate comparability
between studies due to different assessment tasks, we relied on
Hands’ [15] study of multimodal quality perception when
dividing attention between content and quality evaluation task.
The results showed that simultaneous content recall task does not
impact on quality assessment task in quality evaluation
experiments. Hands conducted an experiment with several
audiovisual impairments under the multimodal television quality
assessment. Based on the conclusion that quality ratings are
independent of content recall tasks, we can compare acceptance
and satisfaction ratings between context and laboratory
experiments. In the analysis, data from different contexts were
integrated to represent the contextual data.
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Acceptance - In the context study, 71% of all stimuli were
experienced as acceptable, whereas only 48% of all stimuli were
rated as acceptable in the laboratory experiment ( ² = 139.4,
df=1, p<.001:Figure 13). This tendency appeared in all four error
rates (p<.01).

Figure 13 Comparison of acceptance ratings of four error
rates between context and laboratory experiments.

Satisfaction - There were no difference between overall
satisfaction ratings between the studies when averaging over
other variables (t(2874)=-.327 p>.05, ns, (p=.74); Figure 14).
However, a more detailed analysis revealed that the differences
between  error  rates  were  smaller  in  the  context  test  than  in  the
laboratory study and there were also differences between the
satisfaction evaluations in three error rates [Figure 14]. In 1.7%
error rate, ratings given in the context test were lower than in the
laboratory test (t(717)=7.90, p<.001), but error rate 6.7% did not
reveal any difference between experiments (t(717)=6.48, p>.05
(p=.19, ns). Two highest error rates (13.8% and 20.6%) showed
higher ratings in the context test than in the laboratory
experiment (13.8%: t(717)=-2.70, p<.01; 20.6%: t(717)=-6.02
p<.001).

Figure 14 Comparison of satisfaction ratings of four error
rates between context and laboratory experiments. Error
bars show 95% CI of mean.

6. Discussion and conclusions
Subjective or perceptual quality evaluation tests are often
conducted to optimize the reconstructed audiovisual quality. As
these experiments take a place in a controlled laboratory
environment, their sufficiency for optimizing compression or
transmission parameters for mobile consumer services, to be
used in heterogeneous environments, was questioned in this
paper. The goal of our study was three-fold. First, we presented a
novel user-oriented quality evaluation method for mobile TV to
be used in real usage contexts. Second, we conducted an
experiment with 30 participants including four different residual
transmission error rates with television materials in three
different contexts. Third, we compared the results of the
conducted experiment with a previous laboratory experiment.

The quality evaluation was conducted under three different tasks
and environments following selected typical mobile TV usage
situations: waiting or killing time task at the railway station,
relaxing in a café, and taking a local bus to the predefined
location including transitions by foot. Even though the
complexity of tasks and the nature of environments varied, they
did not cause a difference in evaluations of acceptance or
satisfaction of quality indicating that distinctions in reconstructed
quality were clear enough to be separated in all contexts. When it
comes to the goals of watching mobile TV, the entertainment
evaluations were the lowest in the bus context and information
assimilation the highest in the café context. The café context may
provide the calmest and most pleasant environment for focusing
on viewing, explaining the improved entertainment and
information recognition evaluations. In the bus context, people
may focus their attention on evaluation, but the complicated task
on the move results to a generally unpleasant experience of
entertainment. Previous work, conducted in a laboratory
environment, emphasizes that simple dual tasks like navigation
parallel to quality evaluation does not impact on quality
evaluations itself, but even people themselves report tasks being
more complicated or unpleasant [38]. It may also be possible that
the bus context was not appropriate enough for mobile TV
viewing, as it contained two short trips lasting 10 minutes each
and walking and waiting on the bus stop in between. Recent
studies, published during our experiments, have pointed out that
people would not watch mobile TV during very short journeys,
but rather they would change media in transitions between
environments, and not view moving images on the move
[36],[37]. Further work needs to be done to analyze and report
the collected interview data of this study to confirm these
suggestions as a base for improvements for context selection.

The studied error rates impacted on evaluation in a way that the
least erroneous streams provided the highest quality in all
measured dimensions. Highly erroneous ratios (13.8% and
20.6%) gave equally low acceptability, satisfaction and
entertainment levels. In contrast, only the most corrupted
presentation lowered the ability to assimilate information. These
results confirm that very erroneous presentation with several
noticeable cuts in both modalities not only impacts on quality but
also prohibits reaching the goals of viewing.

The comparison between the context study and the laboratory
study revealed that people accepted higher transmission error
rates in real context. Overall acceptability ratings between the
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studies differed and only few presentations were rated as
unacceptable in the context study in contrast to the laboratory
study in which all presentations at error rates 13.8% and 20.6%
were unacceptable. In general, satisfaction was equally rated
between the studies, but the evaluated differences between the
error rates were smaller in the laboratory experiment. These
results indicate that the evaluations were more favorable and less
discriminate in the mobile contexts compared to the laboratory.
In addition, the results imply that the subjective quality
requirements drawn from laboratory environment might be
higher than needed in actual contexts, which is also supported by
a previous usability study [28].

To conclude, this study described a novel user-oriented quality
evaluation method for mobile TV in its expected usage contexts.
The study also highlighted that there is a difference between the
quality requirements derived from laboratory and context studies.
In the long term, our goal is to introduce an exhaustive user-
oriented quality evaluation scheme that can also be applied in
quality optimization of future services, such as in mobile three-
dimensional television.
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