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Abstract

Hegemonic stability theory holds that a dominant power can produce international cooperation by pro-

viding public goods and resolving collective action dilemmas. Successful hegemons also resist the

temptation to exploit their advantages in order to reduce other states’ fear of domination. This article

asks whether or not the internet needs the United States to play a similar role. If so, Washington should

pursue policies designed to strengthen internet security while eschewing espionage and cyberattacks

that rely on some degree of internet insecurity. If not, it can go on the offensive without fear of undermin-

ing the system as a whole. We examine the technical and political fallout from revealed offensive cyber-

operations to assess the relative fragility of the internet. Our findings suggest that it is relatively resilient.
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Cybersecurity is a US national interest and a global public

good. The United States has powerful economic reasons to

support a secure and reliable internet, given the amount of

commerce and intrafirm business now conducted online.

It also has a strong military stake in cybersecurity, given

the scope and complexity of communications among mili-

tary forces and along the chain of command. Cybersecur-

ity is a global public good because it enables access to reli-

able communications for all users. Everyone benefits from

efforts to mitigate vulnerabilities in software code, for in-

stance, whether or not they paid for them. And the world-

wide boom in online communications means that securing

the internet protects the global economy.

But cybersecurity comes at a cost. The same protec-

tions that enable individuals to communicate safely also

enable criminals and militants to hide online. In addition,

while Washington has a clear interest in cybersecurity, it

also seeks to conduct espionage and attack its rivals in

cyberspace. Offensive cyberoperations (OCO) are a par-

ticularly appealing alternative to war as they avoid the

costs and risks of military violence. Perfect cybersecurity

would make such operations impossible. Other states

know this, of course, which causes them to question US

motives. Indeed, the fact that cybersecurity is a global

public good does not mean that international cybersecur-

ity cooperation is inevitable, nor that other states wel-

come US assistance. Fears of state intervention have

raised concerns that the internet, once seen as an apolit-

ical bastion of free thought and exchange, will become

fragmented as states use it for their own purposes.

The clash of national and global interests in cyber-

space is particularly acute because there is no global gov-

ernment to resolve disputes. Sustaining cooperation

under anarchy is an enduring puzzle for international

relations theorists and animates some of the most endur-

ing debates in political science. Realist scholars view the

international system as prone to conflict because there is

no higher authority that can enforce agreements among

states (Waltz 1979). Liberal theorists, however, posit that

international institutions can foster cooperation in part

by reducing transaction costs (Keohane 1984). Exten-

sions of this debate, including arguments about the value

of institutions, are discussed below. But perhaps the most

controversial argument focuses on the role of a hegemon,

or a clearly dominant state, in the international system.

Hegemonic stability theory (HST) posits that peace and
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prosperity are more likely when there is a clear hierarchy

of states and one undisputed leader. A state with domin-

ant capabilities can sustain cooperation by providing

public goods and reducing collective action problems.

Incentives to cheat on agreements or free ride are reduced

when the hegemon picks up the tab. Hegemons also help

coordinate action and deter challengers from threatening

the global order.

Some critics of HST argue that hegemony is destabiliz-

ing because any state with a preponderance of power will

create fear and suspicion among others. Anarchy will

compel smaller and weaker states to protect themselves

against a predatory hegemon, either by building up their

own defenses or by forming balancing alliances. How-

ever, defenders note that the hegemon can take steps to

reduce such fears by binding itself to international bodies

or designing political institutions that constrain leaders,

including its own, from rash decisions. Others acknow-

ledge that, while a hegemon may be necessary for estab-

lishing order in a deeply unstable environment, it will be-

come less important over time. The emergence of durable

international institutions will encourage cooperation

after hegemony by improving the quality of information

available and by reducing transaction costs. In either

case, the dominant power sustains the international order

by eschewing parochial actions. Resisting the temptation

to exploit its power encourages cooperation by reducing

smaller states’ fear of domination.

Contemporary critics might doubt whether or not the

United States maintains the ability to play the role of ben-

evolent hegemon, particularly since recent events suggest

it cannot protect its own critical systems. During the

2016 presidential campaign, the Russian government al-

legedly organized the theft of emails from the Democratic

National Committee and Hillary Clinton’s campaign

chairperson John Podesta. It subsequently used Wiki-

Leaks and other websites to publish the contents online

as part of an effort to embarrass Clinton and sow doubt

about US institutions. Donald Trump won the election by

a very narrow margin, and some observers believe that

his victory would have been impossible without Russian

interference. Most significantly, US intelligence and law

enforcement agencies were unable to prevent the cyberhe-

ist, and the Obama administration offered a tepid and

vacillating response. This is not the portrait of a state able

to play the hegemon on this issue. If anything, the election

drama suggests that the United States is playing catch-up.

The notion that the United States can provide cybersecur-

ity as a global public good seems increasingly absurd.

But the events of last summer need be put in context.

The Russian operation was a modern version of an old

political tool Soviet officials call “active measures.”

These mostly included propaganda and misinformation

designed to bring down government officials, candidates

for office, and other prominent political figures. Historic-

ally, the record of Soviet active measures against the

United States was quite poor (Andrew and Mitrokhin

1999). This time proved different, but had little to do

with US cybercapabilities. Instead, it was largely a prod-

uct of one of the strangest campaigns in US history,

including a series of unlikely events that came together to

enable Russian efforts and promote Trump’s eventual

victory.1 Moreover, even if the United States is vulnerable

to propaganda, this does not mean it is less able to influ-

ence global cybersecurity. By way of analogy, we do not

doubt the fighting strength of the US military based on

civilian vulnerability to terrorist attacks.

For reasons of history, geography, and technology,

the United States continues to enjoy an extraordinary

position in cyberspace. US computer scientists built the

internet and experienced predominant influence over the

design of institutions that currently govern it. Meanwhile,

the National Security Agency (NSA) emerged as the larg-

est signals intelligence organization in the world, inves-

ting in extraordinary capabilities for espionage, informa-

tion assurance, and OCO. Silicon Valley remains the hub

for global private sector technology development. And

both government and industry benefit from American

higher education, which has expanded graduate pro-

grams in computer science and related fields. These capa-

bilities remain unaffected by the events of last year. While

US influence might decline over time, especially if other

states build capabilities that make cooperation with the

United Sates unnecessary, so far this has not occurred.

How might the United States use these unique capabil-

ities? Informed by the assumption that cybersecurity is a

public good prone to collective action, most see a trade-

off between US investments in cyberattacks and espion-

age for its national security benefit and continued provi-

sion of a secure internet for the world. Those advocating

for internet security suggest that Washington (1) increase

its involvement in internet governance in order to help

1 Perhaps the most important was Federal Bureau of In-

vestigation (FBI) Director James Comey’s letter to the

House Judiciary Committee eleven days before the elec-

tion. Comey revealed that the Bureau had possession of

new emails that might be pertinent to the months-long in-

vestigation of Clinton’s use of a private email server. Ear-

lier Comey had put to rest speculation that Clinton would

face an indictment, but the letter reignited the contro-

versy, breathing new life into the Trump campaign

(McElwee, McDermott, and Jordan 2017).
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codify a set of durable rules of the road or (2) decide to

give up opportunities for espionage and sabotage by

strengthening encryption, alerting technology firms to

vulnerabilities in software and taking additional steps to

make internet communications inviolable—or both.

Here we use an empirical investigation of response

to significant security failures to evaluate whether or

not this trade-off is really in effect. We propose five

measures of internet resiliency and evaluate the after-

math of the Stuxnet attack on Iran’s nuclear complex

and the Snowden revelations about the NSA. Did these

events lead to significant changes in user, firm, and

state behavior? Such changes would suggest that cyber-

security is vulnerable to collective action problems, or

perceived as such, and that great powers risk undermin-

ing the security of the internet when they use it as a ve-

hicle for intelligence gathering and covert operations.

On the other hand, the absence of significant behavioral

change in the wake of Stuxnet and Snowden suggests

that fears that cyberattacks will lead to erosion of the

public good may be exaggerated. In this case, the

United States could more safely pursue its dual interests

without fear of eroding cybersecurity.

We proceed in three steps. The first section

describes HST and applies it to cyberspace. While new

technologies have led some to question the relevance

of classic international relations theories, we explain

why HST offers a useful framework for the cyberse-

curity policy debate. The second section explores the

cases in detail. We find that the internet proved resili-

ent, despite fears that OCO would undermine the co-

operation needed to sustain it. This is significant both

for what it suggests about the consequences of OCO,

but also because the current debate exists mostly in

the abstract. Policy arguments about internet security

primarily weigh the possible effects of US policy, in-

stead of studying the outcomes achieved so far. The

conclusion discusses those outcomes and describes the

implications for international relations (IR) theory

and US cybersecurity policy.

Hegemonic Stability Theory

HST holds that international politics are stable when

there is one dominant state in the international system.

The theory came to prominence following the Great De-

pression, when political economists bemoaned the lack of

a leader who could stabilize the global economy and pre-

vent what amounted to a systemic bank run2. More

recently, scholars have speculated that the theory might

also apply to international security, pointing to periods of

hegemony like the Pax Britannica of the nineteenth cen-

tury when a dominant power provided security and

discouraged arms racing and other actions that might

have led to crises and war.3

Scholars have criticized HST on both logical and

empirical grounds. Balance of power theorists argue

that a preponderance of power is actually destabilizing

because it provokes fear among weaker states. Other

critics have noted that, for the theory to succeed, the

hegemon must agree to reduce its relative power by

subsidizing others. This amounts to self-defeating be-

havior that could lead to dangerous power shifts. Other

scholars offer more conditional criticisms of HST.

Keohane (1984) notes that while hegemons are able to

provide stability in emerging systems for which condi-

tions are fragile, they are not needed to maintain stabil-

ity in deeply institutionalized political orders because

the conditions for keeping such systems afloat are far

less demanding. Ikenberry (1998–99, 2000) similarly

argues that hegemons can bind themselves to inter-

national institutions in order to alleviate fears about

intentions.

Critics of all stripes note that there is not a lot of em-

pirical support for the original version of the theory, at

least not at the systemic level.4 Recent studies suggest,

though, that it does explain regional outcomes.5 For ex-

ample, Great Britain and the United States have alter-

nated as the naval hegemon of the Persian Gulf since the

end of World War II through the provision of public

goods in the form of political stability and oil security

(Rovner and Talmadge 2014).

2 The classic treatments are Kindleberger (1973) and Gilpin

(1981).

3 For a concise application to security studies, see Sheetz

(1997–98).

4 Critiques from the interprofessional education literature

include Snidal (1985), McKeown (1983), and Gowa (1989).

For IR critiques, see Ikenberry (1998–99) and Drezner

(2013). For an argument about how beliefs about hegem-

ony underlie the major debates over US grand strategy,

see Avey, Markowitz, and Reardon (2017).

5 Other international relations theorists have explained

how “nested” systems can exist within the larger inter-

national system. Bipolarity best describes the geopolitics

of East Asia, for example, with China as the dominant

land power and the United States as the leader at sea.

The balance persists despite vast US advantages over

all other states. Thus regional bipolarity can exist within

an unipolar system (Ross 1999).
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Public Goods and Collective Action
Dilemmas

HST assumes that collective action problems will inter-

rupt the global supply of public goods. We say something

is a public good if it is non-rival and non-excludable. It is

non-rival because one person’s consumption does not

interfere with another’s and non-excludable because no

one can be denied consumption. Clear air is a common

example of a public good. Individuals do not compete for

access to clean air, and all enjoy the benefit.6

Cybersecurity comes close to a public good. A per-

fectly secure and reliable global internet would enable

universal and unrestricted access.7 Yet without cyberse-

curity, the internet may not function in this manner. One

user’s access to the internet does not preclude anyone else

from logging on, of course, but the depletion of Internet

Protocol (IP) version 4 addresses does create a competi-

tive market for internet access. And while some argue

that internet access should be nonexcludable, the fact is

that there are practical ways to deny access to users. For

example, many recommendations for protecting intellec-

tual property online involve efforts to take down illegal

content or to prevent users from visiting certain websites.

There are also cases of states shutting down web services,

thus denying access to their citizens. Some have warned

about the possible “Balkanization” of the internet by

states who do not want to expose themselves to foreign

intelligence collection or cyberattack, and authoritarian

states like China have aggressively censored content for

many years as a way of restricting information and con-

trolling political debate.

Cybersecurity includes a raft of goods: threat informa-

tion sharing, secure networks, firewalls, intrusion detec-

tion systems, and a variety of hardware and software

tools designed to fend off cyberattacks and mitigate the

consequences. Some of these, like threat information

sharing, are clearly public goods. The benefit of public in-

formation sharing by definition is nonexcludable and

nonrivalrous. Reliable domain name server routing and

autonomous systems connectivity also qualify as public

goods.

However, other aspects of cybersecurity are closer to

nonrival but excludable club goods. Password-protected

secure networks, for instance, increase cybersecurity only

to members. While increasing the security of a single

firm’s computer systems does not preclude other firms

from making the same investments, the protections often

stop at the firm’s network perimeter. A displacement ef-

fect is further possible when any individual or organiza-

tion invests in security. The protection of property reduces

the available number of targets by one, which makes those

remaining more conspicuous and tempting for attackers.

This is especially problematic if the pool of available tar-

gets is so small that individual decisions affect the security

level of all others. Alongside private actors, states may

also enhance cybersecurity by censoring content or sharply

reducing public access as a means of reducing opportuni-

ties for intrusion by malicious actors.

Another argument against viewing cybersecurity as a

public good is that, while public goods should be prone

to underprovision because of incentives to free ride, pri-

vate firms have invested heavily in cybersecurity (Powell

2005; Rosenzweig 2011; Raymond 2013). Such high lev-

els of private investment may correspond to circumstan-

ces in which the investment elevates cybersecurity of the

individual firm in an excludable fashion, as in the case of

club goods. Furthermore, high rates of investment do not

necessarily indicate the absence of a market failure. In-

deed, where externalities are present, the level of private

investment may still be less than what is socially optimal

when information asymmetries regarding the effective-

ness of cybersecurity investments lead to ineffective

spending (Anderson and Moore 2006). Hence, spending

large sums provides no guarantee that firms are spending

effectively (Moore, Dynes, and Chang 2016).

These arguments notwithstanding, there are powerful

reasons to think of cybersecurity as a public good. While

access to the internet may be excludable, cybersecurity in

the broadest sense is not; everyone’s security improves

when states arrest cybercriminal gangs, patch vulnerabil-

ities in widely used software, and so on. It is also nonriv-

alrous in that one user’s improved security does not come

at the expense of another’s security. Moreover, the global

economy increasingly relies on it. According to one study,

the global digital economy was set to surpass $20 trillion

in 2013, the equivalent of nearly 14 percent of total world

trade (Oxford Economics 2011). Because of long and

complex global supply chains, few individuals and firms

would be spared from a serious and prolonged interrup-

tion of internet services, even those who do little direct

business online. Thus while reliable internet access is

sometimes excludable, everyone would suffer if it became

less secure.

6 Common examples of public goods are national defense

and clean air. Gilpin (1987, 74) offers other examples that

are more pertinent to this study: an open trade regime

based on the principle of nondiscrimination and uncondi-

tional reciprocity, a stable international currency, and

international security.

7 For related arguments, see McPherson and Zimmerman

(2010), Mulligan and Schneider (2011), and Chucri (2012,

170–71, 236–37).
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In sum, cybersecurity benefits all users when they can

communicate safely online, allowing buyers to shop

safely and firms to receive payment. Most directly, it pre-

vents fraud and abuse and enables international trade

and finance. It allows users to communicate over vast dis-

tances in real time and provides a staggering amount of

information at very little cost. Conversely, cyberinsecur-

ity puts trade and finance at risk while inhibiting the flow

of information for all users. For these reasons, it makes

sense to think of cybersecurity as a public good.

The other building block of HST is the role of hege-

monic leadership in overcoming collective action prob-

lems, which loom large in questions about cybersecurity

and internet governance. Major decisions about internet

rules are the product of international coordination be-

tween numerous organizations and individuals. States

play a role but not a dominant one; firms and institutions,

including the Internet Engineering Task Force and the

Internet Corporation for Assigned Names and Numbers,

make most internet governance decisions. Relevant par-

ties are investing heavily with such organizations over the

debate surrounding online communications. Civil liber-

tarians fiercely guard against any encroachment on what

they see as a bastion of free expression, while firms see

opportunities for commercial gain, with considerations

surrounding impacts on intellectual property. Finally,

while some states view the internet as a vehicle for public

diplomacy and cultural exchange, they also fear exposure

to espionage while providing asymmetric opportunities

for weaker adversaries who otherwise would not pose

much of a threat. As a result, states have become less

willing to leave responsibilities to the private sector. They

all believe the stakes are high, but have very different

interests, making collective action increasingly difficult.8

The ongoing debate about the appropriate level of

state intervention is actually a debate about whether or

not the internet can function on its own. Optimists be-

lieve it can, arguing that the internet has proven remark-

ably self-regulating and resilient to shocks via informal

rules of governance that have encouraged a free flow of

information and innovation. Optimists further posit that

firms and internet users have enormous incentives to keep

the system running, regardless of how states behave. The

sheer scale of online communications and commerce

means that they are willing to pay the costs and provide

the technical experience needed to keep the internet se-

cure and reliable. Cyberattacks may temporarily disrupt

service, but the system as a whole will continue to func-

tion because motivated actors will expedite efforts to

strengthen cyberdefenses and restore access. Perhaps the

internet is similar to oil security, another public good that

has proved resilient without hegemonic protection (Gholz

and Press 2010).9 If the optimists are correct, there is no

need for a hegemon to ensure the health of the internet.

Washington could feel more confident about attacking its

own rivals in cyberspace—much as navies attack one an-

other on the ocean—without fear that it will inadvert-

ently damage the broader internet.

Others argue that the internet is inherently vulnerable.

Built without attention to security and vulnerable to pre-

dation, any decline in interstate cooperation will lead glo-

bal communications to fragment. Unlike the international

waters upon which oil tankers transit, the internet is a

human construct requiring constant attention and main-

tenance. By definition, it is not self-sustaining. Moreover,

the apolitical origins of internet governance and the un-

usual characteristics of internet organizations suggest

that it cannot rely on a foundation of institutional institu-

tions to guarantee cooperation.

If the pessimists are correct, a cavalier attitude toward

cyberspace could lead to long-term disruption with ser-

ious economic and political consequences (Corera 2015).

To keep global cybersecurity intact, the United States

should forego opportunities for OCO and cyberespion-

age, because the system is too fragile to survive if the

dominant state is insensitive to the fallout from its own

self-serving actions.

Is the Internet’s Security Fragile?

Two recent revelations of clandestine US efforts to pene-

trate or attack information systems previously assumed

to be secure provide an opportunity to measure the inter-

net’s fragility. The first is the Stuxnet attack against Iran’s

nuclear program. The second involves former NSA con-

tractor Edward Snowden’s revelations about the agency

in 2013. We describe the response in both cases. The

basic test is simple: if the optimists are right, then these

cases should not have dramatically dampened enthusiasm

for internet communications and commerce. But dra-

matic changes, including signs of retrenchment from

users, firms, and states, would indicate that cybersecurity

depends on hegemonic restraint.

8 An added complication is that state intervention could be

more or less helpful in different aspects of internet gov-

ernance. Preserving the Transmission Control Protocol

(TCP)/IP, for instance, requires little help from states. For

this reason, even a well-intentioned state could prove to

have ineffectual leaders if they carelessly intervene. We

thank an anonymous reviewer for this observation. 9 For critiques, see Levi (2013, 132–38) and Yetiv (2015).
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We develop and employ five measures of fragility to

assess the unintended results of Stuxnet and the Snowden

revelations. The first three are political, and the last two

are technical. The internet operates as a kind of global

common, which only exists because of human engineer-

ing and maintenance. Thus, a useful analytical frame-

work must also pay attention to the technical details of

internet operations, both before and after political

shocks. Our approach relies in equal measure on IR the-

ory, political economy, and computer science.

To be clear, we do not attempt to address all aspects

of cybersecurity. Our conception relies on a classic con-

struct, abbreviated CIA, which stands for confidentiality,

integrity, and availability. Cybersecurity obtains when all

three goals are achieved. In the ideal, users safely commu-

nicate without risking unauthorized disclosure of infor-

mation, without having that information modified or

erased, and without being denied access to information

or information systems.10 Because a sufficient technical

analysis is beyond the scope of this article, we focus

squarely on resilience as the most germane to understand-

ing the fallout from OCO. Describing and measuring re-

silience in these cases is crucial for understanding cyberse-

curity in periods during which observers fear that

cyberspace has become insecure.

The following section outlines the measures we em-

ploy. After introducing the categories, we report on the

data observed in the context of Stuxnet and the Snowden

disclosures. The evidence is not comprehensive, of course,

as both events were recent. Moreover, we do not claim

that Stuxnet and Snowden are perfectly representative of

all conceivable cyberattacks. However, the logic of the

framework is generalizable. Indeed, by describing broad

political and technical measures of fragility, we believe it

provides a useful framework for analyzing political

and technological responses to similar incidents. We

summarize the framework in Tables 1 and 2.

User Responses

The first measure of fragility is user responses to revela-

tions of cyberattacks and espionage that may affect inno-

cent third parties. Targeted OCO can inadvertently infect

tens of thousands of computers, even when operations are

designed to affect particular facilities and designers tailor

malicious code for specific systems. Similarly, signals intel-

ligence agencies like the NSA may deliberately undermine

encryption or stockpile software vulnerabilities in order to

ensure they can continue to exploit cyberspace for espion-

age. This may be particularly troubling to innocent users,

who assume some level of privacy (Schneier 2015).

The most straightforward means of measuring user re-

sponse is by tracking usage rates in the wake of major con-

troversies. Flat or declining usage would suggest decreas-

ing trust in the security of online communications, which

in turn would imply system fragility. On the other hand,

continued increases or stability in the number of users, as

well as the amount of time users spend online, would

imply that state activities have little effect. Users may be

unaware of OCO or unconcerned. In either case, the fact

that they continue logging on is an indication of resilience.

Simply logging on, however, normally carries little

risk of surveillance by governments or exploitation by

criminals. The risk increases when users participate in on-

line commerce, engage in frequent and wide-ranging use

of social media, share personal information, perform

searches on controversial topics, and or engage in polit-

ical debate. Users can participate more or less energetic-

ally, and their decisions affect their level of exposure.

Thus, the relevant question is not simply whether or not

controversies affect usage rates, but how they influence

users’ online habits. Their awareness of aggressive state

action in cyberspace may lead them to believe that their

data is easily compromised and may be used against

them. Concerned users may choose a full retreat from the

internet or take less extreme albeit noticeable steps to re-

duce internet activity. For example, they may reduce

user-to-user communication via email, Skype, and social

media. Such changes suggest less confidence in cyberse-

curity due to fears of government intrusion.

Users may also reduce online spending where provid-

ing personal and financial information in cyberspace is

required. Decreasing levels of commerce would therefore

indicate that the trust needed to sustain the system is erod-

ing. Increased consumer spending on cyberdefenses, along

with a more widespread adoption of encryption, similarly

indicates reduced levels of trust. This measure is not dis-

positive, however, as the implications cut in both direc-

tions. Greater investment in cyberdefenses may be a sign

that users are less confident in cybersecurity and feel the

need to ramp up security efforts. However, it is also a pos-

sible indication of internet resiliency as a sign that non-

state actors respond to security threats in ways that specif-

ically avoid state assistance. They are sufficiently

confident in the system that they are willing to go it alone.

Firm Responses

The second fragility measure focuses on the behavior of

firms, including those that play a direct role in cyberse-

curity and those that conduct a substantial portion of

10 Singer and Friedman (2014) provide a primer on the

technical issues associated with cybersecurity.
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their business online. Evidence of resiliency would in-

clude signs that firms are nonplussed about revelations of

cyberespionage and OCO. If they view such actions as

par for the course and do not adjust levels of commerce

and online communication, they are likely to have confi-

dence in the underlying resilience of the internet. Evi-

dence for firm responses is both qualitative (e.g., public

statements made by corporate leaders) and quantitative

(e.g., online sales as a percentage of total business).

Therefore, unlike individual users, it is unclear that

increasing investment in cyberdefenses is a good indirect

measure of internet fragility. A sudden increase in spend-

ing in the wake of controversies might indicate a worri-

some sign of distrust, but could also signal that firms are

simply committed to the internet and doing what they

deem necessary to protect it preemptively, regardless of

any one particular controversy. By way of analogy, busi-

nesses often install new locks to keep out thieves without

waiting for an increase in local robberies.

In this regard, the behavior of information technology

(IT) firms is particularly important given their role in pro-

ducing and maintaining the technology that makes the

internet possible. Such firms have long cooperated with

the government on various issues relating to cybersecurity,

but often have mixed incentives. On the one hand, they

seek to maintain good relations because government agen-

cies are both regulators and consumers of their products.

However, they also have obligations to comply with lawful

orders, meaning they cannot shun agencies even if relations

are hostile. That said, there are limits to what is legally

required, and firms prefer to preserve an image of inde-

pendence. A reputation for being too close to the govern-

ment might increase fears of government intrusion and al-

ternatively decrease consumer confidence in their products

designed to keep the internet secure, reliable, and safe

from prying eyes. As a result, revelations of supposed state

misconduct might lead firms to move even further away

from their government counterparts for fear of losing do-

mestic and foreign market share. This in turn might dis-

courage the kind of public-private cooperation needed to

locate, arrest, and prosecute cybercriminals. The ultimate

result would be a lower level of internet security in general.

State Responses

Our third measure of fragility focuses on state responses

to revelations of US actions. States are particularly im-

portant because they have the ability to block user access

to large amounts of content. Such decisions could

“Balkanize” the internet, effectively destroying the goal

of an international forum for the free exchange of ideas,

goods, and services. A decline in interstate cooperation

would further inhibit responses to cybercrime, especially

if law enforcement requires joint efforts for seizing and

extraditing cybercriminals. More broadly, a decline in co-

operation could affect issues ranging from attribution of

cyberattacks to coordinated responses.

We measure state responses by evaluating interaction

changes with known practitioners of espionage and OCO.

States may view such actions as a normal part of political

life such that revelations are unlikely to affect their level of

cooperation. Espionage is nothing new, after all, and polit-

ical officials may brush off cyberspying as nothing more

than that which is politically routine. On the other hand,

the scope and potential consequences of such activities

might strike them as fundamentally different given the na-

ture of the technologies involved and their own increasing

dependence on the internet. If this is the case, states

may reduce ongoing cooperative efforts and abandon

new initiatives. This would represent an erosion of cyber-

security.

States can reduce cooperation in several ways. First,

they can limit the quality and quantity of participation in

law enforcement collaborations on cybercrime. Signifi-

cant criminal enterprises, such as botnets, often cross geo-

political borders and require multinational cooperation

to combat. We can trace variation in the breadth and

depth of this kind of collaborative law enforcement to as-

sess the second-order international effects of targeted

cyberoperations. If the effects are severe, we should see

fewer and less intensive joint efforts.

Second, states can reduce cooperation on incident re-

sponse. A variety of private sector and national computer

security incident response teams (CSIRTs) work to miti-

gate the damage of cyberattacks. They also serve a

prophylactic purpose by educating public and private sec-

tor actors about security risks and issuing advisories

about hardware and software vulnerabilities. Inter-

national cooperation among CSIRTs helps improve both

the speed and comprehensiveness of responses to mali-

cious attacks. Subsequently, a reduction in cooperation

could lead to more widespread and damaging attacks and

lengthen the average recovery time.

Third, states can back away from moves toward inter-

national regulatory harmonization on internet standards.

Specifically, they can reduce participation in multistake-

holder meetings that attempt to set rules on a range of

issues, including how to assign IP addresses and how to

restrict bulk email messages. As these issues devolve to

state authorities, it may prove increasingly difficult to co-

ordinate internationally on internet security. Routine col-

laboration may serve to grease the wheels for cooperation

on more sensitive issues. Habitual interaction on related

issues may facilitate efforts to shore up cybersecurity or

to respond to cyberattacks.
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The most serious responses are deliberate efforts to re-

duce state exposure to the internet in order to protect

against foreign intelligence gathering or sabotage. The

danger of such closures will increase if states believe that

exerting sovereignty online is the prudent response to a

world in which great powers are using cyberspace against

them. As one observer puts it, “The fundamental chal-

lenge of aspiring to a global, open Internet is that Beijing,

Moscow, and others see it as a threat to their national se-

curity and as inordinately benefiting Washington stra-

tegically, economically, and politically” (Segal 2016,

233). This problem might not stop with US adversaries.

Indeed, allies and neutral states might fear that they too

cannot escape the potential for cyberattacks. Just as cyber-

security is a nonexcludable public good, cyberinsecurity is

a nonexcludable public harm. Thus, they may raise their

own defenses, thereby creating a world of national intra-

nets, rather than a globally interconnected system, even at

the risk of substantial political and economic harm.

Incident Responses

In addition to behavioral responses, we employ technical

indicators to measure resilience. We first consider the

prevalence of and recovery from incidents themselves.

The Stuxnet attack triggered retaliatory attacks from Iran

against US banks and the oil company Saudi Aramco.

What was the effect of the denial-of-service attacks

against the banks, and did the harm persist or attenuate

over time? What was the response time for Saudi Aramco

to resume operations and recover from the lost data? If

the effects of such attacks were devastating and increas-

ingly severe, this would suggest fragility. If the victims

adapted to the attack and took steps to mitigate future

harm, it would be a sign of resilience.

In addition to retaliatory attacks, other types of technical

responses can be observed to gauge fragility or resilience. By

way of example, the network routing protocol border gate-

way protocol (BGP) remains vulnerable to impersonation

attacks that trigger temporary outages. While such attacks

cannot be prevented, they can set off a rapid international

response from network operators to correct the problem.

Subsequently, the prevalence of BGP outages is an indicator

of the ongoing tension between the defenders of computer

networks and those who seek to impose damage. If these

attacks take place with greater frequency, it suggests that the

internet is becoming more fragile. Likewise, stable or

decreasing response times suggest resiliency.

Finally, episodes of data breaches provide indirect evi-

dence about cybersecurity writ large. When firms lose

control of digital records containing personal informa-

tion, even if only temporarily, this indicates poor security

practices. Because most US states now require customer

notification when personal information is revealed, we

can reliably measure the frequency and severity of

breaches, along with responses. More losses imply inse-

curity if the numbers outpace in the total number of users,

as this reflects an inability to proactively adjust protection

measures as usage expands. The absolute number of data

breaches matters less than the loss of user information

relative to the growth of the internet.

Infrastructure Responses

Lastly, we examine how the information and computing

technologies infrastructure has changed. Stuxnet

exploited several known zero-day vulnerabilities, and the

Snowden revelations showed that such vulnerabilities

were sought and used by NSA. Hence, a natural way to

understand resilience is to examine the process of identi-

fying and fixing such flaws. For example, we can measure

the time between the discovery of vulnerabilities and

the publication and distribution of patches that plug the

holes. If most vulnerabilities are patched quickly and the

fixes are widely disseminated, this suggests resilience even

in the face of persistent state efforts to use them against

rivals.

While software vulnerabilities can be corrected by

installing a patch, secure system, configuration usually

requires more judgment and active participation from

those managing the infrastructure. For example, many

critical infrastructure operators connect industrial con-

trol systems to the internet, either for reasons of conveni-

ence or by accident. The Stuxnet attacks may have served

as a wake-up call to critical infrastructure operators that

they should take computer system security more

seriously. One way to measure this is to compare the

number of industrial control systems that are connected

to the internet now versus when the Stuxnet attack first

went public. If that number has fallen, it would be a sign

of resilience; if it has risen, it would indicate fragility.

Similarly, website operators can minimize exposure

by supporting encryption via a secure hypertext transfer

protocol (HTTPS). An increase in encrypted web traffic

suggests increased security and resilience by offering pro-

tections against surveillance and data breaches. A related

issue is the type of encryption supported by websites

implementing HTTPS. Before 2011, most HTTPS imple-

mentations did not guarantee perfect forward secrecy

(PFS). In effect, without PFS, an adversary who compro-

mised an encryption key could decrypt all traffic observed

that was encrypted using the key. However, some forms

of key exchange do achieve PFS. In this case, when an en-

cryption key is compromised, only communications from

JOSHUA ROVNER AND TYLER MOORE 191

D
ow

nloaded from
 https://academ

ic.oup.com
/jogss/article/2/3/184/4082200 by guest on 20 August 2022

Deleted Text: -
Deleted Text: -
Deleted Text:  
Deleted Text: -
Deleted Text:  increases
Deleted Text: ,


the current web session can be decrypted. Subsequently,

increased support for HTTPS communications with PFS

would indicate resilience.

Notably, not all infrastructure changes improve resili-

ency. Consider the effect of concentrations in the inter-

net’s routing topology. For a variety of reasons, Internet

service providers (ISPs) may choose to reduce the number

of public-facing internet connections (i.e., border

routers). Doing so makes the internet more fragile be-

cause it makes it easier for a single actor—be it a govern-

ment actor or individual attacker—to disrupt or surveil

internet connections. One could therefore measure the

changing topology by inspecting the routes advertised

using BGP.

Stuxnet and Snowden

For about two months beginning in late 2009, the Stuxnet

worm attacked Iranian centrifuges at the Natanz enrich-

ment plant. The centrifuges spin uranium gas at super-

sonic speeds in order to capture specific isotopes capable

of undergoing fission. The facility requires precise timing

to coordinate the actions of thousands of centrifuges,

which collect increasing amounts of fissile uranium as the

gas is fed and recycled. At the time of Stuxnet, this pro-

cess was particularly important to Iran as it was the only

facility enriching uranium to add to the Iranian stock-

pile.11 Sabotage to Natanz could slow or halt Iran’s effort

to accumulate sufficient fissile material for nuclear

weapons.

The Stuxnet attack was complex and clever. The oper-

ation was designed to cripple the accumulation of fissile

uranium in a manner that looked like normal wear and

tear. No one would suspect sabotage, leaving the facility

vulnerable to continued attacks. Pulling off such an oper-

ation required detailed knowledge of the control systems

at Natanz including the ability to report back, meaning

the first part of the operation was infiltrating the air-

gapped facility to install what became known as the

“Stuxnet beacon.” Once completed, the worm began to

start and stop the centrifuges to increase fatigue over a

period of months without alerting site engineers that any-

thing was wrong. Ultimately, the worm disabled around

Table 1. Political measures

Evidence of fragility Evidence of resilience

Users Flat or declining usage Rising usage

Flat or declining online purchasing Rising online purchasing

Reduced variety of online activities and plat-

forms

Increased variety of online activities and platforms

Reluctance to engage in political debate or share

personal information

Enthusiasm for political debate and willingness to share

personal information

Firms Public or private statements from corporate

leaders expressing doubt

Public or private statements from corporate leaders

expressing confidence

Lack of public statements demonstrating cyber-

security investment in response to OCO

Public statements demonstrating cybersecurity investment

in response to OCO

Flat or declining online sales as a percentage of

the total

Rising online sales as a percentage of the total

Flat or declining reliance on cyberspace for

intrafirm operations (e.g., supply chain man-

agement)

Rising reliance on cyberspace for intrafirm operations

Reduced willingness of IT firms to cooperate

with government

Continued willingness to cooperate with government

States Reduced international legal cooperation with

alleged authors of OCO

Steady or increasing legal cooperation

Reduced cooperation on incident response Steady or increasing incident response cooperation

Moves away from regulatory harmonization Enthusiasm for regulatory harmonization

Balkanization Openness

11 Iranian engineers did not begin feeding nuclear mater-

ial into the Fordow plant until late 2011 (International

Atomic Energy Agency 2013).
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one thousand centrifuges during the attack window, or

about one fifth of the total at Natanz.

Despite these clandestine efforts, private security firms

discovered the virus in June 2010. Observers soon began

debating the operational consequences. Some saw Stux-

net as a harbinger of new warfare and proof that

cyberattacks could cause meaningful physical damage.

Furthermore, they worried similar worms could become

weapons of the weak against industrial control systems in

large industrialized economies (Zetter 2014). Skeptics,

however, noted that very few states or nonstate actors

had the financial resources and technological where-

withal to choreograph such a complicated attack. More-

over, the attack itself had a small effect on Iran’s nuclear

program. Quite counterintuitively, Iran actually

increased its fissile material stockpile during the two

months the worm was operating. Seen in this light, Stux-

net suggests that OCO is a tool of the strong to score

small victories against the weak (Lindsay 2013; Valeriano

and Maness 2015).

Stuxnet ultimately spread far outside of Natanz. Fo-

rensic investigations found that it infected over 100,000

hosts in 155 states (Zetter 2011; Falliere, Murchu, and

Chien 2011). Keeping worms from spreading beyond

their intended target is inherently difficult, meaning

attackers risk such negative externalities. As one re-

searcher put it, malware is akin to chemical or biological

weapons, which are hard to control and potentially lethal

to foe and friend alike (Espiner 2012). In the aftermath of

Stuxnet, security analysts warned that future attacks

could have wide-ranging effects, including a cyberarms

race among states who might otherwise have worked to-

gether to strengthen the internet and norms inhibiting

OCO. “Rather than treating cyberspace as a neutral

realm of information exchange and innovation, Stuxnet

opened the doors for ongoing cyberwar—a siege that

puts critical civilian infrastructure at substantial risk”

(Landale and Meinrath 2015).

Similar concerns arose the following summer. In early

June 2013, the Guardian published a story on the NSA’s

collection of telephone metadata within the United States

(Greenwald 2013). This was the first of many revelations

over the next several months based on information stolen

by NSA contractor Edward Snowden. In addition to the

initial disclosure, Snowden revealed a wealth of classified

information about a variety of other signals intelligence

programs. Much of the controversy about the disclosures

had to do with the NSA’s domestic programs, especially

its metadata program. The majority of the revealed pro-

grams, however, were against foreign targets. It was these

programs as much as anything else that caused concern

that the United States and US-based technology compa-

nies were collaborating in ways that threatened the secur-

ity and reliability of the internet.

The Snowden revelations led some observers to con-

clude that the NSA was guilty of serious abuses that

betrayed the Constitution and threatened civil liberties.

Others argued that they highlight the degree to which the

notion of online privacy is an illusion. The NSA’s ability

to intercept commercial hardware and surreptitiously im-

plant custom devices, as well as its alleged effort to install

malware in firmware, suggests that its surveillance may

be both widespread and undetectable. The other accusa-

tions—that the NSA was stockpiling zero-days, looking

for backdoors, and undermining encryption—all add up

to a collective warning to users about the dangers of com-

municating online.12

The extraordinary events of 2012 and 2013 led critics

to warn that intelligence agencies were making a mockery

of the notion of an open, secure, and reliable internet.

According to one observer, “Year Zero” demolished the

Table 2. Technical measures

Evidence of fragility Evidence of resilience

Incident responses Slow recovery from attacks Rapid recovery from attacks

Operations not fully restored Operations fully restored

More frequent BGP attacks; slow responses Less frequent BGP attacks; rapid responses

Rising data breaches as a percentage of total users Flat or declining data breaches as a percentage of total

users

Infrastructure

responses

Software patches disseminated and applied

inefficiently

Software patches disseminated and applied efficiently

Increased number of industrial control systems

connected to the internet

Reduced number of connected industrial control

systems

Decrease in encrypted web traffic Increase in encrypted web traffic

12 For a good summary of these charges, see Segal (2016,

119–28). For an extended warning about the risks of sur-

veillance, see Schneier (2015).
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wistful notion of cyberspace as an apolitical domain. Ra-

ther, “nation-states around the world visibly reasserted

their control over the flow of data and information in

search of power, wealth, and influence, finally laying to

rest the already battered myth of cyberspace as a digital

utopia, free of conventional geopolitics. The assault on

this vision was comprehensive, global, and persistent”

(Segal 2016, 1).

But the reaction of users, firms, and governments sug-

gests the consequences were less severe. First, there is no

evidence that users backed away from online communica-

tions and commerce because of the Stuxnet and Snowden

revelations. The total number of worldwide internet users

rose from just over two billion in 2010 to over three bil-

lion in 2015. Around half a billion new users logged on

between 2011 and 2012, suggesting that there was no

widespread fear that Stuxnet or its successors would

threaten the integrity of the internet. Expansion contin-

ued apace even after the Snowden revelations (Statista

2015).

Users risk little for logging on, but they face more dan-

gers that are serious when they begin conducting busi-

ness. There is no evidence, however, that Stuxnet or

Snowden discouraged users from buying and selling on-

line. Retail e-commerce in the United States, for instance,

rose 3.8 percent from 2012 to 2013. In countries hit par-

ticularly hard by Stuxnet, like India, there is even evi-

dence that a majority of users were unaware of the attack

just months after the US role was revealed (Madaan

2012). This was certainly not for lack of media coverage,

as users simply might have been uninterested, nor did

firms change their behavior in the aftermath. Wholesale

and manufacturing sales online rose dramatically during

the same period (US Census Bureau 2015).

Furthermore, neither individual users nor firms

retreated from the internet despite fears of malware con-

tagion. Some increased their investment in various forms

of cybersecurity, a trend that has continued to the present

(Kim 2015). A smaller number also became interested in

encrypted communications, causing concern among intel-

ligence and law enforcement officials who feared that the

expansion of encryption would make it more difficult to

prevent attacks or prosecute criminals. This in turn set off

a particularly intense debate over the intersection be-

tween privacy and security in online communication. But

while end-to-end encryption techniques were impressive,

it was not clear they were widely in use or whether or not

the Snowden revelations produced a sudden surge of

interest.

To investigate whether or not mobile apps promising

secure communications have increased in popularity since

2013, we inspected historical rankings of the top 500

paid and top 500 free applications in the communications

category of Google Play, the Android app store. We col-

lected the top-1,000-ranked apps (500 free, 500 paid) on

July 1 of each year, from 2012 to 2016, as reported by

appannie.com. We counted all apps that included the

words “privacy,” “private,” and “encrypt” in their

name, excluding apps that were browsers or virtual pri-

vate networks (VPNs). In total, we found twenty-two pri-

vate SMS and phone apps.

Table 3 shows the breakdown by year. The total num-

ber of private communications apps grew from six in

2012 to thirteen in 2016. The top-ranked free application

also increased from 129 in 2012 to 99 in 2013, before

falling again from 2014 to 2015. During this time, the

popularity of the top-ranked free application, Signal

Private Messenger, which uses pairwise symmetric en-

cryption with keys known only to the users in communi-

cation, steadily increased. According to the Google Play

store, Signal was installed between one and five million

times since its introduction in 2012. While that is impres-

sive, it should also be put in context: the top apps on the

Google Play store have been installed between one and

five billion times. Notably, the use of private communica-

tions apps, while growing, has not expanded dramatically

since the Stuxnet and Snowden revelations.

While some individuals became more concerned

about cybersecurity, their numbers are small compared

with the overall growth of internet users. A cross-

national survey of college students, for example, found

that respondents were generally aware of the Snowden

revelations and that some had changed their online prac-

tices as a result. In particular, researchers found that stu-

dents who knew about Snowden took steps ranging from

changing privacy settings to reducing the use of personal

devices. But the specific changes are unclear. In New Zea-

land, for example, 59 percent of the respondents who

were aware of the controversy indicated that they had

altered their communications practices, but only 6 per-

cent elaborated on the particular steps. Likewise, roughly

half of the Spanish students reported doing everything

from paying more attention to changing privacy settings

and erasing personal data. But the study failed to report

the percentages of respondents who chose more or less

Table 3. Android private messaging or phone applications

2012 2013 2014 2015 2016

# apps (# free) 6 (3) 7 (5) 7 (6) 8 (5) 13 (9)

Top-ranked app 129 99 168 151 81

Median rank 326 326 122 189 294

Source: appannie.com.
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extreme measures. Moreover, it relied on small num-

bers—fewer than one hundred students responded in

more than half of the surveys—and it is unclear that

college students are representative of the larger popula-

tion. As the researchers acknowledge, their efforts reflect

a “snapshot” of perceptions and behaviors after Snow-

den, rather than a detailed analysis of users’ communica-

tions practices (Adams et al. 2015; Gunasekara et al.

2015; Oliva et al. 2015).

Other studies have found that user behavior changed

after 2013, though the effects again appear quite modest.

Almost two years after the Snowden revelations, the Pew

Research Center conducted a survey to measure Ameri-

can responses to accusations of government surveillance.

The survey found that while nine out of ten Americans

had heard about the controversy, only three out of ten

had changed their behavior online. Moreover, the steps

they took were often restricted to simple measures like

selecting passwords that were more complex. Only a mi-

nority of respondents took steps that were more stringent.

For example, 15 percent reported using social media less

often and 14 percent said they were communicating more

in person (Rainie and Madden 2015). A separate survey

found that similarly sized groups were avoiding online

searches for terms that might be personally embarrassing

or politically dangerous. Most importantly, data from

Google Trends showed roughly a 10 percent decline in

search terms that might lead to government scrutiny, and

a somewhat smaller decline for search terms that might

be embarrassing. This is evidence that intelligence revela-

tions did produce a “chilling effect,” but only for a small

minority of individual users (Matthews and Tucker

2015).

Firms responded to the news of Stuxnet in different

ways. Unsurprisingly, those offering cybersecurity serv-

ices pointed to the worm as another sign of the growing

dangers online. The more interesting question is whether

the broader business community changed its attitude

toward cooperation with the government. Such cooper-

ation is crucial not least because firms possess threat in-

formation based on attacks on their networks. This infor-

mation is important for states as they develop threat

profiles of foreign attackers, which is important for

defending the private and public sectors.

The involvement of state actors did cause concern

among some firms that worried whether or not they could

keep up a suitable defense against military-backed adver-

saries. At a meeting of industry leaders and researchers

convened by the Department of Homeland Security

(DHS) to discuss impediments to the adoption of

cyberinsurance, a “plurality of the participants” deemed

as uninsurable due to “catastrophic risks for which most

believed the federal government should be responsible”

including state-sponsored computer viruses (US Depart-

ment of Homeland Security 2012). Attendees also noted

that some insurers had already begun excluding from

coverage acts of cyberwar, though it is unclear whether a

Stuxnet-like attack would fall under cyberwar.

We do not observe clear evidence that firms changed

their behavior with respect to public-private partnerships

related to cybersecurity. Quite simply, information shar-

ing between the private and public sectors was problem-

atic long before Stuxnet or Snowden. A 2010 Govern-

ment Accountability Office report noted that most

private sector companies felt the US government was not

providing timely and actionable cybersecurity threat in-

formation (US Government Accountability Office 2010).

Furthermore, many private sector firms were reluctant to

share information with the federal government due to li-

ability concerns and fear of public disclosure. If anything,

coordination may have improved in recent years, despite

Stuxnet, because DHS has made concerted efforts to meet

the expectations of private-sector firms. Sector-specific

information sharing and analysis centers continue to op-

erate, though no public data is available on whether

membership has grown.

Useful data regarding this interaction comes from

large tech companies, which regularly publish the number

of requests for user data made by governments and

courts.13 We analyzed data published by Google, Apple,

Microsoft, and Facebook. Figure 1 plots Google’s com-

pliance rate over time for a selection of states. Here the

compliance rate is defined as the percentage of govern-

ment requests that result in data turnover. Overlaid on

the plot are indications of when Stuxnet and the Snowden

disclosures were first made public. While there is consid-

erable variation in compliance by the requests’ country of

origin, fulfillment is relatively steady over time. Requests

from the United States have the highest level of compli-

ance, though the rate has declined from more than 90 per-

cent in the second half of 2010 to around 80 percent

today. Requests from India, by contrast, have declined

from 80 percent to around half. Most noteworthy,

though, cooperation between Google and other countries

post-Snowden has not diminished, even though Google

arguably has incentives to resist cooperation in order to

regain consumer trust.

13 Secondary analysis and amalgamation of data gathered

from https://www.google.com/transparencyreport/userda

tarequests/, https://govtrequests.facebook.com/, https://

www.microsoft.com/about/csr/transparencyhub/lerr/,

https://www.apple.com/privacy/transparency-reports/.
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Figure 2 examines the global compliance rate with

law enforcement requests for data from four major US

tech companies. Apple, Facebook, and Microsoft began

publishing data on law enforcement requests around the

same time that the Snowden disclosures surfaced. This is

likely not a coincidence and might have been an attempt

to regain customer trust through increased transparency.

Nonetheless, the companies continued to cooperate with

law enforcement at similar rates over time. Again, this

suggests that, for government interaction, firms have not

substantially changed their behavior.

Many of the first responders to cyberincidents work

for CSIRTs. Governments run some CSIRTs; sectoral

groups, private firms, and software vendors run others.

CSIRTs process reports of newly discovered vulnerabil-

ities, including the Stuxnet attack, and share findings

with affected vendors and the public. Successful CSIRTs

have gained the trust of those who discover software

flaws, leading some to fear that Stuxnet may reduce that

trust. Indeed, in a study of CSIRT activity conducted in

2015, Skierka et al. (2015) found that “in interviews,

most practitioners noted that even the suspicion of

complicity with questionable law enforcement or intelli-

gence practices could be enough to ruin trust in teams

and undermine cooperation” (21).

Stuxnet likely contributed to the explosion of “bug

bounty” programs, in which technology firms offer finan-

cial rewards to researchers who find vulnerabilities in

their software. While this was a natural response, firms

were reticent to explain their motives. For example, while

not explicitly acknowledging Stuxnet, Google established

a bug bounty program in November 2010 (Google n.d).

Other firms followed thereafter, indicating that such pro-

grams might function as public signals demonstrating

firms’ cybersecurity investments. Such commitments im-

prove resiliency and patch vulnerabilities, including

threats like Stuxnet.

States responded to Stuxnet by increasing investment

in offensive and defensive cybersecurity techniques, but

few reduced cooperation with the United States. By way

of example, the FBI published nearly 700 press releases

about ongoing and completed cybersecurity investiga-

tions from 2004 to 2016. Of these, 121 included some

international law enforcement cooperation, ranging from

arrests and interdictions to collaborative investigations.

More than half of all instances of cooperation occurred

Figure 1. State-level breakdown of Google’s compliance with requests for user data.
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after US involvement in Stuxnet was revealed in June

2012. The expansion of internet usage makes a rise in co-

operative efforts likely, to be sure, because more cyber-

crime means more cyberinvestigations. Still, the evidence

does not suggest that revelations of US OCOs affected the

willingness of other states to work with American law en-

forcement.14

Consider the reactions of a US ally (Great Britain), an

affected third-party (India), and an adversary (China).

British commentators sounded the alarm about Stuxnet

as soon as the US role was apparent and warned that the

worm signaled the start of a dangerous new era in com-

petitive cyberattacks. Corera (2015a) wrote that unleash-

ing Stuxnet was akin to crossing the digital Rubicon, and

Lucas (2015) worried that the attack presaged a digital

Pearl Harbor. In response, many argued that the best way

forward was an open discussion about risks and efforts to

create international norms that would constrain wanton

cyberattacks. The risks of unintended consequences and

collateral damage were perceived as too great to treat

OCO as just another weapon. Writing in the Financial

Times, Glenny (2012) predicted “we will rue Stuxnet’s

cavalier deployment.” Writing in the Guardian,

Chatterjee (2012) called for a “computer virus nonprolif-

eration treaty” in order to prevent instances like Stuxnet.

Therefore, the establishment of international norms be-

came necessary.

British leaders, however, were more sanguine. While

they increased investment in cyberdefenses, they also

increased investment in OCO. Their attitude was that of-

fensive cyberattacks were inevitable and they needed to

prepare accordingly. Shortly after Stuxnet, the House of

Commons Intelligence and Security Committee issued a

report calling for better defenses and new offensive capa-

bilities (Whitehead 2012). The defense secretary

announced the creation of a new “cyber strike force” the

following summer, and the military unveiled a new UK

Joint Force Cyber Group to consolidate activities across

services (Walters 2013; Corera 2015a). More recently,

Chancellor George Osborne announced a new investment

of £1.9 billion for defense OCO (Savage and Dean 2015).

The initial fears of externalities caused by OCO seem to

have had little effect on policymakers.

Figure 2. Global compliance rates with law enforcement requests for data from Google, Apple, Microsoft and Facebook.

14 Press releases downloaded from https://www.fbi.gov/

collections/cyber. Dataset available from http://tyler

moore.ens.utulsa.edu/FBIartco.xlsx.
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There is also no evidence that London reduced co-

operation with the United States. In the days after Stuxnet

was revealed, British intelligence chief Jonathan Evans

warned that “vulnerabilities in the Internet are being

exploited by . . . states.” Interestingly, he was referring to

China and Russia and made no indication that he or any

other official opposed the US operation (Financial Times

2012).15 Later, Prime Minister David Cameron and Presi-

dent Obama announced a series of joint war-games spe-

cifically designed to test cyberdefenses and infrastructure

security (Dean 2015).

The same pattern held in India, one of the states most

affected by Stuxnet. While Iran was the intended target,

thousands of Indian computers were likewise infected.

Commentators sounded the alarm about what the attack

meant for Indian cybersecurity. Citing a report that more

than 80,000 computers were affected, one technology

writer concluded that India was “caught in the crossfire”

of a “global cyber war” that could lead to “massive col-

lateral damage” (Anwer 2012). Nonetheless, Indian

leaders did not express anger with the United States or

reservations about continued cooperation with their

American counterparts. Like the British, they saw Stuxnet

as a useful warning about how future cyberattacks might

threaten industrial systems and infrastructure and

expressed concern that China in particular might exploit

defensive gaps. They seemed resigned to a future in which

cyberattacks are inevitable and moved to improve their

capacity to both defend against them and to fight back.

Indeed, Stuxnet led to a flurry of activity designed to

improve security and rationalize the use of OCO. The

military created joint cybersecurity commands, the prime

minister’s office created the position of a national cyber-

security coordinator, the government stepped up efforts

to recruit young hackers, and the Defense Intelligence

Agency and National Technology Research Organization

were given lead authority in exploring OCO (Joseph

2012; Bagchi 2012; Times of India 2013; Pandit 2013;

Relia 2016).

The Chinese response was somewhat different. Like

their counterparts in India and the UK, Chinese leaders

saw Stuxnet as a wakeup call. Chinese infrastructure was

particularly at risk because Chinese technology lagged be-

hind the West (Li 2014). In July 2012, the state council

released an update to its decade-old cybersecurity policy

that emphasized China’s glaring deficiencies compared to

its rivals. It warned that the “broadband information in-

frastructure development gap with developed countries

has widened; the level of government information sharing

and business collaboration is not high; (and) the core

technology is controlled by others” (Lindsay 2015,

12–13). Uncoordinated cybersecurity policies and weak

infrastructure defenses exacerbated vulnerabilities to

attacks like Stuxnet, and Chinese leaders were eager to re-

solve them quickly.

Initially, their response was similar to their reaction

after the Persian Gulf War in 1991, when Chinese mili-

tary leaders were awestruck and dismayed at US military

technology and convinced they needed to emulate Wash-

ington’s military “transformation” with their own

modernization effort (Christensen 2001). The Chinese

Communist Party (CCP) set up a small group of political

leaders in February 2014 under President Xi Jinping, an

indication of the importance with which the party viewed

the issue. As Xi put it at the time, “there is no national se-

curity without internet security, and there is no modern-

ization without informatization” (Li 2014; see also Segal

2014). China also began investing in academic research

on cybersecurity to mitigate a series of technological and

organizational problems (Li and Xu 2015). These steps

are similar to the reaction among US allies and third par-

ties. The possibility of cyberattack, they believe, is a fact

to be reckoned with, and investment in better cybersecur-

ity capabilities is the necessary response.

However, China went further. Beijing used the epi-

sode to emphasize what it calls “internet sovereignty”

(Zheng 2015). According to Chinese leaders, responsible

states have no choice but to patrol their virtual borders

against malicious actors who spread disinformation or at-

tack Chinese facilities via OCO. Modern states jealously

guard their physical borders, they argue, so why should

the internet be any different? Chinese leaders were quick

to emphasize the need for better defenses given that Stux-

net disabled systems at a high security and air-gapped fa-

cility. Their responses also came at a time in which US

leaders were more aggressively blaming China for

cyberespionage against the United States. Cooperative

efforts, like the US-China Cyber Working Group, were

temporarily suspended (Gady 2016).

Although less information is currently available on

the technical measures outlined above, the available data

suggests resilience. The incident responses we can meas-

ure thus far do not indicate internet fragility. The distrib-

uted denial-of-service (DDoS) attacks launched on US

banks by Iran in retaliation for Stuxnet steadily attenu-

ated. The attacks, dubbed Operation Ababil, occurred in

three distinct phases, and by the last phase, the attacks

15 Critics of a deal to give a Chinese firm minority stake in

a proposed nuclear power plant also warned that this

might open the door to cyberattacks on Britain’s energy

infrastructure. Their fear was not technology, per se,

but with specific adversaries (Macalister 2013).
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were less frequent and easier for banks to manage

(Schwartz 2013). Additionally, security firms have

reported that the outage duration for DDoS attacks has

fallen, and that the response times had improved the most

for the financial sector. This was the area specifically tar-

geted by Iran (Kitten 2015).

Research on data breaches has found that despite

media claims, there is no evidence that the frequency of

data breaches increased between 2005 and 2015, nor did

the number of records breached increase during that time

(Edwards, Hofmeyer, and Forrest 2015). Wheatley et al.

(2016) draw similar conclusions about the relatively con-

stant rate of data breach occurrence, though they do ac-

knowledge that the magnitude may be increasing.

Infrastructure responses also indicate resilience.

Encrypted web traffic spiked following the Snowden dis-

closures. By some estimates, it more than doubled (Finley

2014). Many popular websites changed their defaults so

that incoming connections were encrypted over HTTPS,

including Google and Facebook. Additionally, support for

perfect forward secrecy (PFS) in HTTPS has skyrocketed.

According to the SSL Pulse, in October 2013, 54 percent

of popular websites tracked did not support PFS at all, 42

percent supported only some suites, and just 4 percent of

websites were supported in browsers. By May 2016, only

20 percent lack any support and 54 percent of websites

used forward security elements (FSE) by default in popu-

lar browsers (Trustworthy Internet Movement 2017).

Three broad conclusions flow from this analysis. First,

Stuxnet did not change the behavior of most internet

users, despite the fact that it affected many countries out-

side the intended target. Only one in ten users took steps

to reduce exposure to government surveillance or other-

wise reduce online activities. Notably, the number of

users in this category is likely smaller than the number of

first-time users since 2013. Second, firms responded by

establishing their own programs to acquire vulnerability

information for defensive purposes and continued to re-

sist sharing cyberthreat information with governments as

they had done prior to Stuxnet. This suggests that while

firms were attuned to the events, they did not fundamen-

tally change their behavior in the aftermath. Finally,

states seem to have perceived the case as a cautionary tale

about infrastructure vulnerabilities and subsequently

invested in improving defenses. They also invested in

more offensive capabilities, suggesting they are resigned

to the possibility of cyberattacks in the future as a normal

piece of contemporary international politics. In fact, they

did not stop cooperating with the United States once

implicated in Stuxnet, suggesting that the internet can

flourish as an environment where complex attacks are

possible, even expected, but not dismantling. China’s

move toward “internet sovereignty” challenges this view,

but its policies may be less a consequence of Stuxnet than

part of a larger story about an aspiring great power trying

to increase its own influence and assert itself as an alter-

native to the US-led liberal order.

State responses after the Snowden revelations were

more significant. The news made US officials appear hypo-

critical given that Washington was simultaneously pushing

for norms governing acceptable conduct online. As one

critic noted, “In light of the Snowden disclosures, the

United States is poorly placed to persuade other actors of

its good faith or its commitment to shared interests and val-

ues” (Farrell 2015). The combination of US power, its ag-

gressive attempts to manipulate cyberspace, and its seem-

ing hypocrisy all gave states good reason to turn inward.

Nonetheless, there is not much evidence that states

stopped cooperating with US agencies on cybersecurity

issues. Relations recovered quickly even in cases where

the rhetorical gap was largest. Brazil, in particular, aims

to be a leader in global internet governance and empha-

sizes multistakeholder models of internet governance that

challenge traditional hierarchical organization. Such

models favor an evolutionary approach that invites a

wide array of actors to participate, often encouraging the

utopian ideals of an open and apolitical domain unsullied

by government restrictions. The accusation in July 2013

that the NSA had been collecting information on millions

of Brazilians hit particularly hard. Brazil’s senate

announced an investigation of the United States and the

foreign ministry announced it would work through the

United Nations (UN) to “guarantee cybersecurity that

protects the rights of citizens.” (Segal 2016, p. 214)

Things only got worse after further revelations that the

NSA had intercepted President Dilma Rousseff’s tele-

phone calls and emails. Speaking at the UN, Rousseff

accused the United States of violating international law

and suggested its behavior hinted of authoritarianism

(Segal 2016, 214). However, the acrimony was short-

lived, and less than two years later, Rousseff travelled to

Washington to meet with President Obama, where both

pledged to resume cybersecurity cooperation (Obama

and Rousseff 2015). This suggests that while intensive

spying may have a short-term effect on political relations,

even intense disputes do not undermine long-term inter-

net security cooperation.

For China, Snowden’s revelations may have broad-

ened the appeal for internet sovereignty. Policymakers in

Switzerland, South Korea, and elsewhere have spoken of

the need to “de-Americanize” the internet (Segal 2016,

154). This does not mean the end of cooperation, but

does suggest that other states see new reasons to reduce

US influence over internet governance. This is akin to
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other policy domains where states are technologically

interdependent, yet seek alternatives as a way of hedging

reliance on great power partners. Small states rely on the

United States for satellite imagery and signals intelligence,

for instance, yet seek to cultivate their own sources and

do not always cooperate fully with US overtures. In this

regard, questions about cyberspace may be moving

toward a more familiar brand of international relations

in which autonomous states continually wrestle with one

another for influence and autonomy, while simultan-

eously recognizing that for practical and technological

reasons they cannot go it alone. As some observers pre-

dicted the return of politics long before Snowden, his

actions have likely sped up the process (Mueller 2008).

Reactions to the Snowden disclosures mirrored

broader political relations. On the one hand, close allies

of the United States were more likely to defend the NSA

than adversaries. British Prime Minister David Cameron

castigated the Guardian for its role in disseminating

Snowden’s information, while simultaneously question-

ing the meaning of the leaks. Where some saw nefarious

deeds, he saw something much more benign. As Cameron

stated in January 2014, “I think the public reaction as I

judge it has not been one of ‘shock horror!’ but one of

‘intelligence agencies carry out intelligence work: good’”

(Wintour 2014). On the other hand, allies with more dif-

ficult political relations, especially Germany, were not so

charitable. And adversaries like China and Russia took

an exceedingly dim view of the NSA, while simultan-

eously using the controversy to deflect attention from

their own cyberactivities. Subsequently, the combined im-

pact of Stuxnet and the Snowden revelations likely

encouraged states to accelerate their own cybersecurity

capabilities. Notably, though, there is little evidence that

states have reduced cybersecurity cooperation, or that the

short-term political damage from Snowden has led to the

kind of Balkanization that could permanently cripple the

internet.

Summary

We develop new measures for assessing whether or not

the underlying technology is physically capable of

absorbing cyberattacks, while focusing on the importance

of political perceptions following cyberattacks in deter-

mining cybersecurity policy. Our measures of fragility

show that while Stuxnet and Snowden have had import-

ant consequences, the system itself has proven resilient.

Users have not lost enthusiasm for communicating on-

line, despite repeated warnings about privacy violations

and vulnerability to surveillance. The most important

consequence seems to have been a small reduction in web

searches for sensitive terms, though it is unclear whether

the result lasted beyond the first few months after the

scandal broke. And while firms have elected to pursue

defenses on their own and have maintained a skeptical

view toward cooperation with governments on cyber-

threats, such strained relations predate the Stuxnet and

Snowden controversies. Finally, while states have

increased efforts to shore up their cybersecurity capabil-

ities in the aftermath of Stuxnet and Snowden, they have

not reduced cooperation on cybersecurity in general.16

Cybersecurity may have elements of a global public

good, but this article demonstrates that scholars should

be investigating rather than assuming that the mainten-

ance of global public goods requires hegemonic leader-

ship. The two cases we examine show cybersecurity to be

resilient even when the hegemon is not playing by the

rules. The policy implications are straightforward. The

system appears resilient and self-sustaining even under

stress. The expanse of the internet—a hodge-podge of

state institutions, international coordinating bodies, and

private firms—may make US control unworkable even if

desirable. Such resiliency means, however, that United

States efforts to protect its national security, even devel-

oping offensive tools for cyberspace, may not have the

deleterious trade-offs on cybersecurity that HST would

expect. A number of legal, political, and operational fac-

tors influence decisions regarding intelligence collection

and OCOs. None of these factors should be taken lightly,

and the preceding discussion is not meant to offer policy-

makers a green light for any and all cybersecurity policies.

Our findings nonetheless suggest that policymakers

should not be overly concerned that their actions will

lead to significant harm to the internet.
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