# Domain Decomposition for Multiscale PDEs 

I.G. Graham, P. Lechner and R. Scheichl

# Bath Institute For Complex Systems 

Preprint 11/06 (2006)

# Domain Decomposition for Multiscale PDEs* 

I.G. Graham ${ }^{\dagger}$ P. O. Lechner ${ }^{\ddagger} \quad$ R. Scheichl ${ }^{\S}$


#### Abstract

We consider additive Schwarz domain decomposition preconditioners for piecewise linear finite element approximations of elliptic PDEs with highly variable coefficients. In contrast to standard analyses, we do not assume that the coefficients can be resolved by a coarse mesh. This situation arises often in practice, for example in the computation of flows in heterogeneous porous media, in both the deterministic and (Monte-Carlo simulated) stochastic cases. We consider preconditioners which combine local solves on general overlapping subdomains together with a global solve on a general coarse space of functions on a coarse grid. We perform a new analysis of the preconditioned matrix, which shows rather explicitly how its condition number depends on the variable coefficient in the PDE as well as on the coarse mesh and overlap parameters. The classical estimates for this preconditioner with linear coarsening guarantee good conditioning only when the coefficient varies mildly inside the coarse grid elements. By contrast, our new results show that, with a good choice of subdomains and coarse space basis functions, the preconditioner can still be robust even for large coefficient variation inside domains, when the classical method fails to be robust. In particular our estimates prove very precisely the previously made empirical observation that the use of low-energy coarse spaces can lead to robust preconditioners. We go on to consider coarse spaces constructed from multiscale finite elements and prove that preconditioners using this type of coarsening lead to robust preconditioners for a variety of binary (i.e. two-scale) media model problems. Moreover numerical experiments show that the new preconditioner has greatly improved performance over standard preconditioners even in the random coefficient case. We show also how the analysis extends in a straightforward way to multiplicative versions of the Schwarz method.
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## 1 Introduction

In this paper we propose and analyse new domain decomposition preconditioners for finite element discretisations of boundary-value problems for the model elliptic problem

$$
\begin{equation*}
-\nabla \cdot(\mathcal{A} \nabla u)=f, \tag{1.1}
\end{equation*}
$$
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with homogeneous Dirichlet boundary data in a bounded polygonal or polyhedral domain $\Omega \subset \mathbb{R}^{d}$, $d=2$ or 3 . The matrix-valued function $\mathcal{A}(x)$ is assumed isotropic, symmetric positive definite and satisfies

$$
\begin{equation*}
\alpha(x)|\xi|^{2} \leq \xi^{T} \mathcal{A}(x) \xi \leq c \alpha(x)|\xi|^{2}, \quad \text { for all } \quad x \in \Omega, \quad \xi \in \mathbb{R}^{d} \tag{1.2}
\end{equation*}
$$

with some fixed (moderate) positive constant $c>0$. The scalar coefficient function $\alpha$ (describing the eigenvalues of $\mathcal{A}$ ) is assumed to be bounded above and below on $\Omega$ by positive numbers, but is otherwise allowed to be highly variable. Our methods will be suitable for unstructured heterogeneous media occurring in applications such as groundwater flow and oil reservoir modelling, where such situations commonly arise.

Although there is an enormous literature on domain decomposition for (1.1) (see, for example $[29,5]$ and the references therein), the strongest results require that the coarse grid is constructed to resolve all large jumps in $\alpha$. To explain these results briefly, consider the discretisation of (1.1) using continuous piecewise linear finite elements on a mesh $\mathcal{T}^{h}$, yielding a system of linear equations:

$$
\begin{equation*}
A \mathbf{u}=\mathbf{f} \tag{1.3}
\end{equation*}
$$

where the stiffness matrix $A$ depends on the mesh and also on the function $\alpha$. Let us restrict (for this introduction) to the scalar case $\mathcal{A}(x)=\alpha(x) I$. If the mesh is shape-regular with global mesh diameter $h$, then it can easily be shown that, without preconditioner,

$$
\begin{equation*}
\kappa(A) \leq C \sup _{x, y \in \Omega}\left(\frac{\alpha(x)}{\alpha(y)}\right) h^{-2} \tag{1.4}
\end{equation*}
$$

where $\kappa$ denotes condition number and $C$ is a generic constant independent of $h$ and $\alpha$. The (commonly used) two-level additive Schwarz method introduces a coarse mesh $\mathcal{T}^{H}$, and then extends each coarse element to produce a set of overlapping subdomains with overlap $\delta$. The action of the corresponding preconditioner $M_{A S, 2}^{-1}$ is (essentially) obtained by inverting $A$ in each of the overlapping subdomains and also inverting the projection of $A$ onto a suitable space of functions (for example piecewise linears) on the coarse mesh, and then summing these partial inverses (see e.g. [29, §3]). Under standard assumptions, one may then prove the improved estimate:

$$
\begin{equation*}
\kappa\left(M_{A S, 2}^{-1} A\right) \leq C \max _{p} \sup _{x, y \in \omega_{p}}\left(\frac{\alpha(x)}{\alpha(y)}\right)\left(1+\frac{H}{\delta}\right) \tag{1.5}
\end{equation*}
$$

where $\omega_{p}$ denotes the union of all the coarse mesh elements which touch the $p$ th coarse mesh node. The estimate (1.5) illustrates the well-known fact that the ill-conditioning with respect to mesh refinement $(h \rightarrow 0)$ in (1.4) is removed by preconditioning, provided $\delta$ is sufficiently large compared to $H$. Moreover, if $\alpha$ has small variation on each $\omega_{p}$, then we are guaranteed "robustness" with respect to $\alpha$. Related results (but not special cases of (1.5)) in fact show robustness with respect to large jumps in $\alpha$, provided these jumps are resolved by the coarse mesh (see, for example [5] or [25] and many references therein). On the other hand if we consider a "binary medium" of two materials, characterised by $\alpha_{1}=1$ and $\alpha_{2}=\hat{\alpha} \rightarrow \infty$, and we put some of each material into at least one element of the coarse mesh, then (1.5) allows the condition number to grow with $O(\hat{\alpha})$ as $\hat{\alpha} \rightarrow \infty$ and this is indeed what happens in practice. Such situations are very common for complicated heterogeneous media.

All may not be lost in the case when the coarse mesh fails to resolve jumps in $\alpha$ : If there are not too many such unresolved interfaces, then iterative solvers may still work well,
even though the preconditioned matrix is ill-conditioned. This is because the preconditioning often produces a highly clustered spectrum with relatively few near-zero eigenvalues - an advantageous situation for Krylov methods. Results about such clustering phenomena and related "deflation" methods can be found, for example, in [15, 14, 2, 30].

However none of these results are useful in the case when $\alpha$ varies rapidly throughout the whole domain $\Omega$ and that case is the focus of the present paper. Our purposes here are (i): to devise a flexible theory which explains more precisely than (1.5) the behaviour of additive Schwarz preconditioners when large variations in coefficients are not resolved by the coarse grid and (ii): guided by the results of (i), to propose and analyse more robust coarse spaces which enhance the performance of preconditioners in this case.

To achieve aim (i), in $\S 3$ we prove several new condition number bounds for general domain decomposition methods in the presence of strongly varying coefficients. As an example, a special case of Theorem 3.9 below yields an estimate of the following form for the two level additive Schwarz preconditioner:

$$
\begin{equation*}
\kappa\left(M_{A S, 2}^{-1} A\right) \leq C \pi(\alpha) \gamma(1)\left(1+\frac{H}{\delta}\right)+\gamma(\alpha) \tag{1.6}
\end{equation*}
$$

where $H$ is the coarse mesh diameter and $\delta$ is the minimum of the overlap parameters for the subdomains. (Here the coarse mesh and the subdomains are not required to be directly related.) Most importantly, the functions $\pi(\alpha)$ and $\gamma(\alpha)$ are novel "robustness indicators" which indicate, respectively, how well-chosen the overlapping subdomains and the coarse space basis functions are with respect to the coefficient $\alpha$ : in many cases $\pi(\alpha)$ and $\gamma(\alpha)$ may be bounded independently of $\alpha$ even if $\alpha$ is not resolved by the coarse mesh. As we shall explain, the most important of these indicators is $\gamma(\alpha)$, and $\gamma(\alpha)$ is robust to large variations in $\alpha$, provided the coarse space basis functions are chosen to have bounded $H^{1}$ energy with respect to the weight function $\alpha$. Therefore, to achieve aim (ii), we propose (in $\S 4$ ) coarse spaces based on the concept of "multiscale finite element methods". These are $\alpha$ - discrete harmonic functions (i.e. solutions of the homogeneous version of (1.1) in each coarse grid element) and were previously proposed as tools for approximation of multiscale PDE problems (see [17, 18] and [11]). Here we use the concept instead as a tool for constructing coarse spaces for two-level preconditioners which are better than standard piecewise polynomial coarse spaces in the case of highly variable $\alpha$. Our analysis is very different to that in $[17,18]$, since we do not work in the classical periodic homogenisation framework.

The multiscale basis functions of [17] require boundary conditions on each coarse mesh element and in $\S 4$ we study the use of both the linear and the "oscillatory" boundary conditions proposed in [17]. (The latter involve solving the restriction of PDE (1.1) on the boundary of each coarse grid element.) We prove that the coarse space robustness indicator $\gamma(\alpha)$ depends only on values of $\alpha$ near boundaries of coarse grid elements. For binary media in 2D we also consider oscillatory boundary conditions (subject to some technical assumptions on $\alpha$ ). We show that, even if $\alpha$ varies rapidly along boundaries between coarse grid elements, $\gamma(\alpha)$ can still be bounded independently of $\alpha$.

These results are illustrated computationally in $\S 5$, where we also show that bounding the partition robustness indicator $\pi(\alpha)$ with respect to $\alpha$ is essentially equivalent to requiring that the overlap of subdomains is sufficiently large. In $\S 5$ we also investigate empirically how our new methods perform in the case of random media. In particular we show that for a coefficient $\alpha$ taken as the realisation of a particular (commonly used) log-normal Gaussian random field with high variance and small length scale, the multiscale coarse spaces with
oscillatory boundary condition can perform more than four times faster than the standard linear coarse spaces. We also show computationally that the extra set-up time needed to compute the multiscale basis functions turns out to be insignificant.

Turning to previous results in this field, we first note that coarse spaces defined using multiscale finite elements yield coefficient-dependent prolongation operators which may be seen as particular examples of the "matrix dependent prolongations" appearing in the multigrid literature (e.g. [8]). Similar prolongations have been proposed in the context of non-overlapping (Schur complement-based) domain decomposition methods in $[3,13]$ where their benefit for heterogeneous and anisotropic problems is demonstrated empirically. The fact that our coarse space robustness indicator depends on the energy of the coarse space basis functions (in the $\alpha$-weighted $H^{1}$ seminorm) resonates with earlier work on energy-minimising coarse spaces in multigrid methods. In 1D the energy minimisation can be achieved exactly by solving local homogeneous boundary-value problems [31]. In higher dimensions, nodal coarse mesh freedoms have to be somehow interpolated onto the boundaries of coarse elements before suitable homogeneous boundary-value problems can be formulated. Instead of solving local boundaryvalue problems, [31] proposes to compute energy-minimising coarse spaces by solving global constrained minimisation problems. This leads to an additional large global problem, but a fairly crude approximate solution (based on a few PCG iterations) still yields good results in experiments. The importance of energy minimisation is also one motivation in the AMG-type algorithms of [19]. Here a recursive algorithm to solve the constrained minimisation problem of [31] is proposed. Numerical illustrations for Poisson and elasticity problems are given, but heterogeneity is not a focus in [19]. None of the papers [3, 13, 31, 19] obtain condition number estimates or a rigorous convergence theory such as we shall present here.

To our knowledge the connection between multiscale finite elements and robust preconditioners has been explored only once before in [1]. Here preconditioners for Schur-complement type interface problems arising from (1.1) are proposed and a partial analysis which makes use of classical periodic homogenisation theory is carried out. In particular [1] points out the theoretical importance of certain inequalities in the $\alpha$-weighted $H^{1}$ norm, which are similar to those which we analyse in detail in $\S 3$. Here we do not require periodicity and do not appeal to the homogenisation theory. More generally, there is a fairly large literature on iterative solution of discretisations of classical periodic homogenisation problems - see, for example, $[12,24,6]$ and the references therein.

Although the main thrust of this paper concerns preconditioners for highly variable $\alpha$, the result (1.6) also contains some novelty even when $\alpha$ is constant (or moderately varying). This is because the $H$ in (1.6) is the coarse mesh diameter. The diameters of the subdomains on which the local solves are done do not appear explicitly in this estimate. In other theories in which classical estimates such as (1.5) are proved, $H$ is either explicitly or implicitly assumed to be of the same order as the subdomain diameter (e.g. [29]) or the coarse mesh diameter and subdomain diameters are completely unrelated (as in [4]), but then the second term on the right-hand side of (1.5) has to be changed to $\left(1+\frac{H}{\delta}\right)^{2}$.

Finally we mention that some earlier results related to those in this paper are in [16, 22]. Moreover the theoretical approach explored here has been very recently extended to the case of aggregation-type algebraic coarsening procedures in [26, 27] where robustness in the case of highly-variable coefficients is also proved.

## 2 Preliminaries

Let $\Omega$ be a bounded, open, polygonal (polyhedral) domain in $\mathbb{R}^{2}$ or ( $\mathbb{R}^{3}$ ) with boundary $\partial \Omega$ and let $\mathcal{T}^{h}$ be a family of conforming meshes (triangles in 2D, tetrahedra in 3D), which are shape-regular as the mesh diameter $h \rightarrow 0$. A typical element of $\mathcal{T}^{h}$ is $\tau \in \mathcal{T}^{h}$ (a closed subset of $\bar{\Omega}$ ). If $W$ is any subset of $\bar{\Omega}$ then $\mathcal{N}^{h}(W)$ will denote the set of nodes of $\mathcal{T}^{h}$ which also lie in $W$. Using a suitable index set $\mathcal{I}^{h}(W)$, we write this as In particular, $\mathcal{N}^{h}(\bar{\Omega})$ is the set of all nodes of the mesh, including boundary nodes, and $\mathcal{N}^{h}(\Omega)$ is the set of all interior nodes.

Suppose $D$ is any polygonal (polyhedral) subdomain of $\Omega$, such that $\bar{D}$ is a union of elements from $\mathcal{T}^{h}$. Then $H^{1}(D)$ and $H_{0}^{1}(D)$ denote the usual Sobolev spaces and $|D|$ denotes the volume of $D$. Let $S^{h}(D)$ denote the space of continuous piecewise linear functions with respect to $\mathcal{T}^{h}$ restricted to $D$. and set $S_{0}^{h}(D):=S^{h}(D) \cap H_{0}^{1}(D)$. If $\left\{\phi_{j}: j \in \mathcal{I}^{h}(\bar{\Omega})\right\}$ denotes the set of hat functions corresponding to the nodes $\mathcal{N}^{h}(\bar{\Omega})$, then $I^{h} u:=\sum_{j \in \mathcal{I}^{h}(\bar{\Omega})} u\left(x_{j}\right) \phi_{j}$ is the usual nodal interpolant. We consider the bilinear form arising from (1.1):

$$
\begin{equation*}
a(u, v):=\int_{\Omega}(\nabla u)^{T} \mathcal{A} \nabla v, \quad u, v \in H_{0}^{1}(\Omega) \tag{2.1}
\end{equation*}
$$

and its Galerkin approximation in the $n$-dimensional space $\mathcal{V}^{h}:=S_{0}^{h}(\Omega)$, which yields the $n \times n$ stiffness matrix $A$ defined by

$$
\begin{equation*}
A_{j, j^{\prime}}:=\int_{\Omega}\left(\nabla \phi_{j}\right)^{T} \mathcal{A} \nabla \phi_{j^{\prime}}, \quad j, j^{\prime} \in \mathcal{I}^{h}(\Omega) \tag{2.2}
\end{equation*}
$$

We are interested in iterative methods for solving the system (1.3), and hence in preconditioners for $A$ which remove the ill-conditioning due to both the non-smoothness of $\alpha$ in (1.2) and the smallness of $h$. Preconditioners will be defined using solves on local subdomains and on a global coarse grid defined in the next subsections.

In much of the analysis below we will work with estimates on the energy $a\left(u_{h}, u_{h}\right)$ of a finite element function $u_{h} \in \mathcal{S}^{h}(\Omega)$. Note that by the assumption (1.2) it follows that

$$
\begin{equation*}
\left|u_{h}\right|_{H^{1}(\Omega), \alpha}^{2} \leq a\left(u_{h}, u_{h}\right) \leq c\left|u_{h}\right|_{H^{1}(\Omega), \alpha}^{2} \tag{2.3}
\end{equation*}
$$

where for any $f \in H^{1}(\Omega),|f|_{H^{1}(\Omega), \alpha}^{2}:=\int_{\Omega} \alpha|\nabla f|^{2}$. Since $u_{h}$ is piecewise linear $\left|u_{h}\right|_{H^{1}(\Omega), \alpha}$ only depends on $\alpha$ through its arithmetic averages $\alpha_{\tau}=|\tau|^{-1} \int_{\tau} \alpha$. Thus from now on we shall assume, without loss of generality, that $\alpha$ is piecewise constant on the fine mesh $\mathcal{T}^{h}$.

Throughout the paper, the notation $C \lesssim D$ (for two quantities $C, D$ ) means that $C / D$ is bounded above independently, not only of the mesh parameter $h$, the domain decomposition parameters $\delta_{i}, \rho_{i}$ and $H_{K}$ (introduced below), but also of the average coefficient values $\left\{\alpha_{\tau}\right.$ : $\left.\tau \in \mathcal{T}^{h}\right\}$. Moreover $C \sim D$ means that $C \lesssim D$ and $D \lesssim C$.

### 2.1 Subdomains - one-level methods

Let $\left\{\Omega_{i}: i=1, \ldots, N\right\}$ be an overlapping open covering of $\Omega$. We consider in fact a family of such coverings and assume that each covering in this family is finite [29], (i.e. each $x \in \Omega$, lies in $n(x)$ subdomains, with $n(x)$ bounded above by an absolute constant ). Each $\bar{\Omega}_{i}$ is assumed to consist of a union of elements from $\mathcal{T}^{h}$. Furthermore, let $\Gamma_{i}:=\partial \Omega_{i} \backslash \partial \Omega$ be the interior boundary of $\Omega_{i}$ and let

$$
\begin{equation*}
\stackrel{\circ}{\Omega}_{i}:=\left\{x \in \Omega_{i}: x \notin \bar{\Omega}_{j} \text { for any } j \neq i\right\} \tag{2.4}
\end{equation*}
$$

be the subset of $\Omega_{i}$ which is not overlapped by any other subdomain.
We need to make a mild assumption concerning the width of the overlap $\Omega_{i} \backslash \Omega_{i}$ between $\Omega_{i}$ and its neighbours. We also need to define a shape parameter $\rho_{i}$ which in some sense denotes the "smallest dimension" of the subdomain $\Omega_{i}$. However, we will not assume that the $\Omega_{i}$ are shape-regular (or even convex). To describe these we introduce the "near-boundary subsets", defined for $\mu>0$ by :

$$
\begin{equation*}
\Omega_{i, \mu}:=\left\{x \in \Omega_{i}: \operatorname{dist}\left(x, \Gamma_{i}\right)<\mu\right\} . \tag{2.5}
\end{equation*}
$$

Our overlap assumption can then be stated as:

$$
\begin{equation*}
\Omega_{i, c \delta_{i}} \subseteq \Omega_{i} \backslash \AA_{i} \subseteq \Omega_{i, \delta_{i}}, \quad \text { for some } \quad \delta_{i}>0 \tag{2.6}
\end{equation*}
$$

where $0<c<1$ is a fixed absolute constant. Here $\delta_{i}$ is the "overlap parameter" and this assumption states that the part of $\Omega_{i}$ which is overlapped by its neighbours is uniformly of order $\mathcal{O}\left(\delta_{i}\right)$. (Note that the case $\Omega_{i}=\emptyset$ is included, since $\Omega_{i, \delta_{i}}=\Omega_{i}$ for large enough $\delta_{i}$.) To describe the shape parameter we need the following definition.

Definition 2.1. We shall say that the set $\Omega_{i, \mu}$ has the partition property if there exists a finite covering of $\Omega_{i, \mu}$ with Lipschitz polyhedra, each of which has: (i) closure intersecting $\Gamma_{i}$ in a set of measure $\sim \mu^{d-1}$; (ii) diameter $\sim \mu$; (iii) length of edges $\sim \mu$; and (iv) volume $\sim \mu^{d}$.

The shape parameter $\rho_{i}$ of $\Omega_{i}$ is then defined as

$$
\begin{equation*}
\rho_{i}:=\sup \left\{\mu: \Omega_{i, \mu} \text { has the partition property }\right\} . \tag{2.7}
\end{equation*}
$$

If $\rho_{i} \sim \operatorname{diam} \Omega_{i}$, then we say $\Omega_{i}$ is shape-regular. (Note that since the closure of $\Omega_{i} \backslash \Omega_{i}$ consists of a union of (shape-regular) elements from $\mathcal{T}^{h}$ and since $\Omega_{i} \backslash \AA_{i} \subseteq \Omega_{i, \delta_{i}}$, the set $\Omega_{i, \delta_{i}}$ has the partition property, and so it follows from our overlap assumption (2.6) that $\rho_{i} \gtrsim \delta_{i}>0$.)

As two illustratory examples, consider in $3 D$, either a rectangular slab-shaped hexahedron $\Omega_{1}$ with dimensions $a \times a \times b$, or a rectangular rod-shaped hexahedron $\Omega_{2}$ with dimensions $a \times b \times b$, where $b \ll a$. Then clearly these subdomains have shape parameter $\rho_{i} \sim b, i=1,2$.

Having introduced the subdomains, for each $\Omega_{i}$, we introduce the local subspace

$$
\mathcal{V}_{i}:=\left\{v_{h} \in \mathcal{V}^{h}: \operatorname{supp}\left(v_{h}\right) \subset \bar{\Omega}_{i}\right\}
$$

of $\mathcal{V}^{h}$. Then, for $j \in \mathcal{I}^{h}\left(\Omega_{i}\right)$ and $j^{\prime} \in \mathcal{I}^{h}(\Omega)$, we define the matrix $\left(R_{i}\right)_{j, j^{\prime}}:=\delta_{j, j^{\prime}}$ and set $A_{i}:=R_{i} A R_{i}^{T}$, which is just the minor of $A$ corresponding to rows and columns taken from $\mathcal{I}^{h}\left(\Omega_{i}\right)$. The one-level additive Schwarz preconditioner $M_{A S, 1}$ is then defined implicitly by

$$
\begin{equation*}
M_{A S, 1}^{-1}=\sum_{i=1}^{N} R_{i}^{T} A_{i}^{-1} R_{i} \tag{2.8}
\end{equation*}
$$

We will prove in Theorem 3.9 general estimates which illustrate very precisely the effect of variations in $\alpha, \delta_{i}$ and $\rho_{i}$ on $\kappa\left(M_{A S, 1}^{-1} A\right)$. Restricting to $\alpha \equiv 1$, our estimates reduce to $\kappa\left(M_{A S, 2}^{-1} A\right) \lesssim\left(\delta_{i} \rho_{i}\right)^{-1}$, and a special case of this is the well-known $\mathcal{O}\left(H^{-2}\right)$ estimate for one level Schwarz methods with quasi-uniform subdomains and generous overlap of order $\mathcal{O}(H)$ (see e.g. [10]). To obtain better scalability with respect to $H$, one normally introduces an additional coarser mesh.

### 2.2 Coarse Space - two-level methods

In this paper we shall consider a coarse mesh $\mathcal{T}^{H}$ composed of triangles $(d=2)$ or tetrahedra $(d=3)$. A typical element is the (closed) set $K$, which again we assume to consist of the union of a set of fine grid elements $\tau \in \mathcal{T}^{h}$. The diameter of $K$ is denoted by $H_{K}$ and $H:=\max _{K \in \mathcal{T}^{H}} H_{K}$. We assume that the family of coarse meshes $\mathcal{T}^{H}$ is shape regular as $H \rightarrow 0$. We will be considering coarse spaces of functions whose values will be determined by data at the nodes (i.e. corner points) of the triangles (resp. tetrahedra); thus the coarse space $\mathcal{V}_{0}$ is a generalisation of the usual space of continuous piecewise linear functions on $\mathcal{T}^{H}$. The set of coarse mesh nodes on any subset $W$ of $\bar{\Omega}$ is denoted by $\mathcal{N}^{H}(W):=\left\{x_{p}^{H}: p \in \mathcal{I}^{H}(W)\right\}$. For each $p \in \mathcal{I}^{H}(\bar{\Omega})$ and each $K \in \mathcal{T}^{H}$ we define the open subsets $\omega_{p}$ and $\omega_{K}$ of $\Omega$ by:

$$
\begin{equation*}
\omega_{p}:=\text { interior }\left(\bigcup_{\left\{K: p \in \mathcal{I}^{H}(K)\right\}} K\right) \quad \text { and } \quad \omega_{K}:=\operatorname{interior}\left(\bigcup_{p \in \mathcal{I}^{H}(K)} \bar{\omega}_{p}\right) \tag{2.9}
\end{equation*}
$$

Once the coarse mesh is defined, the coarse space basis functions $\Phi_{p}$ are required to satisfy (for $p, p^{\prime} \in \mathcal{I}^{H}(\bar{\Omega})$ ) the assumptions:
(C2) $\operatorname{supp}\left\{\Phi_{p}\right\} \subset \bar{\omega}_{p}$;

$$
\begin{equation*}
\Phi_{p} \in S^{h}(\Omega), \quad \Phi_{p}\left(x_{p^{\prime}}^{H}\right)=\delta_{p, p^{\prime}} ; \tag{C1}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{supp}\left\{\Phi_{p}\right\} \subset \bar{\omega}_{p} \tag{C3}
\end{equation*}
$$

Clearly, because of $(\mathrm{C} 1)$, the $\Phi_{p}$ are linearly independent. From these functions we define the coarse space

$$
\mathcal{V}_{0}:=\operatorname{span}\left\{\Phi_{p}: p \in \mathcal{I}^{H}(\Omega)\right\}
$$

which, by ( C 1 ) and $(\mathrm{C} 2)$, is the span of all $\Phi_{p}$ that vanish on the boundary $\partial \Omega$, and is thus a subspace of $\mathcal{V}^{h}$.

Finally, although the coarse mesh and the subdomains are quite separate, a mild assumption is needed about how locally their element sizes are related. Introducing the notation:

$$
\begin{equation*}
\mathcal{T}^{H}\left(\Omega_{i}\right):=\left\{K \in \mathcal{T}^{H}: K \cap \bar{\Omega}_{i} \neq \emptyset\right\} \tag{2.10}
\end{equation*}
$$

and the local coarse mesh diameter

$$
\begin{equation*}
H_{i}:=\max _{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)} H_{K} \tag{2.11}
\end{equation*}
$$

we then require the assumption

$$
\begin{equation*}
H_{i} \lesssim \rho_{i}, \quad i=1, \ldots, N \tag{C5}
\end{equation*}
$$

i.e. a coarse mesh element should not be large in comparison to the shape parameters of the subdomains which it intersects. This is a generalisation of [29, Assumption 3.5].

Now, if we introduce the restriction matrix

$$
\left(R_{0}\right)_{p j}:=\Phi_{p}\left(x_{j}^{h}\right), \quad j \in \mathcal{I}^{h}(\Omega), \quad p \in \mathcal{I}^{H}(\Omega)
$$

then the matrix $A_{0}:=R_{0} A R_{0}^{T}$ is the stiffness matrix for the bilinear form $a(\cdot, \cdot)$ discretised in $\mathcal{V}_{0}$ using the basis $\left\{\Phi_{p}: p \in \mathcal{I}^{H}(\Omega)\right\}$. The corresponding two-level additive Schwarz preconditioner, based on combining coarse and subdomain solves is (cf. (2.8))

$$
\begin{equation*}
M_{A S, 2}^{-1}=R_{0}^{T} A_{0}^{-1} R_{0}+M_{A S, 1}^{-1}=\sum_{i=0}^{N} R_{i} A_{i}^{-1} R_{i}^{T} \tag{2.12}
\end{equation*}
$$

We will also prove in Theorem 3.9 a precise estimate for $\kappa\left(M_{A S, 2}^{-1} A\right)$ in terms of the domain decomposition parameters $\delta_{i}, \rho_{i}, H_{K}$ and the coefficient function $\alpha$. Our estimates are sharper with respect to variations in $\alpha$ than existing bounds - this will be explained in detail later in the paper. Moreover our estimates are also sharper with respect to the other parameters. In particular we show that for fixed $\alpha$, the condition number of $M_{A S, 2}^{-1} A$ degrades at worst linearly in the quantity

$$
\begin{equation*}
\max _{i=1}^{n}\left(1+\frac{H_{i}}{\delta_{i}}\right) . \tag{2.13}
\end{equation*}
$$

(Note that $H_{i}$ is the local coarse mesh diameter and not the diameter of $\Omega_{i}$.) This generalises the results of [4] where (essentially) a quadratic bound in this quantity is proved. A linear bound in terms of (2.13) is implied by the results in [29], but under the assumption that the coarse mesh and subdomains are sufficiently regular and of similar size. Here we prove that even if the subdomains are much larger than the coarse mesh elements, the condition number estimate remains unaffected: The fact that such choices of domain decomposition parameters are often highly desirable in practice is explained in [26, 27].

Before proceeding we recall some well-known general facts which are central in the analysis of domain decomposition preconditioners of Schwarz type.

### 2.3 Basic properties of preconditioners

For any vectors $\mathbf{V}, \mathbf{W} \in \mathbb{R}^{n}$, let $\langle\mathbf{V}, \mathbf{W}\rangle_{A}=\mathbf{V}^{T} A \mathbf{W}$ denote the inner product induced by $A$. For any $u_{h} \in \mathcal{V}^{h}$, let $\mathbf{U} \in \mathbb{R}^{n}$ denote its corresponding vector of coefficients with respect to the nodal basis $\left\{\phi_{j}^{h}\right\}$. Then it is easily shown that the matrices $R_{i}^{T} A_{i}^{-1} R_{i} A$ are symmetric and positive semi-definite with respect to the inner product $\langle\cdot, \cdot\rangle_{A}$. For any symmetric positive definite matrix $B$, let $\lambda_{\max }(B)$ and $\lambda_{\min }(B)$ denote its maximum and minimum eigenvalues respectively. It then follows that

$$
\begin{equation*}
\lambda_{\min }\left(M_{A S, 1}^{-1} A\right) \leq \lambda_{\min }\left(M_{A S, 2}^{-1} A\right) \quad \text { and } \quad \lambda_{\max }\left(M_{A S, 1}^{-1} A\right) \leq \lambda_{\max }\left(M_{A S, 2}^{-1} A\right) \tag{2.14}
\end{equation*}
$$

Moreover it is a standard observation that

$$
\begin{equation*}
\left\langle R_{i}^{T} A_{i}^{-1} R_{i} A \mathbf{U}, \mathbf{U}\right\rangle_{A}=a\left(P_{i} u_{h}, u_{h}\right), \tag{2.15}
\end{equation*}
$$

where $P_{i}$ denotes the orthogonal projection onto $\mathcal{V}_{i}$ with respect to $a(\cdot, \cdot)$ and from this, one obtains

$$
\begin{equation*}
\lambda_{\max }\left(M_{A S, 2}^{-1} A\right) \leq \lambda_{\max }\left(M_{A S, 1}^{-1} A\right)+1 \tag{2.16}
\end{equation*}
$$

and the following classical results (see [29]) which relate the properties of the subspaces $\mathcal{V}_{i}$ to the properties of the additive Schwarz preconditioners.

Theorem 2.2 (Colouring argument). The collection of subspaces $\left\{\mathcal{V}_{i}: i=1, \ldots N\right\}$ can be coloured by $N_{c}$ different colours so that when $\mathcal{V}_{i}$ and $\mathcal{V}_{i^{\prime}}$ have the same colour, we necessarily have $\mathcal{V}_{i}$ and $\mathcal{V}_{i^{\prime}}$ mutually orthogonal in the inner product induced by a, and

$$
\lambda_{\max }\left(M_{A S, 1}^{-1} A\right) \leq N_{c} \quad \text { and } \quad \lambda_{\max }\left(M_{A S, 2}^{-1} A\right) \leq N_{c}+1
$$

Theorem 2.3 (Stable splitting). Suppose, for each $\ell=0,1$, there exists a constant $C_{\ell}$, such that every $u_{h} \in \mathcal{V}^{h}$ admits a decomposition

$$
u_{h}=\sum_{i=\ell}^{N} u_{i}, \quad \text { with } \quad u_{i} \in \mathcal{V}_{i}, i=\ell, \ldots, N \quad \text { and } \quad \sum_{i=\ell}^{N} a\left(u_{i}, u_{i}\right) \leq C_{\ell}^{2} a\left(u_{h}, u_{h}\right) .
$$

Then

$$
\lambda_{\min }\left(M_{A S, 1}^{-1} A\right) \geq C_{1}^{-2} \quad \text { and } \quad \lambda_{\min }\left(M_{A S, 2}^{-1} A\right) \geq C_{0}^{-2}
$$

## 3 General Framework for Analysis

In this section we provide a general framework for the analysis of domain decomposition preconditioners for (1.3) in which the dependence of the condition number on $\alpha$ as well as on the mesh parameters is made precise.

From now on we shall assume that $\alpha \geq 1$. This is no loss of generality, since problem (1.3) can be scaled by $\left(\min _{x} \alpha(x)\right)^{-1}$ without changing its conditioning. For measurable $D \subset \Omega$, define the weighted $H^{1}$-seminorm by $|f|_{H^{1}(D), \alpha}^{2}:=\int_{D} \alpha|\nabla f|^{2}$. Then it follows trivially that

$$
\begin{equation*}
|f|_{H^{1}(D)} \leq|f|_{H^{1}(D), \alpha}, \quad \text { for all } f \in H^{1}(\Omega) \tag{3.1}
\end{equation*}
$$

We will be considering the case when $\alpha \rightarrow \infty$ on part of $\Omega$ and the weighted norms will become crucial later on.

We shall introduce below two robustness indicators which describe the suitability of the subdomains and the coarse space for handling the coefficient variability. For our first indicator we have to consider the relationship between the overlap of the subdomains $\Omega_{i}$ and the structure of the coefficient $\alpha$. For this reason we have to consider partitions of unity subordinate to the subdomains $\Omega_{i}$.

Definition 3.1. A partition of unity subordinate to the covering $\left\{\Omega_{i}: i=1, \ldots, N\right\}$ is a set of functions $\left\{\chi_{i} \in W_{\infty}^{1}(\Omega): i=1, \ldots, N\right\}$ with the three properties:

$$
\begin{align*}
& \operatorname{supp}\left\{\chi_{i}\right\} \subset \bar{\Omega}_{i}, \quad i=1, \ldots, N  \tag{S1}\\
& 0 \leq \chi_{i}(x) \leq 1, \quad x \in \Omega, \quad i=1, \ldots, N  \tag{S2}\\
& \sum_{i=1}^{N} \chi_{i}(x)=1, \quad x \in \Omega \tag{S3}
\end{align*}
$$

Given the overlapping cover $\left\{\Omega_{i}\right\}$ with $\delta_{i}>0$, for each $i=1, \ldots, N$, the existence of such a partition of unity $\left\{\chi_{i}\right\}$ can be shown quite easily [29, Lem. 3.4]. As a consequence of (2.4) and Definition 3.1, we have

$$
\begin{equation*}
\chi_{i}(x)=1 \quad \text { and so } \quad \nabla \chi_{i}(x)=0, \quad \text { for all } \quad x \in \AA_{i} . \tag{3.2}
\end{equation*}
$$

From now on, let $\Pi\left(\left\{\Omega_{i}\right\}\right)$ denote the set of all partitions of unity $\left\{\chi_{i}\right\}$ subordinate to the cover $\left\{\Omega_{i}\right\}$.

Definition 3.2. (Partitioning robustness indicator). For a particular partition of unity $\left\{\chi_{i}\right\}$, define

$$
\pi\left(\alpha,\left\{\chi_{i}\right\}\right)=\max _{i=1}^{N}\left\{\delta_{i}^{2}\left\|\alpha\left|\nabla \chi_{i}\right|^{2}\right\|_{L_{\infty}(\Omega)}\right\}
$$

Then the partition robustness indicator is defined by

$$
\pi(\alpha)=\inf _{\left\{\chi_{i}\right\} \in \Pi\left(\left\{\Omega_{i}\right\}\right)} \pi\left(\alpha,\left\{\chi_{i}\right\}\right)
$$

Before proving our first main result we need the following two technical lemmas.
Lemma 3.3. Let $v_{h} \in \mathcal{V}^{h}$. Then for all $i=1, \ldots, N$,

$$
\left|I^{h}\left(\chi_{i} v_{h}\right)\right|_{H^{1}(\Omega), \alpha}^{2} \lesssim\left\|\alpha\left|\nabla \chi_{i}\right|^{2}\right\|_{L_{\infty}\left(\Omega_{i}\right)}\left\|v_{h}\right\|_{L_{2}\left(\Omega_{i} \backslash \Omega_{i}\right)}^{2}+\left|v_{h}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} .
$$

Proof. Let $\tau \in \mathcal{T}^{h}$ be such that $\tau \subset \bar{\Omega}_{i}$ and let $\chi_{i, \tau}$ denote the value of $\chi_{i}$ at the centroid of $\tau$. For $x \in \tau$,

$$
\left|I^{h}\left(\chi_{i} v_{h}\right)(x)\right|=\left|I^{h}\left(\left(\chi_{i}-\chi_{i, \tau}\right) v_{h}\right)(x)+\chi_{i, \tau} v_{h}(x)\right| \leq\left|I^{h}\left(\left(\chi_{i}-\chi_{i, \tau}\right) v_{h}\right)(x)\right|+\left|v_{h}(x)\right|
$$

Hence, by the standard inverse inequality, with $h_{\tau}$ denoting the diameter of $\tau$ and using the shape-regularity of $\mathcal{T}^{h}$,

$$
\begin{equation*}
\left|I^{h}\left(\chi_{i} v_{h}\right)\right|_{H^{1}(\tau)} \lesssim h_{\tau}^{-1}\left\|I^{h}\left(\left(\chi_{i}-\chi_{i, \tau}\right) v_{h}\right)\right\|_{L_{2}(\tau)}+\left|v_{h}\right|_{H^{1}(\tau)} \tag{3.3}
\end{equation*}
$$

Then, using standard norm equivalences on finite-dimensional spaces, we have, for $x \in \tau$,

$$
\begin{aligned}
\left|I^{h}\left(\left(\chi_{i}-\chi_{i, \tau}\right) v_{h}\right)(x)\right| & =\left|\sum_{j \in \mathcal{I}^{h}(\tau)}\left(\chi_{i}\left(x_{j}^{h}\right)-\chi_{i, \tau}\right) v_{h}\left(x_{j}^{h}\right) \phi_{j}^{h}(x)\right| \\
& \leq \sum_{j \in \mathcal{I}^{h}(\tau)}\left|\left(\chi_{i}\left(x_{j}^{h}\right)-\chi_{i, \tau}\right)\right|\left|v_{h}\left(x_{j}^{h}\right)\right| \\
& \leq h_{\tau}\left\|\nabla \chi_{i}\right\|_{L_{\infty}(\tau)} \sum_{j \in \mathcal{I}^{h}(\tau)}\left|v_{h}\left(x_{j}^{h}\right)\right| \sim h_{\tau}^{1-d / 2}\left\|\nabla \chi_{i}\right\|_{L_{\infty}(\tau)}\left\|v_{h}\right\|_{L_{2}(\tau)} .
\end{aligned}
$$

Inserting this into the right-hand side of (3.3), and using $|\tau| \sim h_{\tau}^{d}$, we obtain:

$$
\left|\mathcal{I}^{h}\left(\chi_{i} v_{h}\right)\right|_{H^{1}(\tau)} \lesssim\left\|\nabla \chi_{i}\right\|_{L_{\infty}(\tau)}\left\|v_{h}\right\|_{L_{2}(\tau)}+\left|v_{h}\right|_{H^{1}(\tau)}
$$

Squaring, multiplying by $\alpha_{\tau}$ summing over all $\tau \subset \Omega_{i}$, using (S1), and recalling the observation (3.2), we obtain the result.

The next technical lemma is a generalisation of [29, Lemma 3.10] and the proof is very similar. Recall the sets $\Omega_{i, \mu}$ defined in (2.5) and the shape parameter $\rho_{i}$ defined in (2.7).

Lemma 3.4. Let $\mu \leq \nu \leq \rho_{i}$ and let $u \in H^{1}\left(\Omega_{i, \nu}\right)$. Then, for all $i=1, \ldots, N$,

$$
\|u\|_{L_{2}\left(\Omega_{i, \mu}\right)}^{2} \lesssim \mu^{2}\left(\left(1+\frac{\nu}{\mu}\right)|u|_{H^{1}\left(\Omega_{i, \nu}\right)}^{2}+\frac{1}{\mu \nu}\|u\|_{L_{2}\left(\Omega_{i, \nu}\right)}^{2}\right) .
$$

Proof. By (2.7), $\Omega_{i, \mu}$ can be covered by a suitable set of Lipschitz polyhedra that admit the application of Friedrich's inequality (c.f. [29, Cor. A.15]). Since the covering is finite we can sum the results to obtain

$$
\begin{equation*}
\|u\|_{L_{2}\left(\Omega_{i, \mu}\right)}^{2} \lesssim \mu^{2}|u|_{H^{1}\left(\Omega_{i, \mu}\right)}^{2}+\mu\|u\|_{L_{2}\left(\partial \Omega_{i}\right)}^{2} \lesssim \mu^{2}|u|_{H^{1}\left(\Omega_{i, \nu}\right)}^{2}+\mu\|u\|_{L_{2}\left(\partial \Omega_{i}\right)}^{2} \tag{3.4}
\end{equation*}
$$

The proof is completed by bounding the second term on the right-hand side of (3.4) in an appropriate way. To do this we analogously cover $\Omega_{i, \nu}$ by suitable polyhedra. Denoting a typical polyhedron by $D$, the trace theorem (c.f. [29, Lem. A.6]) and a scaling argument similar to the one used in (3.4) yield

$$
\begin{equation*}
\|u\|_{L_{2}(\partial D)}^{2} \lesssim \nu^{-1}\|u\|_{L_{2}(D)}^{2}+\nu|u|_{H^{1}(D)}^{2} \tag{3.5}
\end{equation*}
$$

Finally summing over all polyhedra and substituting into the right-hand side of (3.4), we obtain the result.

Theorem 3.5. For all $u_{h} \in \mathcal{V}^{h}$, there exists a decomposition

$$
\begin{equation*}
u_{h}=\sum_{i=1}^{N} u_{i}, \quad \text { with } \quad u_{i} \in \mathcal{V}_{i}, \text { for } \quad i=1, \ldots, N \tag{3.6}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sum_{i=1}^{N} a\left(u_{i}, u_{i}\right) \lesssim \pi(\alpha) \max _{i=1}^{N}\left\{\frac{1}{\rho_{i} \delta_{i}}\right\} a\left(u_{h}, u_{h}\right) \tag{3.7}
\end{equation*}
$$

Proof. Take any partition of unity $\left\{\chi_{i}\right\} \in \Pi\left(\left\{\Omega_{i}\right\}\right)$ and, for $i=1, \ldots, N$, set $u_{i}:=I^{h}\left(\chi_{i} u_{h}\right)$. Then (3.6) follows from (S3). Moreover, by Lemma 3.3, we obtain

$$
\begin{align*}
\left|u_{i}\right|_{H^{1}(\Omega), \alpha}^{2} & \lesssim\left\|\alpha\left|\nabla \chi_{i}\right|^{2}\right\|_{L_{\infty}\left(\Omega_{i}\right)}\left\|u_{h}\right\|_{L_{2}\left(\Omega_{i} \backslash \Omega_{i}\right)}^{2}+\left|u_{h}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} \\
& \leq \pi\left(\alpha,\left\{\chi_{i}\right\}\right) \frac{1}{\delta_{i}^{2}}\left\|u_{h}\right\|_{L_{2}\left(\Omega_{i} \backslash \Omega_{i}\right)}^{2}+\left|u_{h}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} . \tag{3.8}
\end{align*}
$$

To complete the proof, first suppose that $\delta_{i} \leq \rho_{i}$ and observe that it follows from (2.6) that $\left\|u_{h}\right\|_{L_{2}\left(\Omega_{i} \backslash \Omega_{i}\right)} \leq\left\|u_{h}\right\|_{L_{2}\left(\Omega_{i, \delta_{i}}\right)}$. Then apply Lemma 3.4 with $\mu=\delta_{i}$ and $\nu=\rho_{i}$ to (3.8), to obtain:

$$
\begin{equation*}
\left|u_{i}\right|_{H^{1}(\Omega), \alpha}^{2} \lesssim \pi\left(\alpha,\left\{\chi_{i}\right\}\right)\left(\left(1+\frac{\rho_{i}}{\delta_{i}}\right)\left|u_{h}\right|_{H^{1}\left(\Omega_{i}\right)}^{2}+\frac{1}{\rho_{i} \delta_{i}}\left\|u_{h}\right\|_{L_{2}\left(\Omega_{i}\right)}^{2}\right)+\left|u_{h}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} . \tag{3.9}
\end{equation*}
$$

Also note that when $\delta_{i}>\rho_{i}(3.9)$ follows trivially from (3.8) (since then $1 / \delta_{i}^{2}<1 /\left(\delta_{i} \rho_{i}\right)$ ). We can now sum (3.9) over $i=1, \ldots, N$ and use Friedrich's inequality (cf. [29, Cor. A.14]) on all of $\Omega$, to obtain

$$
\sum_{i=1}^{N}\left|u_{i}\right|_{H^{1}(\Omega), \alpha}^{2} \lesssim \pi\left(\alpha,\left\{\chi_{i}\right\}\right) \max _{i=1}^{N}\left\{\frac{1}{\rho_{i} \delta_{i}}\right\}\left|u_{h}\right|_{H^{1}(\Omega)}^{2}+\left|u_{h}\right|_{H^{1}(\Omega), \alpha}^{2}
$$

where we have used the assumed finiteness of the covering $\left\{\Omega_{i}\right\}$ and also the trivial estimates $\rho_{i}, \delta_{i} \lesssim 1$. Recalling (2.3), (3.1) and the definition of $\pi(\alpha)$, the result follows.

The next definition introduces a quantity which measures the robustness of the coarse space $\mathcal{V}_{0}$.

## Definition 3.6. (Coarse space robustness indicator).

$$
\gamma(\alpha):=\max _{p \in \mathcal{I}^{H}(\Omega)}\left\{H_{p}^{2-d}\left|\Phi_{p}\right|_{H^{1}(\Omega), \alpha}^{2}\right\} \quad \text { where } \quad H_{p}:=\operatorname{diam}\left(\omega_{p}\right)
$$

Note that for the classical case when $\Phi_{p}$ are the nodal basis for the continuous piecewise linear functions on $\mathcal{T}^{H}$, we have, via standard estimates, $\gamma(\alpha) \lesssim \max _{\tau \in \mathcal{T}^{h}} \alpha_{\tau}$, and so $\gamma(\alpha) \lesssim 1$ when $\alpha \sim 1$. When $\alpha$ varies more rapidly, our framework leaves open the possibility of choosing the $\Phi_{p}$ to depend on $\alpha$ in such a way that $\gamma(\alpha)$ is still well-behaved. We will see examples of this in $\S 4$.

The following result examines the properties of quasi-interpolation on the abstract coarse space $\mathcal{V}_{0}$ and makes use of the coarse space robustness indicator.

Lemma 3.7. There exists a linear operator $\tilde{I}_{0}: H_{0}^{1}(\Omega) \rightarrow \mathcal{V}_{0}$ such that for all $u \in H_{0}^{1}(\Omega)$ and for all $K \in \mathcal{T}^{H}$,

$$
\begin{align*}
\left\|u-\tilde{I}_{0} u\right\|_{L_{2}(K)}^{2} & \lesssim H_{K}^{2}|u|_{H^{1}\left(\omega_{K}\right)}^{2}  \tag{3.10}\\
\left|\tilde{I}_{0} u\right|_{H^{1}(K), \alpha}^{2} & \lesssim \gamma(\alpha)|u|_{H^{1}\left(\omega_{K}\right), \alpha}^{2} \tag{3.11}
\end{align*}
$$

Proof. The proof is obtained using the standard quasi-interpolant:

$$
\tilde{I}_{0} u:=\sum_{p \in \mathcal{I}^{H}(\Omega)} \bar{u}_{p} \Phi_{p}, \text { where } \bar{u}_{p}:=\left|\omega_{p}\right|^{-1} \int_{\omega_{p}} u
$$

The assumption (C4) and the shape-regularity of $\mathcal{T}^{H}$ imply that $\left\|\Phi_{p}\right\|_{L_{2}(K)} \lesssim H_{K}^{d}$. Then by making use also of (C3), the estimate (3.10) follows as in the classical case (see, e.g. [29, Lemma 3.6]).

To prove (3.11), we also follow [29, Lemma 3.6] and first note that for $p \in \mathcal{I}^{H}(\Omega)$,

$$
\begin{equation*}
\left|\bar{u}_{p}\right| \leq\left|\omega_{p}\right|^{-1}\left|\omega_{p}\right|^{1 / 2}\|u\|_{L_{2}\left(\omega_{p}\right)}=\left|\omega_{p}\right|^{-1 / 2}\|u\|_{L_{2}\left(\omega_{p}\right)} . \tag{3.12}
\end{equation*}
$$

Also, for all elements $K \in \mathcal{T}^{H}$ which do not touch $\partial \Omega$, we have, by (C2) and (C3),

$$
\sum_{p \in \mathcal{I}^{H}(K)} \Phi_{p}(x)=\sum_{p \in \mathcal{I}^{H}(\bar{\Omega})} \Phi_{p}(x)=1, \quad x \in K
$$

and hence $\left(\tilde{I}_{0} 1\right)(x)=1$ for all $x \in K$. Hence, if $\omega_{K}$ does not touch $\partial \Omega$, we introduce $\hat{u}=u-\left|\omega_{K}\right|^{-1} \int_{\omega_{K}} u$, and then use (3.12) to obtain

$$
\begin{aligned}
\left|\tilde{I}_{0} u\right|_{H^{1}(K), \alpha}^{2}=\left|\tilde{I}_{0} \hat{u}\right|_{H^{1}(K), \alpha}^{2} & \leq \max _{p \in \mathcal{I}^{H}(K)}\left(\left|\omega_{p}\right|^{-1}\|\hat{u}\|_{L_{2}\left(\omega_{p}\right)}^{2}\right)\left|\Phi_{p}\right|_{H^{1}(K), \alpha}^{2} \\
& \lesssim|K|^{-1}\|\hat{u}\|_{L_{2}\left(\omega_{K}\right)}^{2} \max _{p \in \mathcal{I}^{H}(K)}\left|\Phi_{p}\right|_{H^{1}(K), \alpha}^{2}
\end{aligned}
$$

Thus, since $\hat{u}$ has zero mean on $\omega_{K}$, Poincaré's inequality (c.f. [29, Cor. A.15]) implies

$$
\left|\tilde{I}_{0} u\right|_{H^{1}(K), \alpha}^{2} \lesssim|K|^{-1} H_{K}^{2}|\hat{u}|_{H^{1}\left(\omega_{K}\right)}^{2} \max _{p \in \mathcal{I}^{H}(K)}\left|\Phi_{p}\right|_{H^{1}(K), \alpha}^{2} \lesssim \gamma(\alpha)|\hat{u}|_{H^{1}\left(\omega_{K}\right), \alpha}^{2}
$$

where in the last step we also made use of (3.1) and of the shape regularity of the coarse mesh.
On the other hand if $\omega_{K}$ touches $\partial \Omega$ in (at least) a whole side (2D) or a whole face (3D) we can apply Friedrich's inequality (c.f. [29, Cor. A.14]), obtaining

$$
\begin{aligned}
\left|\tilde{I}_{0} u\right|_{H^{1}(K), \alpha}^{2} & \lesssim|K|^{-1}\|u\|_{L_{2}\left(\omega_{K}\right)}^{2} \max _{p \in \mathcal{I}^{H}(K)}\left|\Phi_{p}\right|_{H^{1}(K), \alpha}^{2} \\
& \lesssim|K|^{-1} H_{K}^{2}|u|_{H^{1}\left(\omega_{K}\right)}^{2} \max _{p \in \mathcal{I}^{H}(K)}\left|\Phi_{p}\right|_{H^{1}(K), \alpha}^{2} \lesssim \gamma(\alpha)|u|_{H^{1}\left(\omega_{K}\right), \alpha}^{2}
\end{aligned}
$$

The case of $\omega_{K}$ touching $\partial \Omega$ in a node can be reduced to the latter case, by adding an additional coarse element to $\omega_{K}$.

Note that (3.11) is a (simple but) genuine extension of the standard theory, since combining the standard estimate $\left|\tilde{I}_{0} u\right|_{H^{1}(K)} \lesssim|u|_{H^{1}\left(\omega_{K}\right)}$ with crude use of the obvious upper and lower estimates for the $\alpha$-weighted seminorm would yield only the estimate

$$
\left|\tilde{I}_{0} u\right|_{H^{1}(K), \alpha}^{2} \lesssim \frac{\sup _{x \in \omega_{K}} \alpha(x)}{\inf _{x \in K} \alpha(x)}|u|_{H^{1}\left(\omega_{K}\right), \alpha}^{2},
$$

which may be much worse than (3.11).
Now we prove a result analogous to Theorem 3.5 for the two-level method.
Theorem 3.8. For all $u_{h} \in \mathcal{V}^{h}$, there exists a decomposition

$$
\begin{equation*}
u_{h}=\sum_{i=0}^{N} u_{i}, \quad \text { with } \quad u_{i} \in \mathcal{V}_{i}, i=0, \ldots, N \tag{3.13}
\end{equation*}
$$

which satisfies

$$
\begin{equation*}
\sum_{i=0}^{N} a\left(u_{i}, u_{i}\right) \lesssim\left(\pi(\alpha) \gamma(1) \max _{i=1}^{N}\left(1+\frac{H_{i}}{\delta_{i}}\right)+\gamma(\alpha)\right) a\left(u_{h}, u_{h}\right) \tag{3.14}
\end{equation*}
$$

where $H_{i}$ as defined in (2.11) is the local coarse mesh diameter and not the diameter of $\Omega_{i}$.
Proof. Take any partition of unity $\left\{\chi_{i}\right\} \in \Pi\left(\left\{\Omega_{i}\right\}\right)$, recall the quasi-interpolant $\tilde{I}_{0}$ from Lemma 3.7, and set

$$
u_{0}:=\tilde{I}_{0} u_{h} \quad \text { and } \quad u_{i}:=I^{h}\left(\chi_{i}\left(u_{h}-u_{0}\right)\right)
$$

Then, by (S3), $\sum_{i=1}^{N} u_{i}=u_{h}-u_{0}$, so (3.13) follows.
Furthermore, by Lemma 3.7 and the assumed shape-regularity of the coarse mesh $\mathcal{T}^{H}$,

$$
\begin{equation*}
\left|u_{0}\right|_{H^{1}(\Omega), \alpha}^{2}=\sum_{K \in \mathcal{T}^{H}}\left|\tilde{I}_{0} u_{h}\right|_{H^{1}(K), \alpha}^{2} \lesssim \gamma(\alpha) \sum_{K \in \mathcal{T}^{H}}\left|u_{h}\right|_{H^{1}\left(\omega_{K}\right), \alpha}^{2} \lesssim \gamma(\alpha)\left|u_{h}\right|_{H^{1}(\Omega), \alpha}^{2} \tag{3.15}
\end{equation*}
$$

Also, from Lemma 3.3, and assumption (2.6), we have (as in the proof of Theorem 3.5)

$$
\begin{equation*}
\left|u_{i}\right|_{H^{1}(\Omega), \alpha}^{2} \lesssim \pi\left(\alpha,\left\{\chi_{i}\right\}\right) \frac{1}{\delta_{i}^{2}}\left\|u_{h}-u_{0}\right\|_{L_{2}\left(\Omega_{i, \delta_{i}}\right)}^{2}+\left|u_{h}-u_{0}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} \tag{3.16}
\end{equation*}
$$

Now, if $\delta_{i} \leq H_{i}$, we set $\mu=\delta_{i}$ and $\nu=H_{i}$. Then, recalling coarse mesh assumption (C5), we have $\mu \leq \nu \leq \rho_{i}$ and so we can apply Lemma 3.4 to obtain

$$
\begin{equation*}
\left\|u_{h}-u_{0}\right\|_{L^{2}\left(\Omega_{i, \delta_{i}}\right)} \lesssim \delta_{i}^{2}\left(\left(1+\frac{H_{i}}{\delta_{i}}\right)\left|u_{h}-u_{0}\right|_{H^{1}\left(\Omega_{i}\right)}^{2}+\frac{1}{H_{i} \delta_{i}}\left\|u_{h}-u_{0}\right\|_{L_{2}\left(\Omega_{i}\right)}^{2}\right) \tag{3.17}
\end{equation*}
$$

On the other hand, if $\delta_{i}>H_{i}$, (3.17) is trivially true. Now, inserting (3.17) in (3.16) yields

$$
\begin{gather*}
\left|u_{i}\right|_{H^{1}(\Omega), \alpha}^{2} \lesssim \pi\left(\alpha,\left\{\chi_{i}\right\}\right)\left(\left(1+\frac{H_{i}}{\delta_{i}}\right)\left|u_{h}-u_{0}\right|_{H^{1}\left(\Omega_{i}\right)}^{2}+\frac{1}{H_{i} \delta_{i}}\left\|u_{h}-u_{0}\right\|_{L_{2}\left(\Omega_{i}\right)}^{2}\right) \\
+\left|u_{h}-u_{0}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} . \tag{3.18}
\end{gather*}
$$

Now, recalling notation (2.10), note that for any $v_{h} \in \mathcal{V}^{h}$

$$
\left|v_{h}\right|_{H^{1}\left(\Omega_{i}\right)}^{2} \leq \sum_{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)}\left|v_{h}\right|_{H^{1}(K)}^{2} \quad \text { and } \quad\left|v_{h}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} \leq \sum_{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)}\left|v_{h}\right|_{H^{1}(K), \alpha}^{2}
$$

Thus, using the triangle inequality and the second bound in Lemma 3.7, we have $\left|u_{h}-u_{0}\right|_{H^{1}\left(\Omega_{i}\right)}^{2} \lesssim \gamma(1) \sum_{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)}\left|u_{h}\right|_{H^{1}\left(\omega_{K}\right)}^{2} \quad$ and $\quad\left|u_{h}-u_{0}\right|_{H^{1}\left(\Omega_{i}\right), \alpha}^{2} \lesssim \gamma(\alpha) \sum_{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)}\left|u_{h}\right|_{H^{1}\left(\omega_{K}\right), \alpha}^{2}$.

Also, using the first bound in Lemma 3.7, we have

$$
\left\|u_{h}-u_{0}\right\|_{L_{2}\left(\Omega_{i}\right)}^{2} \leq \sum_{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)}\left\|u_{h}-u_{0}\right\|_{L_{2}(K)}^{2} \lesssim H_{i}^{2} \sum_{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)}\left|u_{h}\right|_{H^{1}\left(\omega_{K}\right)}^{2}
$$

Inserting the last three estimates into (3.18), summing over $i$ and using (3.1) we get

$$
\begin{equation*}
\sum_{i=1}^{N}\left|u_{i}\right|_{H^{1}(\Omega), \alpha}^{2} \lesssim\left[\pi\left(\alpha,\left\{\chi_{i}\right\}\right) \gamma(1) \max _{i=1}^{N}\left(1+\frac{H_{i}}{\delta_{i}}\right)+\gamma(\alpha)\right]\left|u_{h}\right|_{H^{1}(\Omega), \alpha}^{2} \tag{3.19}
\end{equation*}
$$

Since this holds for any $\left\{\chi_{i}\right\} \in \Pi\left(\left\{\Omega_{i}\right\}\right)$, the result follows on recalling (2.3).
We are now ready to state and prove the main result of this section.
Theorem 3.9. The condition numbers of the preconditioned stiffness matrices using the onelevel and the two-level additive Schwarz preconditioners satisfy

$$
\begin{align*}
\kappa\left(M_{A S, 1}^{-1} A\right) & \lesssim \pi(\alpha) \max _{i=1}^{N}\left\{\frac{1}{\rho_{i} \delta_{i}}\right\}  \tag{3.20}\\
\kappa\left(M_{A S, 2}^{-1} A\right) & \lesssim \pi(\alpha) \gamma(1) \max _{i=1}^{N}\left(1+\frac{H_{i}}{\delta_{i}}\right)+\gamma(\alpha) \tag{3.21}
\end{align*}
$$

where $H_{i}$ is the local coarse mesh diameter and not the diameter of $\Omega_{i}$.
Proof. This follows directly from Theorems 3.5 and 3.8 and Theorems 2.2 and 2.3.
We finish this section with some remarks on Theorem 3.9.
Remark 3.10. Our assumption that $\alpha \geq 1$ (see discussion before (3.1)) yields

$$
\left|\Phi_{p}\right|_{H^{1}(\Omega), 1} \leq\left|\Phi_{p}\right|_{H^{1}(\Omega), \alpha}
$$

and so the second estimate in Theorem 3.9 implies the simpler estimate

$$
\kappa\left(M_{A S, 2}^{-1} A\right) \lesssim \pi(\alpha) \gamma(\alpha) \max _{i=1}^{N}\left(1+\frac{H_{i}}{\delta_{i}}\right)
$$

However, this may be less sharp than the estimate in Theorem 3.9, since $\gamma(1)$ will in many cases be much better behaved than $\gamma(\alpha)$. In particular, since $\Phi_{p} \in S^{h}(\Omega)$ we may use standard inverse estimates combined with the assumptions ( C 4 ) and ( C 2$)$ to obtain:

$$
\left|\Phi_{p}\right|_{H^{1}(\Omega)}^{2} \lesssim\left(\min _{\tau} h_{\tau}\right)^{-2}\left\|\Phi_{p}\right\|_{L_{2}(\Omega)}^{2} \lesssim\left(\min _{\tau} h_{\tau}\right)^{-2}\left|\omega_{p}\right|\left\|\Phi_{p}\right\|_{L_{\infty}(\Omega)}^{2} \lesssim\left(\min _{\tau} h_{\tau}\right)^{-2} H_{p}^{d}
$$

where $h_{\tau}$ is the diameter of the fine grid element $\tau$. This implies that $\gamma(1)$ remains bounded (for fixed meshes), even if $\max _{\tau} \alpha_{\tau} \rightarrow \infty$. On the other hand, $\gamma(\alpha)$ may grow unboundedly in this case (e.g. if the functions $\Phi_{p}$ are chosen to be piecewise linear on the coarse mesh).

Remark 3.11. Recall that from (2.14) and (2.16) we have

$$
\lambda_{\min }\left(M_{\mathrm{AS}, 1}^{-1} A\right) \leq \lambda_{\min }\left(M_{\mathrm{AS}, 2}^{-1} A\right) \leq \lambda_{\max }\left(M_{\mathrm{AS}, 2}^{-1} A\right) \leq \lambda_{\max }\left(M_{\mathrm{AS}, 1}^{-1} A\right)+1
$$

which leads to the alternative bound for the conditioning of $M_{\mathrm{AS}, 2}^{-1} A$ :

$$
\begin{equation*}
\kappa\left(M_{\mathrm{AS}, 2}^{-1} A\right) \lesssim \pi(\alpha) \max _{i=1}^{N}\left\{\frac{1}{\rho_{i} \delta_{i}}\right\}, \tag{3.22}
\end{equation*}
$$

i.e. asymptotically the two-level method cannot perform any worse than the one-level method. From (3.22) we see that robustness of the two-level method with respect to $\alpha$ follows if the robustness indicator $\pi(\alpha)$ can be shown to be a bounded function of $\alpha$. However the second factor in (3.22) may be large, as is typical for estimates which do not exploit a coarse solve (e.g. $O\left(H^{-2}\right)$ for shape regular subdomains with $\rho_{i}=H$ and generous overlap $\delta_{i} \sim H$ ). In order to exploit the coarse grid solve and to obtain a better bound with respect to the parameters $\delta_{i}, \rho_{i}$ and $H_{i}:=\max _{K \in \mathcal{T}^{H}\left(\Omega_{i}\right)} H_{k}$ we need to return to the bound in (3.21) which means we should pay attention to the indicator $\gamma(\alpha)$. (We will illustrate this point numerically in §5.)

To further illustrate the point that the choice of coarse space is the primary robustness indicator for the two-level method, consider the following example, where the number of subdomains is the same as the number of coarse grid basis functions.

Example 3.12. As in $\S 2.2$, choose a coarse grid $\mathcal{T}^{H}$ and basis functions $\left\{\Phi_{p}: p \in \mathcal{I}^{H}(\bar{\Omega})\right\}$. (Note that we include basis functions corresponding to nodes on the boundary $\partial \Omega$.) For each $p \in \mathcal{I}^{H}(\bar{\Omega})$, choose a subdomain $\Omega_{p}$ such that $\operatorname{supp} \Phi_{p} \subset \bar{\Omega}_{p}$. (Here the subdomains are indexed by $\mathcal{I}^{H}(\bar{\Omega})$; a special case would be $\Omega_{p}:=\operatorname{interior}\left(\operatorname{supp} \Phi_{p}\right)$.) It follows that the overlap parameter in (2.6) can be chosen as $\delta_{p} \sim H_{p}$. Now, the $\Phi_{p}$ form a partition of unity subordinate to the covering $\left\{\Omega_{p}: p \in \mathcal{I}^{H}(\bar{\Omega})\right\}$ (cf. Definition 3.1), and so by applying a trivial bound to $\gamma(\alpha)$, we have

$$
\max \{\pi(\alpha), \gamma(\alpha)\} \leq \pi\left(\alpha,\left\{\Phi_{p}\right\}\right)=\max _{p \in \mathcal{I}^{H}(\bar{\Omega})}\left\{\delta_{p}^{2}\left\|\alpha\left|\nabla \Phi_{p}\right|^{2}\right\|_{L_{\infty}(\Omega)}\right\}
$$

Hence Theorem 3.9 implies

$$
\kappa\left(M_{A S, 2}^{-1} A\right) \lesssim \gamma(1) \pi\left(\alpha,\left\{\Phi_{p}\right\}\right)
$$

and so robustness with respect to $\alpha$ is achieved in this case simply by ensuring $\Phi_{p}$ has a small gradient when $\alpha$ is large.

Our final remark in this section extends the results to other Schwarz-type methods.

Remark 3.13 (Multiplicative Schwarz and hybrid preconditioners). The theoretical framework developed in this section extends in a straightforward way to multiplicative Schwarz methods and to hybrid additive/multiplicative preconditioners. As for two-level additive Schwarz, the abstract theory of these methods only requires a finite covering $\left\{\Omega_{i}\right\}$ and the existence of a stable splitting for any element $u_{h} \in \mathcal{V}^{h}$ into elements $u_{i} \in \mathcal{V}_{i}$ in the sense of Theorem 2.3 (see for example [29, Chap. 2]). Furthermore, the subdomain solves and the coarse solve can be replaced by inexact solves.

We will only discuss the multiplicative version in some detail here and estimate the convergence rate of the unaccelerated method (i.e. Richardson iteration applied to the preconditioned system). The extension to hybrid preconditioners is analogous (for details see [29, Chap. 2]). Recall the projection operators $P_{i}$ from $\mathcal{V}^{h}$ onto $\mathcal{V}_{i}$ defined in (2.15) for $i=0, \ldots, N$. The error propagation operator for the (unaccelerated) multiplicative Schwarz method is defined by

$$
E_{\mathrm{MS}}:=\left(I-P_{N}\right)\left(I-P_{N-1}\right) \ldots\left(I-P_{1}\right)\left(I-P_{0}\right)
$$

i.e. the finite element error $e^{(k)}:=u_{h}-u_{h}^{(k)}$ after $k$ Richardson iterations satisfies $e^{(k)}=$ $\left(E_{\mathrm{MS}}\right)^{k} e^{(0)}$. Let $N_{C}$ and $C_{0}$ be as in Theorems 2.2 and 2.3. The following classical result can be found in [29, Thm. 2.9] or in [5, Thm. 15]:

$$
\left\|E_{\mathrm{MS}}\right\|_{a} \leq 1-\frac{c}{C_{0}^{2}}<1
$$

where $\|\cdot\|_{a}$ is the operator norm induced by the bilinear form $a(\cdot, \cdot)$ and $c$ is a constant that depends on $N_{C}$ but is independent of $N$. It follows directly from Theorem 3.8 that

$$
\left\|E_{\mathrm{MS}}\right\|_{a} \leq 1-c\left(\pi(\alpha) \gamma(1) \max _{i=1}^{N}\left(1+\frac{H_{i}}{\delta_{i}}\right)+\gamma(\alpha)\right)^{-1}
$$

with $c$ independent of $\alpha$ as well as of $h, H_{i}, \rho_{i}$, and $\delta_{i}$.

## 4 Multiscale Coarse Spaces

In this section we explain how the use of multiscale coarse spaces can lead to better behaved $\gamma(\alpha)$ than standard coarse spaces (and hence better two-level preconditioners, as predicted by Theorem 3.9). Multiscale finite element methods [17, 11] are designed to obtain accurate approximations of the solutions of multiscale PDEs on meshes which do not resolve all scales that are present in the problem. Here we consider a different question: Given an accurate discretisation of a PDE on a fine mesh, how to obtain a spectrally accurate approximation on a coarser mesh, when the latter does not necessarily resolve the coefficients?

In the remainder of the paper, for simplicity, we shall restrict to the scalar coefficient case, i.e. $\mathcal{A}(x)=\alpha(x) I$ in (1.1).

Recalling the notation in $\S 2.2$, each coarse grid element $K$ has a set of coarse nodes $\mathcal{N}^{H}(K)=\left\{x_{p}^{H}: p \in \mathcal{I}^{H}(K)\right\}$. We shall define local coarse grid basis functions $\left\{\Psi_{p, K}: p \in\right.$ $\left.\mathcal{I}^{H}(K)\right\}$ as solutions of homogeneous versions of (1.1) on $K$. To do this, first we introduce suitable boundary data $\psi_{p, \partial K}$, which is required to be piecewise linear (w.r.t. the given fine mesh $\mathcal{T}^{h}$ restricted to $\partial K$ ) and to satisfy

$$
\begin{equation*}
\psi_{p, \partial K}\left(x_{p^{\prime}}^{H}\right)=\delta_{p, p^{\prime}}, \quad p, p^{\prime} \in \mathcal{I}^{H}(K) \tag{M1}
\end{equation*}
$$

$$
\begin{equation*}
0 \leq \psi_{p, \partial K}(x) \leq 1, \quad \text { and } \quad \sum_{p \in \mathcal{I}^{H}(K)} \psi_{p, \partial K}(x)=1, \quad \text { for all } x \in \partial K \tag{M3}
\end{equation*}
$$

We are interested in (conforming) coarse space basis functions $\Phi_{p} \in S^{h}(\Omega)$. Therefore, in addition we require the standard compatibility condition for $K \neq K^{\prime}$ and $p \in \mathcal{I}^{H}(K) \cap \mathcal{I}^{H}\left(K^{\prime}\right)$ :

$$
\begin{equation*}
\psi_{p, \partial K}(x)=\psi_{p, \partial K^{\prime}}(x) \text { for all } x \in \partial K \cap \partial K^{\prime} \tag{M4}
\end{equation*}
$$

i.e. the boundary data should agree on a common face (edge) of any two elements $K, K^{\prime} \in \mathcal{T}^{H}$.

## Example 4.1.

(i) The obvious example of boundary data $\psi_{p, \partial K}$ satisfying the assumptions (M1)-(M4) is standard linear interpolation of the nodal values on the faces (edges) of the triangle (tetrahedron) $K$.
(ii) The linear boundary condition may not be so favourable when $\alpha$ varies strongly in the elements $\tau \in \mathcal{T}^{h}$ that touch the boundary $\partial K$. However, in this case we may consider the so-called oscillatory boundary condition as suggested in [17].
Considering first the 2D case: Let $e$ be any edge of the coarse mesh $\mathcal{T}^{H}$ with end points $x_{p}^{H}$ and $x_{q}^{H}$, say, and let $\alpha^{e}$ denote a piecewise constant restriction of $\alpha$ to $e$ (This is not uniquely defined since $\alpha$ may be discontinuous across $e$, but we have in mind that a suitable restriction is predefined, for example by taking the maximum or a suitable average of values of $\alpha$ near each edge of the fine mesh on $e$.) We construct boundary data on $e$ as the piecewise linear finite element solution (with respect to $\mathcal{T}^{h}$ restricted to $e$ ) of the two-point boundary value problem $-\left(\alpha^{e}\left(\psi_{p}^{e}\right)^{\prime}\right)^{\prime}=0$ with boundary conditions chosen to be 1 at $x_{p}^{H}$ and 0 at $x_{q}^{H}$. Since $\alpha^{e}$ is piecewise constant the solution is given analytically by

$$
\begin{equation*}
\psi_{p}^{e}(x)=\left(\int_{e}\left(\alpha^{e}\right)^{-1} d s\right)^{-1}\left(\int_{e_{x}}\left(\alpha^{e}\right)^{-1} d s\right) \quad \text { for all } x \in e \tag{4.1}
\end{equation*}
$$

where $e_{x}$ is the line from $x_{q}^{H}$ to $x$. Then we set $\left.\psi_{p, \partial K}\right|_{e}=\psi_{p}^{e}$ on each edge $e$ of $K$ containing $x_{p}^{H}$, and $\left.\psi_{p, \partial K}\right|_{e}=0$ on the edge $e$ opposite $x_{p}^{H}$.
In the 3D case, for every face $f$ of $K$ which contains node $x_{p}^{H}$, we choose edge boundary data as above on $\partial f$ and then lift this to the interior of $f$ by solving (with piecewise linear finite elements), the 2D boundary value problem $-\nabla \cdot\left(\alpha^{f} \nabla \psi_{p}^{f}\right)=0$ on $f$ with $\alpha^{f}$ denoting an appropriate restriction of $\alpha$ to $f$. Then we set $\left.\psi_{p, \partial K}\right|_{f}=\psi_{p}^{f}$ on each face of $K$ containing $x_{p}^{H}$ and $\left.\psi_{p, \partial K}\right|_{f}=0$ on the face $f$ opposite $x_{p}^{H}$.
With this prescription, it is easy to see (by uniqueness and the maximum principle) that assumptions (M1)-(M4) are satisfied.

Once the boundary conditions are determined, the functions $\Psi_{p, K} \in \mathcal{S}^{h}(K)$ are defined on $K$ by discrete $\alpha$-harmonic extension of the boundary data, i.e.

$$
\begin{equation*}
\int_{K} \alpha \nabla \Psi_{p, K} \cdot \nabla v_{h}=0 \quad \text { for all } \quad v_{h} \in \mathcal{S}_{0}^{h}(K), \quad \text { subject to }\left.\quad \Psi_{p, K}\right|_{\partial K}=\psi_{p, \partial K} \tag{4.2}
\end{equation*}
$$

The following energy minimisation property of $\Psi_{p, K}$ follows immediately from (4.2):

$$
\begin{equation*}
\left|\Psi_{p, K}\right|_{H^{1}(K), \alpha} \leq|\Theta|_{H^{1}(K), \alpha}, \quad \text { for all } \Theta \in \mathcal{S}^{h}(K) \text { which satisfy }\left.\Theta\right|_{\partial K}=\psi_{p, \partial K} \tag{4.3}
\end{equation*}
$$

From the local basis functions $\Psi_{p, K}$, we build global basis functions in the obvious way: For each $p \in \mathcal{I}^{H}(\bar{\Omega})$, set

$$
\left.\Phi_{p}\right|_{K}:= \begin{cases}\Psi_{p, K} & \text { when } x_{p}^{H} \in K \\ 0 & \text { otherwise }\end{cases}
$$

This recipe specifies basis functions which can immediately be seen to satisfy the assumptions (C1) and (C2) of $\S 2.2$. Because $\sum_{p \in \mathcal{I}^{H}(K)} \Psi_{p, K}=1$ on $\partial K$, assumption (C3) follows from the uniqueness of the solution of (4.2) for given boundary data, while ( C 4$)$ follows from (4.2) and the classical discrete maximum principle (which can be found, for example as a simple special case in [20]).

In what follows, $\Psi_{p, K}^{\mathrm{L}}$ denotes the standard linear coarse basis functions on $K$, while $\Psi_{p, K}^{\mathrm{MS}, \mathrm{L}}$ and $\Psi_{p, K}^{\mathrm{MS}, \mathrm{Osc}}$ denote the basis functions obtained by solving (4.2) with linear and oscillatory boundary conditions, respectively. Note that if $\alpha$ is constant on $K$, then $\Psi_{p, K}^{\mathrm{MS}, \mathrm{Osc}}=\Psi_{p, K}^{\mathrm{MS}, \mathrm{L}}=$ $\Psi_{p, K}^{\mathrm{L}}$. The corresponding global basis functions are denoted $\Phi_{p}^{\mathrm{L}}, \Phi_{p}^{\mathrm{MS}, \mathrm{L}}$ and $\Phi_{p}^{\mathrm{MS}, \mathrm{Osc}}$. Similarly, $\mathcal{V}_{0}^{\mathrm{L}}, \mathcal{V}_{0}^{\mathrm{MS}, \mathrm{L}}$, and $\mathcal{V}_{0}^{\mathrm{MS}, \mathrm{Osc}}$ denote the corresponding coarse spaces, and $\gamma^{\mathrm{L}}(\alpha), \gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ and $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha)$ denote the corresponding coarse space robustness indicators as defined in (3.6).

### 4.1 Linear boundary conditions

First let us look at the case of standard linear coarsening. A crude estimate gives

$$
\left|\Phi_{p}^{\mathrm{L}}\right|_{H^{1}(\Omega), \alpha}^{2}=\int_{\omega_{p}} \alpha\left|\nabla \Phi_{p}^{\mathrm{L}}\right|^{2}=\sum_{\tau \subset \bar{\omega}_{p}} \alpha_{\tau} \int_{\tau}\left|\nabla \Phi_{p}^{\mathrm{L}}\right|^{2} \geq\left(\max _{\tau \subset \bar{\omega}_{p}} \alpha_{\tau}\right) \frac{\min _{\tau \subset \bar{\omega}_{p}}|\tau|}{H_{p}^{2}} .
$$

for each $p \in \mathcal{I}^{H}(\Omega)$. So there exists a constant $C>0$, which depends on the ratio of the coarse mesh width and the fine mesh width, but is independent of $\alpha$ such that $\gamma^{\mathrm{L}}(\alpha) \geq$ $C \max _{\tau \in \mathcal{T}^{h}} \alpha_{\tau}$. Thus, for fixed fine and coarse meshes, $\gamma^{\mathrm{L}}(\alpha) \rightarrow \infty$ when $\max _{\tau \in \mathcal{T}^{h}} \alpha_{\tau} \rightarrow \infty$, which reflects the relatively poor behaviour of classical linear coarsening when coarse elements contain regions of both large and small $\alpha$.

Now to investigate the robustness of the multiscale coarse spaces, for each $K \in \mathcal{T}^{H}$, let $\eta \geq 1$ be an arbitrary constant, define the set

$$
\begin{equation*}
K(\eta):=\{x \in K: \alpha(x)>\eta\} \tag{4.4}
\end{equation*}
$$

and introduce the quantity

$$
\begin{equation*}
\varepsilon(\eta, K):=\operatorname{dist}(K(\eta), \partial K) \tag{4.5}
\end{equation*}
$$

(i.e. the distance between $K(\eta)$ and the boundary of $K$ ). Note that since we assumed $\alpha$ to be constant on each $\tau \in \mathcal{T}^{h}$, the set $K(\eta)$ will consist of a union of fine grid elements.

Our first result shows that if for each $K \in \mathcal{T}^{H}, \alpha(x)$ is well-behaved near the boundary of $K$, then the coarse space robustness indicator $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ cannot grow unboundedly.

Theorem 4.2. Suppose that for each $K \in \mathcal{T}^{H}$ we have $\varepsilon(\eta, K)>0$. Then

$$
\begin{equation*}
\gamma^{\mathrm{MS}, \mathrm{~L}}(\alpha) \lesssim \max _{K \in \mathcal{T}^{H}}\left\{\eta\left(\frac{H_{K}}{\varepsilon(\eta, K)}\right)^{2}\right\} \tag{4.6}
\end{equation*}
$$

Proof. Let $K \in \mathcal{T}^{H}$. It is convenient to introduce for any $\mu>0$ the notation (c.f. (2.5)):

$$
K_{\mu}=\{x \in K: \operatorname{dist}(x, \partial K)<\mu\} .
$$

To simplify the notation, in the rest of the proof, we set $\varepsilon=\varepsilon(\eta, K)$. Then by hypothesis,

$$
\begin{equation*}
K(\eta) \subset K \backslash K_{\varepsilon} \tag{4.7}
\end{equation*}
$$

and by standard partition of unity arguments, there exists a function $\chi \in \mathcal{C}^{\infty}(\bar{K})$ with the following properties:

$$
\begin{equation*}
\text { (i) }\left.\chi\right|_{\partial K}=1 ; \quad \text { (ii) } \operatorname{supp}(\chi) \subset K_{\varepsilon / 2} ; \quad \text { (iii) }\|\nabla \chi\|_{L_{\infty}(K)} \lesssim \varepsilon^{-1} \tag{4.8}
\end{equation*}
$$

Now let $p \in \mathcal{I}^{H}(K)$ and define $\Theta:=I^{h}\left(\chi \Psi_{p, K}^{\mathrm{L}}\right)$. Then $\Theta \in \mathcal{S}^{h}(K)$ and it follows from (4.8) that

$$
\begin{equation*}
\left.\Theta\right|_{\partial K}=\left.\Psi_{p, K}^{\mathrm{L}}\right|_{\partial K} \quad \text { and } \quad \operatorname{supp}(\Theta) \subset K_{\varepsilon} \tag{4.9}
\end{equation*}
$$

Hence, by definition of $\Psi_{p, K}^{\mathrm{MS}, \mathrm{L}}$ and making use of (4.3), we have

$$
\begin{equation*}
\left|\Psi_{p, K}^{\mathrm{MS}, \mathrm{~L}}\right|_{H^{1}(K), \alpha}^{2} \leq|\Theta|_{H^{1}(K), \alpha}^{2}=|\Theta|_{H^{1}\left(K_{\varepsilon}\right), \alpha}^{2} \leq \eta|\Theta|_{H^{1}\left(K_{\varepsilon}\right)}^{2} \tag{4.10}
\end{equation*}
$$

Then, proceeding as in the proof of Lemma 3.3, we see that for any $\tau \subset K \backslash K(\eta)$, we have

$$
|\Theta|_{H^{1}(\tau)}^{2}=\left|I^{h}\left(\chi \Psi_{p, K}^{\mathrm{L}}\right)\right|_{H^{1}(\tau)}^{2} \lesssim\|\nabla \chi\|_{L_{\infty}(\tau)}^{2}\left\|\Psi_{p, K}^{\mathrm{L}}\right\|_{L_{2}(\tau)}^{2}+\left|\Psi_{p, K}^{\mathrm{L}}\right|_{H^{1}(\tau)}^{2}
$$

Thus, summing over $\tau$, and using (4.7) and (4.8)(iii), we obtain

$$
|\Theta|_{H^{1}\left(K_{\varepsilon}\right)}^{2} \lesssim \varepsilon^{-2}\left\|\Psi_{p, K}^{\mathrm{L}}\right\|_{L_{2}(K)}^{2}+\left|\Psi_{p, K}^{\mathrm{L}}\right|_{H^{1}(K)}^{2} \lesssim \varepsilon^{-2} H_{K}^{d}+H_{K}^{d-2} \lesssim \varepsilon^{-2} H_{K}^{d}
$$

Inserting this in the right-hand side of (4.10) and recalling Definition 3.6, the result follows.
By Theorem 4.2, we can conclude that if $\alpha \sim 1$ in a near boundary strip of width proportional to $H_{K}$ for each $K \in \mathcal{T}^{H}$, then it follows that $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha) \lesssim 1$. Moreover, given a particular coefficient field $\alpha$, it would even be possible to optimise the estimate (4.6) by choosing different values for $\eta$ on each $K$ that minimise $\eta \varepsilon(\eta, K)^{-2}$. Thus with multiscale coarsening, the standard two-level additive Schwarz method will be robust, provided one could construct the coarse mesh so that the regions of highly variable coefficient lie in the interiors of the coarse elements. The jumps in the coefficient are not required to be resolved by the coarse mesh. For arbitrary coefficients it may be hard to choose a coarse mesh according to this recipe and so in the following subsection we consider the handling of large coefficient variation across coarse grid boundaries by the use of oscillatory boundary conditions.

### 4.2 Oscillatory boundary conditions

In Theorem 4.4 below, we shall show that oscillatory boundary conditions yield a robust coarsening in the special case where, for each $K \in \mathcal{T}^{H}$, the region $K(\eta)$ (defined in (4.4)) is a union of disjoint "islands", some of which may even overlap the boundary $\partial K$ of $K$. Here we restrict to the $2 D$ case. Since the proof is quite technical even in this case, we restrict to the scenario described in Assumption 4.3 below.

First of all we decompose $K(\eta)$ as

$$
K(\eta)=K^{I}(\eta) \cup K^{B}(\eta)
$$

where the set $K^{B}(\eta)$ contains the components of $K(\eta)$ whose closure touches $\partial K$ and $K^{I}(\eta)$ contains all the interior components of $K(\eta)$. We introduce the characteristic parameter

$$
\begin{equation*}
\varepsilon(\eta, K):=\operatorname{dist}\left(K^{I}(\eta), \partial K \cup K^{B}(\eta)\right) \tag{4.11}
\end{equation*}
$$

(Note that this reduces to $\varepsilon$ in (4.5) if $K^{B}(\eta)=\emptyset$.)
Assumption 4.3. (i) Our first assumption is that $K^{B}(\eta)$ and $K^{I}(\eta)$ should be sufficiently well-separated and that $K_{0}:=K \backslash K^{B}(\eta)$ is a sufficiently large part of $K$, i.e.

$$
\varepsilon(\eta, K)>2 h \quad \text { and } \quad\left|K_{0}\right| \gtrsim H_{K}^{2}
$$

(ii) Our next assumption is that $K^{B}(\eta)$ can be written as a union $K^{B}(\eta)=\bigcup_{\ell=1}^{L} K_{\ell}^{B}(\eta)$, where the components $K_{\ell}^{B}(\eta)$ are simply connected and pairwise disjoint, and that $\alpha$ is constant on (the closure of) each of these components, i.e.

$$
\alpha(x)=\alpha_{\ell} \quad \text { for all } \quad x \in \overline{K_{\ell}^{B}(\eta)}
$$

(iii) We also require that the sets $\Gamma_{\ell}^{B}(\eta):=\overline{K_{\ell}^{B}(\eta)} \cap \partial K$ are simply connected and that $\Gamma^{B}(\eta):=\bigcup_{\ell=1}^{L} \Gamma_{\ell}^{B}(\eta)$ does not cover too much of any edge $e$ of $\partial K$, i.e.

$$
\left|e \backslash \Gamma^{B}(\eta)\right| \gtrsim \varepsilon(\eta, K), \text { for each } e
$$

(iv) Each $K_{\ell}^{B}(\eta)$ has a polygonal boundary (which may vary on the fine grid scale), but in order to avoid too many technicalities, we shall require that, for each $\ell$,

$$
\partial K_{\ell}^{B}(\eta) \text { is a polygon with side lengths } \gtrsim H_{K} .
$$

(v) Finally we require that $\alpha$ is continuous as one crosses the boundary of each coarse grid element $K \in \mathcal{T}^{H}$, so that

$$
\alpha_{e}=\alpha \quad \text { on every edge } e \text { of } \mathcal{T}^{H}
$$

where $\alpha_{e}$ is as given in Example 4.1 (ii).
Although these assumptions significantly reduce the number of pathologies which can occur, they still allow quite complicated structures: an example is depicted in Figure 1.

Theorem 4.4. Let Assumption 4.3 hold true for each $K \in \mathcal{T}^{H}$ and suppose the boundary data $\psi_{p, \partial K}^{\mathrm{MS}, \mathrm{Osc}}$ on each $K$ is obtained as in Example 4.1 (ii). Then

$$
\begin{equation*}
\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha) \lesssim \eta \max _{K \in \mathcal{T}^{H}}\left\{\left(\frac{H_{K}}{\varepsilon(\eta, K)}\right)^{2}\left(1+\log \left(\eta \frac{H_{K}}{\varepsilon(\eta, K)}\right)\right)\right\}+\eta^{2} \max _{K \in \mathcal{T}^{H}}\left(\frac{H_{K}}{\varepsilon(\eta, K)}\right) \tag{4.12}
\end{equation*}
$$

In particular, $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha)$ remains bounded, even if $\max _{x \in K(\eta)} \alpha(x) \rightarrow \infty$.

Proof. Let $K \in \mathcal{T}^{H}, p \in \mathcal{I}^{H}(K)$, let $\psi_{p, \partial K}^{\mathrm{Osc}}$ be the oscillatory boundary data, and let $\Psi_{p, K}^{\mathrm{Osc}}$ be the multiscale basis functions as constructed in (4.2). Since the whole of this proof is about oscillatory boundary data and since the argument is the same for all $p, K$ and $\eta$, we simplify the notation by setting

$$
\begin{equation*}
\psi=\psi_{p, \partial K}^{\mathrm{Osc}}, \quad \Psi=\Psi_{p, K}^{\mathrm{Osc}}, \quad H=H_{K}, \quad \varepsilon=\varepsilon(\eta, K) \tag{4.13}
\end{equation*}
$$

and by dropping the argument $\eta$ for all the sets $K^{B}(\eta), K^{I}(\eta), K_{\ell}^{B}(\eta), \Gamma_{\ell}^{B}(\eta)$.
We know that by the energy minimisation property (4.3),

$$
\begin{equation*}
|\Psi|_{H^{1}(K), \alpha} \leq|\Theta|_{H^{1}(K), \alpha}, \quad \text { for all } \Theta \in \mathcal{S}^{h}(K) \quad \text { with } \quad \Theta=\psi \quad \text { on } \quad \partial K \tag{4.14}
\end{equation*}
$$

The proof then proceeds by constructing a particular finite element function $\Theta$ in (4.14) to achieve the bound (4.12). Our strategy for this construction is as follows (further details are below). Starting with $\Theta=\psi$ on $\partial K$, we first of all extend it explicitly into each of the "boundary islands" $\overline{K_{\ell}^{B}}$. This is simple because, due to (4.1) and Assumption 4.3 (ii), $\psi$ turns out to be linear on $\Gamma_{\ell}^{B} \cap e$, for each edge $e$. Considering the resulting $\Theta$ on the boundary $\partial K_{0}$ of $K_{0}$ yields a continuous piecewise linear function, which we then extend (using the trace theorem) to an $H^{1}$ function $\Theta^{\mathrm{Ext}}$ on $K_{0}$. The required finite element function $\Theta$ on $K_{0}$ is obtained by applying the quasi-interpolant of Scott-Zhang to $\chi \Theta^{\mathrm{Ext}}$, where $\chi$ is a cut-off function on $K_{0}$ which vanishes on the interior islands $K^{I}$. The Scott-Zhang operator is $H^{1}-$ stable and preserves boundary values. Thus, the required estimate of $\Theta$ in $K_{0}$ is obtained in terms of the value of $\Theta^{\mathrm{Ext}}$ in $K_{0}$, which is in turn estimated in terms of its trace on $\partial K_{0}$. The Assumption 4.3 (iv) ensures that the application of the trace theorem does not yield any bad mesh dependence. (This could be removed at the expense of a more complicated argument, which we avoid here.)

We begin by constructing $\Theta$ on each $\overline{K_{\ell}^{B}}$. First let us assume that $\Gamma_{\ell}^{B}$ lies in the interior of an edge $e$ of $\partial K$ (i.e. $\Gamma_{\ell}^{B} \cap e^{\prime}=\emptyset$ for all $e^{\prime} \neq e$ ). Then we can choose a local coordinate $\operatorname{system}\left(x_{1}, x_{2}\right)$ and some $b>0$, such that $K \subset\left\{\left(x_{1}, x_{2}\right): x_{2} \geq 0\right\}, e=\left\{\left(x_{1}, 0\right): x_{1} \in[0, b]\right\}$ and $\Gamma_{\ell}^{B}=\left\{\left(x_{1}, 0\right): x_{1} \in I_{\ell}\right\}$ for some interval $I_{\ell} \subset[0, b]$. Then, by (4.1) and Assumptions 4.3 (ii) and (v), the function $\psi\left(x_{1}, 0\right)$ is affine on $I_{\ell}$. Defining $\Theta\left(x_{1}, x_{2}\right):=\psi\left(x_{1}, 0\right)$ for all $\left(x_{1}, x_{2}\right) \in K_{\ell}^{B}$ we obtain an extension of $\psi$ which satisfies

$$
\begin{equation*}
|\nabla \Theta|=\left|\frac{\partial \psi}{\partial x_{1}}\right|=\alpha_{\ell}^{-1}\left(\int_{e} \alpha^{-1}\right)^{-1} \quad \text { on } \quad \overline{K_{\ell}^{B}} \tag{4.15}
\end{equation*}
$$

On the other hand, if $\Gamma_{\ell}^{B}$ contains a corner of $\partial K$, where two edges $e, e^{\prime}$ meet, then an analogous linear extension of $\psi$ can be defined on $K(\eta, s)$, for which

$$
\begin{equation*}
|\nabla \Theta| \leq \alpha_{\ell}^{-1} \max \left\{\left(\int_{e} \alpha^{-1}\right)^{-1},\left(\int_{e^{\prime}} \alpha^{-1}\right)^{-1}\right\} \quad \text { on } \quad \overline{K_{\ell}^{B}} . \tag{4.16}
\end{equation*}
$$

Note that this covers all possible cases, since $\Gamma_{\ell}^{B}$ was assumed to be simply connected for all $\ell=1, \ldots, L$. Now, by Assumption 4.3 (iii), there is a subset of each edge $e$, of measure $\geq \varepsilon$, on which $\alpha(x) \leq \eta$ and so $\int_{e} \alpha^{-1} \geq \varepsilon / \eta$. Hence, inserting this in (4.15) and (4.16) and also using $\alpha_{\ell}>\eta$, we have, for all $\ell=1, \ldots, L$, that

$$
\begin{equation*}
|\Theta|_{H^{1}\left(K_{\ell}^{B}\right), \alpha}^{2} \lesssim\left(\frac{\eta}{\varepsilon}\right)^{2} \alpha_{\ell}^{-1}\left|K_{\ell}^{B}\right| \leq\left(\frac{\eta}{\varepsilon}\right)^{2} \alpha_{\ell}^{-1} H^{2} \leq \eta\left(\frac{H}{\varepsilon}\right)^{2} \tag{4.17}
\end{equation*}
$$



Figure 1: An element $K$ with (left) a typical set of "islands" $K(\eta)$. The corresponding $K_{0}$ (i.e. $K$ minus the "boundary islands") is depicted on the right.

Now, to complete the proof, recall that $K_{0}=K \backslash K^{B}$ (i.e. $K_{0}$ is $K$ minus the "boundary islands" - see Figure 1). We define $\Theta$ on all of the (Lipschitz polygonal) boundary of $\partial K_{0}$ by taking the $\Theta$ constructed above on each of $\partial K_{0} \cap \partial K_{\ell}^{B}$ and by recalling that $\Theta=\psi$ on the remainder of $\partial K_{0}$, The function $\Theta$ is in fact continuous and piecewise linear on $\partial K_{0}$ (with respect to the fine mesh). We now extend $\left.\Theta\right|_{\partial K_{0}}$ into the interior of $K_{0}$, first by a (smooth) $H^{1}$ function and then by a piecewise linear function (with respect to the fine mesh).

To do this, we first of all introduce the standard affine mapping $F_{K}$ from the unit simplex $\widehat{K}$ to $K$ and define the set $\widehat{K}_{0}:=F_{K}^{-1}\left(K_{0}\right)$ and the function $\widehat{\Theta}:=\Theta \circ F_{K}$ on $\partial \widehat{K}_{0}$. Now, by Assumptions 4.3 (i) and (iv), $\widehat{K}_{0}$ is a Lipschitz polygonal domain with measure $\sim 1$ and sides of length $\sim 1$. Thus, by the trace theorem (e.g. [23, Theorem 3.37]), there exists an extension $\widehat{\Theta}^{\mathrm{Ext}} \in H^{1}\left(\widehat{K}_{0}\right)$, such that

$$
\left\|\widehat{\Theta}^{\mathrm{Ext}}\right\|_{H^{\sigma}\left(\widehat{K}_{0}\right)}^{2} \lesssim\|\widehat{\Theta}\|_{H^{\sigma-1 / 2}\left(\partial \widehat{K}_{0}\right)}^{2}, \quad \text { for all } \quad 1 / 2<\sigma \leq 1
$$

This implies, in particular,

$$
\begin{align*}
\left|\widehat{\Theta}^{\mathrm{Ext}}\right|_{H^{1}\left(\widehat{K}_{0}\right)}^{2} & \lesssim\|\widehat{\Theta}\|_{L_{2}\left(\partial \widehat{K}_{0}\right)}^{2}+|\widehat{\Theta}|_{H^{1}\left(\partial \widehat{K}_{0}\right)}^{2}, \quad \text { and }  \tag{4.18}\\
\left\|\widehat{\Theta}^{\mathrm{Ext}}\right\|_{L_{2}\left(\widehat{K}_{0}\right)}^{2} & \lesssim\|\widehat{\Theta}\|_{L_{2}\left(\partial \widehat{K}_{0}\right)}^{2}+|\widehat{\Theta}|_{H^{\sigma}\left(\partial \widehat{K}_{0}\right)}^{2}, \quad \text { for all } \sigma>0 \tag{4.19}
\end{align*}
$$

Now $\Theta^{\text {Ext }}:=\widehat{\Theta}^{\text {Ext }} \circ F_{K}^{-1}$ defines an $H^{1}$ extension of $\Theta$ from $\partial K_{0}$ into $K_{0}$ and the usual scaling argument applied to (4.18) and (4.19) yields

$$
\begin{align*}
\left|\Theta^{\mathrm{Ext}}\right|_{H^{1}\left(K_{0}\right)}^{2} & \lesssim H^{-1}\|\Theta\|_{L_{2}\left(\partial K_{0}\right)}^{2}+H|\Theta|_{H^{1}\left(\partial K_{0}\right)}^{2}, \quad \text { and }  \tag{4.20}\\
\left\|\Theta^{\mathrm{Ext}}\right\|_{L_{2}\left(K_{0}\right)}^{2} & \lesssim H\|\Theta\|_{L_{2}\left(\partial K_{0}\right)}^{2}+H^{1+2 \sigma}|\Theta|_{H^{\sigma}\left(\partial K_{0}\right)}^{2}, \quad \text { for all } \sigma>0 \tag{4.21}
\end{align*}
$$

Using $\Theta^{\text {Ext }}$ we now build a finite element extension of $\left.\Theta\right|_{\partial K_{0}}$ which also has vanishing gradient on $K^{I}$. Recalling the definition of $\varepsilon$ in (4.11) and using Assumption 4.3 (i), we note that there exists a cut-off function $\chi \in \mathcal{C}^{\infty}\left(K_{0}\right)$ with $\chi=1$ on $\partial K_{0}$ and $\|\chi\|_{L_{\infty}\left(K_{0}\right)} \lesssim 1$ such that $\chi(x)=0$ for all $x \in K_{0}$ with $\operatorname{dist}\left(x, K^{I}\right) \leq \frac{\varepsilon}{2}$ and $\|\nabla \chi\|_{L_{\infty}\left(K_{0}\right)} \lesssim \varepsilon^{-1}$. Then set $\left.\Theta\right|_{K_{0}}:=\tilde{\mathcal{I}}^{h}\left(\chi \Theta^{\mathrm{Ext}}\right)$, where $\tilde{\mathcal{I}}^{h}$ denotes the quasi-interpolation operator of Scott and Zhang [28]. It is easy to see (using the boundary value preservation properties of the Scott-Zhang
operator) that $\left.\Theta\right|_{K_{0}} \in \mathcal{S}^{h}\left(K_{0}\right)$ and that $\left.\Theta\right|_{K_{0}}$ coincides on $\partial K_{0}$ with the $\Theta$ defined above. Also, by Assumption 4.3 (i), $\left.\chi\right|_{\tau}=0$ for all elements $\tau$ that touch $K^{I}$, and so by the definition of $\tilde{\mathcal{I}}^{h}$ we have $\left.\Theta\right|_{K^{I}}=0$. Hence using this, together with the estimates in [28], we have

$$
\begin{equation*}
|\Theta|_{H^{1}\left(K_{0}\right), \alpha}^{2} \lesssim \eta|\Theta|_{H^{1}\left(K_{0}\right)}^{2} \lesssim \eta\left|\chi \Theta^{\mathrm{Ext}}\right|_{H^{1}\left(K_{0}\right)}^{2} \lesssim \eta\left\{\varepsilon^{-2}\left\|\Theta^{\mathrm{Ext}}\right\|_{L_{2}\left(K_{0}\right)}^{2}+\left|\Theta^{\mathrm{Ext}}\right|_{H^{1}\left(K_{0}\right)}^{2}\right\} \tag{4.22}
\end{equation*}
$$

Finally we estimate the quantities on the right-hand side of (4.22) by using (4.20) and (4.21) and appropriate estimates for $\Theta$ on $\partial K_{0}$. To do this, observe that since $\nabla \Theta$ is constant on each $K_{\ell}^{B}$, it follows from Assumption 4.3 (iv) that $|\Theta|_{H^{1}\left(\partial K_{0}\right)}^{2} \lesssim|\Theta|_{H^{1}(\partial K)}^{2}=|\psi|_{H^{1}(\partial K)}^{2}$. Also, for each edge $e$ of $K$, using the fact that $\alpha \geq 1$ together with (4.1) and Assumption 4.3 (v), we have

$$
|\psi|_{H^{1}(e)}^{2} \lesssim\left(\int_{e} \alpha^{-2}\right)\left(\int_{e} \alpha^{-1}\right)^{-2} \leq\left(\int_{e} \alpha^{-1}\right)^{-1} \leq \eta / \varepsilon
$$

where for the last inequality we argued as in (4.17). Therefore $|\Theta|_{H^{1}\left(\partial K_{0}\right)}^{2} \lesssim \eta / \varepsilon$. Also, since $\|\Theta\|_{L_{\infty}\left(\partial K_{0}\right)} \leq 1$, we have $\|\Theta\|_{L_{2}\left(\partial K_{0}\right)}^{2} \lesssim H$. Interpolation between Sobolev spaces then yields $\|\Theta\|_{H^{\sigma}\left(\partial K_{0}\right)}^{2} \lesssim(H+\eta / \varepsilon)^{\sigma} H^{1-\sigma}$, for $\sigma \in[0,1]$. Hence, from (4.20) and (4.21), we have

$$
\left|\Theta^{\mathrm{Ext}}\right|_{H^{1}\left(K_{0}\right)}^{2} \lesssim 1+\eta \frac{H}{\varepsilon} \quad \text { and } \quad\left\|\Theta^{\mathrm{Ext}}\right\|_{L_{2}\left(K_{0}\right)}^{2} \lesssim H^{2}\left(1+\Lambda^{\sigma}\right)
$$

where $\Lambda=H^{2}+\eta(H / \varepsilon) \geq 1$. Taking $\sigma=(\log \log \Lambda) /(\log \Lambda)$ gives $\Lambda^{\sigma}=\log \Lambda$. Inserting the resulting estimates in the right-hand side of (4.22) yields the result.

As in Theorem 4.2, we can conclude (subject to some technical assumptions) that if $\alpha \sim 1$ on a sufficiently large part of each element $K$ (i.e. if $\varepsilon(1, K) \sim H_{K}$ for all $K \in \mathcal{T}^{H}$ ), then $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha) \lesssim 1$, even in the case of large variation in $\alpha$ along the boundaries between coarse grid elements.

## 5 Numerical Experiments

In this section, by a series of examples involving "binary" media (where $\alpha$ takes two values) and random media, we explain how our analysis in $\S 3$ yields sharp estimates for standard domain decomposition methods and, moreover leads to new effective robust multiscale preconditioners.

Let $\Omega=[0,1]^{2}$ and let $\mathcal{T}^{h}$ be a family of uniform (isosceles) triangulations of $\Omega$. For convenience we here let $h$ denote the length of the two equal sides of each triangle $\tau \in \mathcal{T}^{h}$, i.e. for some $r \in \mathbb{N}$ we have $h=2^{-r}$. Analogously, let $\mathcal{T}^{H}$ be a uniform family of coarse meshes with mesh width $H=2^{-R}, R<r$, so that each $K \in \mathcal{T}^{H}$ is a union of a set of fine grid elements as assumed above. For each coarse mesh $\mathcal{T}^{H}$ let $\Phi_{p}^{\mathrm{L}}, \Phi_{p}^{\mathrm{MS}, \mathrm{L}}$ and $\Phi_{p}^{\mathrm{MS}, \mathrm{Osc}}$, $p \in \mathcal{I}^{H}(\bar{\Omega})$, be the three types of coarse space basis functions constructed in $\S 4$ (i.e. piecewise linear, multiscale with linear boundary conditions and multiscale with oscillatory boundary conditions, respectively), and let $\gamma^{\mathrm{L}}(\alpha), \gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ and $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha)$ denote the corresponding coarse space robustness indicators as defined in $\S 4$.

It remains to choose an overlapping open covering $\left\{\Omega_{i}: i=1, \ldots, N\right\}$ of $\Omega$. We will consider two types of coverings referred to as small overlap and generous overlap below.


Figure 2: Examples 5.1 (left) and 5.3 (right) for $r=5$ and $R=1$.

| $\hat{\alpha}$ | $\kappa\left(M_{A S, 1}^{-1} A\right)$ | $\kappa\left(M_{A S, 2}^{-1} A\right)$ | $\gamma^{\mathrm{L}}(\alpha)$ |
| :---: | :---: | :---: | :---: |
| $10^{0}$ | 8410 | 22.0 | 3.0 |
| $10^{2}$ | 6100 | 111.0 | 40.1 |
| $10^{4}$ | 6040 | 3870 | $3.75(+3)$ |
| $10^{6}$ | 6040 | 6000 | $3.75(+5)$ |

Table 1: Standard one-level and two-level additive Schwarz preconditioning with linear coarsening for the problem in Example 5.1 with $h=\frac{1}{256}, H=8 h$ and $\delta=2 h$.

### 5.1 Small overlap

We will first consider the case of small overlap (as in e.g. [9]). In this case the subdomains $\Omega_{i}$ are obtained from $\mathcal{T}^{H}$ by extending each element $K \in \mathcal{T}^{H}$ with $\beta$ layers of fine grid elements, where $\beta \in \mathbb{N}$ is fixed as $h \rightarrow 0$. It follows that $\delta_{i} \sim \beta h$ and $\rho_{i} \sim H_{i} \sim H$ for each $i=1, \ldots, N$.

Example 5.1 (Interior Islands - Binary). Let $r \geq R+3$ (i.e. $H \geq 8 h$ ) and let $\alpha(x)$ describe a binary medium where $\alpha(x)=\hat{\alpha}$ on a square island of width $H / 4$ in the "centre" of each coarse element $K \in \mathcal{T}^{H}$. The islands are chosen such that they are located at a distance of $H / 8$ from the horizontal and the vertical edges of $K$ (see Figure 2 (left)). In the rest of the domain $\Omega$ we choose $\alpha(x)=1$. We study the behaviour of our preconditioners when $\hat{\alpha} \rightarrow \infty$.

Note that for this choice of $\alpha$, and in the notation of $\S 4.1$, we have $\varepsilon(1, K) \sim H$ for all $K \in \mathcal{T}^{H}$. Therefore we can apply Theorem 4.2 with $\eta=1$ and find that $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha) \lesssim 1$. (Note that the linear and oscillatory boundary conditions produce the same multiscale basis functions in this example.) Also, standard arguments (cf. the proof to Theorem 4.2) show that we can find a partition of unity $\left\{\chi_{i}\right\}$ subordinate to the covering $\left\{\Omega_{i}\right\}$ with $\left\|\alpha\left|\nabla \chi_{i}\right|^{2}\right\|_{L_{\infty}(\Omega)} \sim \delta_{i}^{-2}$ (since $\delta_{i} \sim h$ ). Hence $\pi(\alpha) \sim 1$. On the other hand, a simple calculation (using the fact that $\nabla \Phi_{p}^{\mathrm{L}}$ is constant on any coarse element $K$ ) shows that for any $p \in \mathcal{I}^{H}(\Omega)$

$$
\left|\Phi_{p}^{\mathrm{L}}\right|_{H^{1}(\Omega), \alpha}^{2}=\frac{\hat{\alpha}+7}{8}\left|\Phi_{p}^{\mathrm{L}}\right|_{H^{1}(\Omega)}^{2}=\frac{3}{8}(\hat{\alpha}+7),
$$

and so $\gamma^{\mathrm{L}}(\alpha) \rightarrow \infty$ as $\hat{\alpha} \rightarrow \infty$.
Our first set of numerical results in Table 1 shows the loss of robustness of additive Schwarz with linear coarsening in Example 5.1 and explains that $\gamma^{\mathrm{L}}(\alpha)$ is a good indicator for this loss of robustness. Moreover, the results show that the two level method is performing asymptotically like the one level method (cf. Remark 3.11).

| $\hat{\alpha}$ | $\kappa\left(M_{A S, 2}^{-1} A\right)$ | $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ |
| :---: | :---: | :---: |
| $10^{0}$ | 22.0 | 3.0 |
| $10^{2}$ | 17.7 | 4.26 |
| $10^{4}$ | 17.6 | 4.31 |
| $10^{6}$ | 17.6 | 4.31 |


| $\delta \backslash H$ | $8 h$ | $16 h$ | $32 h$ | $64 h$ |
| :---: | :---: | :---: | :---: | :---: |
| $2 h$ | $\mathbf{1 7 . 6}$ | 33.2 | 62.4 | 115.4 |
| $4 h$ | 9.9 | $\mathbf{1 7 . 9}$ | 32.8 | 59.4 |
| $8 h$ | 6.4 | 9.9 | $\mathbf{1 7 . 7}$ | 31.4 |
| $16 h$ |  | 6.4 | 9.8 | $\mathbf{1 7 . 1}$ |

Table 2: Condition numbers for the two-level method with multiscale coarsening for Example 5.1 with $h=\frac{1}{256}$ : in the left table $H=8 h$ and $\delta=2 h$; in the right table $\hat{\alpha}=10^{6}$.

| $r$ | $h^{-1}$ | 1-Level | Linear | MS |
| :---: | :---: | :---: | :---: | :---: |
| 7 | 128 | 1510 | 1510 | 17.5 |
| 8 | 256 | 6040 | 6000 | 17.6 |
| 9 | 512 | 24160 | 23630 | 17.7 |
| 10 | 1024 | 96640 | 88680 | 17.7 |

Table 3: Condition numbers for the two-level method with multiscale coarsening for $\hat{\alpha}=10^{6}$ in Example 5.1 with $H=8 h$ and $\delta=2 h$.

| $\sigma^{2}$ | $\max _{\tau} \alpha_{\tau}$ | 1-Level | Linear | MS, Linear | $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $4.30(+2)$ | 6380 | 21.5 | 18.4 | $\leq 11.8$ |
| 4 | $5.29(+3)$ | 6180 | 34.0 | 18.2 | $\leq 12.8$ |
| 8 | $1.84(+5)$ | 5950 | 77.8 | 18.1 | $\leq 13.6$ |
| 16 | $2.79(+7)$ | 5740 | 323 | 17.9 | $\leq 14.0$ |
| 32 | $3.39(+10)$ | 5550 | 2150 | 17.8 | $\leq 14.3$ |

Table 4: Condition numbers for Example 5.2 with $h=\frac{1}{256}, H=8 h$ and $\delta=2 h$.

In contrast, our second set of results in Table 2, highlights the robustness of multiscale coarsening for the problem in Example 5.1 and also confirms our theoretical results about $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$. Moreover, it shows the sharpness of the $\max _{i}\left(1+H_{i} / \delta_{i}\right)$ term in the bound in Theorem 3.9.

Our third set of results in Table 3 explains more the loss of robustness of the standard method as the coarse mesh is refined, i.e. the two-level method with linear coarsening behaves asymptotically like the one-level method and degenerates as the fine mesh is refined while multiscale coarsening leads to a robust preconditioner, with respect to both $h$ and $\hat{\alpha}$.

Example 5.2 (Interior Islands - Multiscale). The results in Example 5.1 are not restricted to constant coefficients on the interior islands. To confirm this, we also tested our preconditioners in the case of varying coefficients where $\alpha_{\tau}=1$ for all elements $\tau$ that touch any edge of the coarse mesh $\mathcal{T}^{H}$, but it may vary strongly in the rest of the domain. To be precise, we set $\alpha_{\tau}=1+e^{Z_{\tau}}$, where $Z_{\tau}$ is chosen from a $N\left(0, \sigma^{2}\right)$ random distribution. As in Example 5.1, we can see that $\gamma^{\mathrm{L}}(\alpha) \rightarrow \infty$ as $\max _{\tau} \alpha_{\tau} \rightarrow \infty$ (i.e. $\sigma^{2} \rightarrow \infty$ ), while an application of Theorem 4.2 with $\eta=1$ leads to $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha) \lesssim H^{2} / h^{2}$. (Note in this case $\varepsilon(1, K) \sim h$.) We can also find a partition of unity subordinate to $\left\{\Omega_{i}\right\}$ again such that $\pi(\alpha) \lesssim \delta^{2} / h^{2} \sim \beta^{2}$.

The results in Table 4 show that the two-level method with linear coarsening does indeed degenerate as $\sigma^{2}$ is increased. In contrast, multiscale coarsening is robust as $\max _{\tau} \alpha_{\tau} \rightarrow \infty$,


Figure 3: The overlap region for Example 5.3 with minimal overlap (i.e. $\beta=1$ or $\delta=2 h$ ).

| $\hat{\alpha}$ | 1-Level | Linear | MS, Linear | MS, Oscil. | $\gamma^{\text {MS,Osc }}(\alpha)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{0}$ | $8.41(+3)$ | $2.20(+1)$ | $2.20(+1)$ | $2.20(+1)$ | 3.0 |
| $10^{2}$ | $6.40(+4)$ | $2.36(+2)$ | $2.35(+2)$ | $2.31(+2)$ | 7.9 |
| $10^{4}$ | $5.11(+6)$ | $2.13(+4)$ | $2.13(+4)$ | $2.07(+4)$ | 8.0 |
| $10^{6}$ | $>10^{8}$ | $>10^{6}$ | $>10^{6}$ | $>10^{6}$ | 8.0 |

Table 5: Condition numbers for Example 5.3 with $h=\frac{1}{256}, H=8 h$ and $\delta=2 h$ (i.e. $\beta=1$ ).
and the coarse space robustness indicator $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ is accurately reflecting this.
Example 5.3 (Interior and Boundary Islands - Binary). Here, we want to let the areas with large coefficients also touch the edges of our coarse mesh $\mathcal{T}^{H}$ and investigate the effectiveness of the oscillatory boundary conditions in this case. Let $\alpha(x)$ describe a binary medium, where $\alpha(x)=\hat{\alpha}$ on uniformly placed, square islands of diameter $h$ that are separated by exactly one layer of fine grid elements (see Figure 2 (right)). In the rest of the domain we choose $\alpha(x)=1$. We study again the behaviour of our preconditioners when $\hat{\alpha} \rightarrow \infty$.

In this example $\varepsilon(\eta, K)=0$ for any $\eta<\hat{\alpha}$ and so Theorem 4.2 does not apply. In fact, it can easily be shown that both $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha)$ and $\gamma^{\mathrm{L}}(\alpha) \rightarrow \infty$ as $\hat{\alpha} \rightarrow \infty$. To see this, note that for any $p \in \mathcal{I}^{H}(\Omega)$, there are more than $4 \frac{H}{h}$ fine grid elements $\tau \in \mathcal{T}^{h}$ with $\alpha_{\tau}=\hat{\alpha}$ that touch the interior coarse mesh edges of $\omega_{p}$ and $\left|\Phi_{p}^{\mathrm{MS}, \mathrm{L}}\right|_{H^{1}(\tau)}^{2} \geq \frac{h^{2}}{2 H^{2}}$ on any of these element. Therefore, we have $\gamma^{\mathrm{MS}, \mathrm{L}}(\alpha) \geq \frac{2 h}{H} \hat{\alpha}$. Also, as in Example 5.1, it is easy to find $\gamma^{\mathrm{L}}(\alpha)=\frac{3}{4}(\hat{\alpha}+3)$. In contrast, we will see in Tables 5 and 6 below that $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha)$ is bounded as $\hat{\alpha} \rightarrow \infty$. (Note that technically Theorem 4.4 does not apply here since Assumption 4.3 (i) and (iv) are violated. However, it easy to extend the proof of Theorem 4.4 to this simple model problem and to construct explicitly a function $\Theta \in S^{h}(K)$ with $\left.\Theta\right|_{\partial K}=\psi_{p, \partial K}^{\mathrm{Osc}}$ such that $|\Theta|_{H^{1}(K), \alpha} \lesssim 1$ for all $K \in \mathcal{T}^{H}$. Then, using the energy minimisation property (4.3) we have $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha) \lesssim 1$.) Also, provided $\beta \geq 2$, it is possible to explicitly construct a partition of unity $\left\{\chi_{i}\right\}$ subordinate to the covering $\left\{\Omega_{i}\right\}$ such that $\nabla \chi_{i}(x)=0$ when $\alpha(x)=\hat{\alpha}$ and $\left|\nabla \chi_{i}(x)\right| \lesssim h^{-1}$ otherwise. This implies that

$$
\pi(\alpha) \leq \max _{i} \delta_{i}^{2}\left\|\alpha\left|\nabla \chi_{i}\right|^{2}\right\|_{L_{\infty}(\Omega)} \lesssim \beta^{2}
$$

If $\beta=1$, on the other hand, then it is not possible to find such a partition of unity $\left\{\chi_{i}\right\}$. If $\left\{\chi_{i}\right\}$ is a partition of unity subordinate to $\left\{\Omega_{i}\right\}$, then Assumptions (S1)-(S3) in Definition 3.1 have to be satisfied, which implies that $\left|\nabla \chi_{i}(x)\right| \sim h^{-1}$ for some point $x$ where $\alpha(x)=\hat{\alpha}$ (i.e. in one of the "boundary islands", see Figure 3 for an illustration). Therefore, in the case $\beta=1, \pi(\alpha) \sim \hat{\alpha}$ grows unboundedly as $\hat{\alpha} \rightarrow \infty$.

Our first set of numerical results for Example 5.3 in Table 5 confirms this, i.e. none of the preconditioners is robust for minimal overlap $\beta=1$ (i.e. $\delta=2 h$ ) even though we see in the

| $\hat{\alpha}$ | 1-Level | Linear | MS, Linear | MS, Oscil. | $\gamma^{\text {MS,Osc }}(\alpha)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{0}$ | 3300 | 11.9 | 11.9 | 11.9 | 3.0 |
| $10^{2}$ | 3430 | 116.0 | 40.6 | 12.0 | 7.9 |
| $10^{4}$ | 3440 | 2650 | 1560 | 12.0 | 8.0 |
| $10^{6}$ | 3440 | 3430 | 3400 | 12.0 | 8.0 |

Table 6: Condition numbers for Example 5.3 with $h=\frac{1}{256}, H=8 h$ and $\delta=4 h$ (i.e. $\beta=2$ ).

| $r$ | $n$ | 1-Level | Linear | MS, Oscil. |
| :---: | :---: | :---: | :---: | :---: |
| 7 | $1.61(+4)$ | 77 | 112 | 26 |
| 8 | $6.45(+4)$ | 144 | 219 | 26 |
| 9 | $2.58(+5)$ | 292 | 444 | 26 |
| 10 | $1.03(+6)$ | 534 | 892 | 26 |

Table 7: CG iterations for the problem in Example 5.3 with $H=8 h, \delta=4 h$ and $\hat{\alpha}=10^{6}$.

| $r$ | $n$ | 1-Level | Linear | MS, Oscil. |
| :---: | :---: | :---: | :---: | :---: |
| 7 | $1.61(+4)$ | $0.65(0.06)$ | $0.97(0.06)$ | $0.30(0.07)$ |
| 8 | $6.45(+4)$ | $4.71(0.21)$ | $7.94(0.26)$ | $1.25(0.31)$ |
| 9 | $2.58(+5)$ | $38.8(0.87)$ | $65.6(1.12)$ | $5.25(1.31)$ |
| 10 | $1.03(+6)$ | $286(3.55)$ | $533(4.98)$ | $22.0(5.85)$ |

Table 8: Total CPU-time (in secs) for the problem in Example 5.3 with $H=8 h, \delta=4 h$ and $\hat{\alpha}=10^{6}$. The setup times for the preconditioners are given in brackets.
last column that in the case of multiscale coarsening with oscillatory boundary conditions we have coarse space robustness.

The results in Table 6 confirm the other statements made above, i.e. we see that in Example 5.3 for $\beta \geq 2$ both linear coarsening and multiscale coarsening with linear boundary conditions lead to two-level methods which perform no better than the one-level method as $\hat{\alpha} \rightarrow \infty$. In contrast and as predicted by our theory, multiscale coarsening with oscillatory boundary conditions leads to a robust two-level preconditioner. The coarse space robustness indicator $\gamma^{\mathrm{MS}, \mathrm{Osc}}(\alpha)$ is able to predict this behaviour accurately.

Before we go on to random media, let us first explore the efficiency of the new coarsening strategies. To do this we use our preconditioners within a preconditioned Conjugate Gradient (CG) method for (1.3) with $\mathbf{f}=\mathbf{1}$ and with tolerance $\varepsilon=10^{-6}$. In Tables 7 and 8 we compare for varying problem sizes $n$, the number of CG iterations, the setup time for each of the preconditioners, and the total CPU-time in the case of Example 5.3. The CPU-times were all obtained on a 3 GHz Intel P4 processor. The coarse problem and all the local problems were solved using LAPACK.

The iteration numbers in Table 7 show clearly the loss of robustness of linear coarsening, whereas multiscale coarsening leads to a constant number of iterations as the mesh is refined. Moreover, the CPU-times in Table 8 grow linearly with the size of the problem leading thus to an optimal preconditioner for this problem. The results also show that the additional work to set up the multiscale coarse space is negligible, 5.85 seconds against 4.98 seconds in the


Figure 4: Typical realisation of a log-normal random field for Example $5.4\left(h=\frac{1}{512}\right.$ and $\lambda=4 h$ ). Black areas represent large values of $\alpha$; white areas represent small values of $\alpha$.

| $\sigma^{2}$ | $\max \frac{\alpha_{\tau}}{\alpha_{\tau^{\prime}}}$ | 1-Level | Linear | MS, Oscil. |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1.0 | 77 | 18 | 18 |
| 2 | $1.9(+5)$ | 180 | 38 | 29 |
| 4 | $3.3(+7)$ | 252 | 58 | 36 |
| 8 | $5.2(+10)$ | 453 | 114 | 52 |
| 12 | $1.6(+13)$ | 730 | 194 | 68 |
| 16 | $2.1(+15)$ | 1021 | 304 | 86 |
| 20 | $1.5(+17)$ | 1345 | 456 | 106 |

Table 9: Average number of CG iterations (over 100 realisations) for the problem in Example 4 with $h=\frac{1}{256}, H=8 h, \delta=8 h$ and $\lambda=4 h$.
case of linear coarsening which is less than $15 \%$. This is easily compensated by the better convergence with multiscale coarsening. The small extra cost is not surprising since only a small number of extra local solves are needed to set up the multiscale preconditioner. We remark that multiscale coarsening is a feature that can be easily added to any two-level code with minimal cost, but with (sometimes) large benefit (as our results show).

Finally, we illustrate with some numerical experiments that the multiscale method also leads to greatly improved performance over standard preconditioners for random media.

Example 5.4 (Log-normal Random Fields). Here, we choose $\alpha$ as a realisation of a $\log$-normal random field, i.e $\log \alpha(x)$ is a realisation of a homogeneous, isotropic Gaussian random field with exponential covariance function, mean 0 , variance $\sigma^{2}$ and correlation length scale $\lambda$ (as defined in e.g. Cliffe et al. [7]). This is a commonly studied model for flow in heterogeneous porous media. For more details on the physical background see e.g. [7]. We use Gaussian [21] to create realisations of these random fields (see Figure 4 for a grey-scale plot of a typical realisation). The larger the correlation length $\lambda$, the more correlated (and thus smoother) is the field. The larger the variance $\sigma^{2}$, the larger is the contrast, i.e. the ratio of the largest and the smallest values of $\alpha$. For example for the field in Figure 4 with $\sigma^{2}=8$ we have $\max _{\tau, \tau^{\prime} \in \mathcal{T}^{h}} \frac{\alpha_{\tau}}{\alpha_{\tau^{\prime}}}=O\left(10^{10}\right)$.

In Table 9 we compare the average number of CG iterations necessary to solve (1.3) with right hand side $\mathbf{f}=\mathbf{1}$ up to a tolerance of $\varepsilon=10^{-6}$, for 100 different realisations of $\alpha$ for

Example 5.1
Example 5.3

| $\hat{\alpha}$ | 1-Level | Linear | MS, Linear |
| :---: | :---: | :---: | :---: |
| $10^{0}$ | 2172 | 5.2 | 5.2 |
| $10^{2}$ | 2145 | 58.1 | 5.2 |
| $10^{4}$ | 2145 | 1821 | 5.2 |
| $10^{6}$ | 2145 | 2669 | 5.2 |


| $\hat{\alpha}$ | 1-Level | Linear | MS, Oscill. |
| :---: | :---: | :---: | :---: |
| $10^{0}$ | 2172 | 5.2 | 5.2 |
| $10^{2}$ | 2245 | 79.6 | 5.2 |
| $10^{4}$ | 2251 | 2046 | 5.2 |
| $10^{6}$ | 2251 | 2805 | 5.2 |

Table 10: Condition numbers in the case of generous overlap for Examples 5.1 and 5.3 with $h=\frac{1}{512}$ and $H=8 h$.
variances between $\sigma^{2}=0$ and 20. We see that for the largest variance $\sigma^{2}=20$ multiscale coarsening performs more than four times faster than standard linear coarsening. This is also reflected in the average CPU-times for each solve.

The improvement is of the same order for other choices of $H$ and $\delta$, e.g. for $H=16 h$, $\delta=16 h$ and $\sigma^{2}=20$ the average numbers of CG iterations with linear and multiscale coarsening are 346 and 99 , respectively, i.e. the number of iterations does not grow if the ratio of $H$ and $\delta$ is kept fixed. Similarly, changing the problem size or the correlation length $\lambda$ does not affect multiscale coarsening either, e.g. for $\lambda=h$ with the rest of the parameters chosen as in Table 9 the two coarsenings lead to 488 and 146 iterations, respectively. (Note that by reducing the correlation length $\lambda$ we have actually made the problem harder, since the coefficient function varies more rapidly throughout the domain.)

### 5.2 Generous overlap

It is not easy in the case of random media to give a bound for the partitioning robustness indicator $\pi(\alpha)$. We need to find a partition of unity $\left\{\chi_{i}\right\}$ subordinate to the covering $\left\{\Omega_{i}\right\}$, such that the gradient of $\chi_{i}$ is always small when $\alpha$ is large. This motivates the following choice of covering $\left\{\Omega_{i}\right\}$ (cf. Example 3.12): the subdomains $\Omega_{i}$ are chosen to be squares of side length $2 H$ that are aligned with the coarse mesh, with the overlap between two squares consisting of exactly one layer of coarse mesh elements. (Note that in this case we have exactly one subdomain $\Omega_{i}$ per coarse mesh node $x_{p}^{H}$ as considered in Example 3.12.) This case is often referred to as the case of generous overlap in the literature (see e.g. [29]). It follows that $\delta_{i} \sim H$ and $\rho_{i} \sim H_{i} \sim s H$ for each $i=1, \ldots, N$.

If we choose the subdomains in such a way, then we have for each $p \in \mathcal{I}^{H}(\Omega)$ that $\operatorname{supp} \Phi_{p} \subset$ $\bar{\Omega}_{i}$ for some $i \in\{1, \ldots, N\}$. Therefore we can choose $\chi_{i}:=\Phi_{p}$, and it follows from the assumptions on $\Phi_{p}$ that $\left\{\chi_{i}\right\}$ is a partition of unity subordinate to the covering $\left\{\Omega_{i}\right\}$. Hence, in this case all that is required to achieve robustness with respect to $\alpha$ is to ensure $\Phi_{p}$ has small gradient when $\alpha$ is large (cf. Example 3.12). Our final set of results explores this.

We start with Examples 5.1 and 5.3 and present condition numbers of the preconditioned stiffness matrices as above. The results in Table 10 confirm the robustness of the two-level method with multiscale coarsening also for the case of generous overlap.

In the case of Example 5.4 we present again average numbers of CG iterations for the solution of (1.3) with right hand side $\mathbf{f}=\mathbf{1}$ using preconditioned CG with a tolerance of $\varepsilon=10^{-6}$ for 100 different realisations of $\alpha$. The results are given in Table 11 together with the average CPU-times. All preconditioners show an improved performance in the case of generous overlap (as expected), but multiscale coarsening with oscillatory boundary conditions

|  |  | Average \#CG-Iterations |  |  | Average CPU-Times (in secs) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{2}$ | $\max \frac{\alpha_{\tau}}{\alpha_{\tau^{\prime}}}$ | 1-Level | Linear | MS, Oscil. | 1-Level | Linear | MS, Oscil. |
| 0 | 1.0 | 51 | 17 | 17 | 3.59 | 1.66 | 1.71 |
| 2 | $1.9(+5)$ | 132 | 31 | 24 | 8.48 | 2.58 | 2.19 |
| 4 | $3.3(+7)$ | 176 | 47 | 30 | 11.2 | 3.57 | 2.55 |
| 8 | $5.2(+10)$ | 289 | 88 | 41 | 17.9 | 6.19 | 3.23 |
| 12 | $1.6(+13)$ | 436 | 145 | 52 | 26.7 | 9.83 | 3.96 |
| 16 | $2.1(+15)$ | 588 | 222 | 64 | 35.9 | 14.8 | 4.74 |
| 20 | $1.5(+17)$ | 727 | 324 | 77 | 44.3 | 21.2 | 5.57 |

Table 11: Average number of CG iterations and CPU-times (over 100 realisations) for the problem in Example 5.4 with generous overlap ( $h=\frac{1}{256}, H=8 h$ and $\lambda=4 h$ ).

|  | $H=8 h$ |  |  | $H=16 h$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{2} \backslash H^{\text {sub }}$ | $2 H$ | $3 H$ | $5 H$ | $2 H$ | $3 H$ | $5 H$ |
| 0 | 17 | 16 | 15 | 18 | 16 | 15 |
| 4 | 30 | 31 | 30 | 29 | 30 | 28 |
| 8 | 41 | 41 | 39 | 40 | 39 | 35 |
| 16 | 64 | 63 | 58 | 60 | 58 | 49 |
| 20 | 77 | 76 | 67 | 71 | 68 | 55 |

Table 12: Average number of CG iterations (over 100 realisations) for Example 5.4 ( $h=\frac{1}{256}$ and $\lambda=4 h$ ) in the case of generous overlap and for different choices of $H$ and $H^{\text {sub }}$.
outperforms standard linear coarsening by more than a factor 4 again in the case of $\sigma^{2}=20$. The extra setup time is again negligible, i.e. 0.56 seconds for multiscale coarsening versus 0.52 seconds for linear coarsening. The setup time for the 1-level method is 0.47 seconds.

Our final set of results in Table 12 explores the dependency of the preconditioner on the coarse mesh width $H$ and on the size $H^{\text {sub }}$ of the subdomains. We choose again square subdomains $\Omega_{i}$ that are aligned with the coarse mesh and overlap each other in exactly one layer of coarse mesh elements (with some modifications at $x=1$ and at $y=1$ ). However, we vary now the length of the sides of these subdomains, i.e. $H^{s u b}:=s H$, with $s \geq 2$. Here, the partition of unity subordinate to the covering $\left\{\Omega_{i}\right\}$ can be chosen as $\chi_{i}:=\sum_{p \in \mathcal{I}^{H}\left(\Omega_{i}\right)} \Phi_{p}$ which again guarantees robustness with respect to $\alpha$ by ensuring that $\Phi_{p}$ has small gradient when $\alpha$ is large.

The results in Table 12 confirm (as predicted in our estimate in Theorem 3.9) that in the case of generous overlap (i.e. $\delta_{i} \sim H$ ) the condition number of the preconditioned system is completely independent of any of the mesh parameters. In particular, increasing the subdomain size has no detrimental effect and may actually be beneficial in terms of computational efficiency - this is explore in more detail in [26, 27].
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