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Introduction 

Ultrasound (US) is used as an energy source for ablative 
treatments of tumours of the liver, prostate, kidneys, lung, 
brain, bone and uterine fibroids (1,2). Interest in its use for 
treatments that combine hyperthermia and radiotherapy 
is returning, as is the use of “non-thermal” US exposures 
for the enhancement of drug delivery. With this growing 
acceptance of US as an important therapeutic tool, the need 
for accurate, standardised, and repeatable measures of dose 
becomes increasingly important. These are particularly 
required for treatment planning, where the dose defines 
the objective functions used to optimise the transducer 
parameters (specifying delivery of the required treatment, 
such as the phase and amplitudes applied to individual 
elements of a phased array). 

Although therapy US is currently planned and monitored 
in real time using US or magnetic resonance (MR) imaging, 
pre-treatment simulation for planning purposes can have 
significant advantages. Choice of the optimum treatment 
window and beam path can be difficult without simulation, 
especially when bone, gas or other sensitive normal 
structures lie between the skin and the target to be exposed. 
Simulation allows it to be possible to be sure that the exposure 

level to critical tissues is safe. Current clinical practice for 
HIFU involves locating the target using US or MR imaging, 
and outlining the region to be treated. Accurate target 
identification is based on the imaging response following 
a “test” or “siting” US exposure (3). Under US guidance, 
tissue response is gauged by the appearance of new bright 
echoes in the grey scale image (4), although passive acoustic 
mapping techniques can also be used to determine whether 
inertial cavitation has occurred during exposure (5). The 
grey scale response is produced by scattering from “boiling” 
bubbles produced in the focal region (6). Once these 
are seen, irreversible tissue damage has occurred. With 
MR guidance, the aim of these test shots is to detect the 
magnitude and position of the temperature rise induced, 
using thermometry sequences (7). The accuracy of this 
method depends on the spatial and temporal resolution 
of the sequences used. While these techniques work in 
principle, considerable time is expended in finding the 
correct exposure conditions, and optimum acoustic window 
for any given treatment. Planning prior to treatment 
delivery, may significantly shorten HIFU sessions.

In US therapy, there is considerable confusion between 
the concepts of “exposure” and “dose”, with the terms 
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frequently being used interchangeably. The term “exposure” 
in the context of radiation refers to the amount of energy 
incident on the target of interest. In photography, before 
the digital age, the exposure was described in terms of 
both the light intensity, and the time for which the film 
was exposed. Similarly, for US, the exposure should be 

described in terms of the acoustic field, preferably that 
incident on the target, and the insonation time. The US 
field may be given in terms of acoustic pressure, or of 
intensity. Dose parameters have been defined for ionising 
radiation. Absorbed dose (mGy) is defined as the amount of 
incident energy absorbed, equivalent dose (mSv) describes 
the biological impact of the radiation on tissue, and effective 
dose (mSv) takes into account both radiation type and the 
tissue sensitivity. No such dose parameters exist for US.

A well validated dose parameter is an important goal 
for therapy US. It would allow prediction of the biological 
effect, inter-comparison of treatments (and, perhaps more 
importantly, of side effects) on the same machine, and on 
different devices. In the absence of such a parameter, clinical 
and pre-clinical treatments are variously and inconsistently 
reported. The literature shows that the descriptive 
parameters used include spatial peak, temporal averaged 
intensity (ISPTA), temporal averaged intensity (ITA), spatial 
average, temporal averaged intensity, and a number of peak 
pressure parameters (see Figure 1). These are all measures 
of the exposing field, not the dose, and provide no useful 
information for treatment assessment and comparison 
unless the time of exposure, beam geometry, and tissue 
parameters are also known.

Where the primary mechanism for US induced biological 
effect is thermal, it may suffice to describe the US treatment 
in terms of a “thermal dose”, especially for “non-ablative 
exposures”. Validation of this concept for the short duration, 
high temperature treatments required for ablation has proved 
to be technically difficult. Sapareto & Dewey (8) introduced a 
method by which thermal treatments, undertaken at different 
temperatures and heating times, can be compared. On the 
basis of experimental data, they divided thermal response 
into two regions, above and below 43 ℃. Although they 
describe the choice of breakpoint of 43 ℃ as being “arbitrarily 
chosen as the best estimate”, this has become the de facto 
baseline temperature to which all thermal treatments are now 
compared. Thermal dose is thus usually described in terms of 
cumulative equivalent minutes at 43 ℃, CEM43 (see section 
on Thermal dose calculations). While this term is commonly 
used to plan ablative therapies with a CEM43 of 240 minutes 
being used as the threshold for success, it has not yet been 
satisfactorily validated for temperatures above 55 ℃.

Ultrasonic interaction with tissue also leads to non-
thermal effects. At therapy exposure levels, the most 
important of these is cavitation (6). Defining a dose for 
cavitation mediated events is more problematic than for 
those caused by heating. To date, only an inertial cavitation 

Figure 1 (A) Typical beam distribution in the focal plane 
for a focused ultrasound beam; (B) example of a pulse train 
for therapy ultrasound, showing the temporal variation; 
(C) typical transaxial profile at the focus for a therapy 
ultrasound beam, showing the different possibilities for 
temporal and spatial averaging.

Beamplot perpendicular to direction of propagation

Horizontal distance (mm)

70

60

50

40

30

20

10

80

60

40

20

0

Vertical distance (mm)

R
el

at
iv

e 
in

te
ns

ity

–5

–10

–10
–15 –12

–8
–6

–4
–2

A

Temporal peak

Pulse average intensity (IPA) 
(averaged over time tp)

Temporal average intensity 
(ITA) (averaged over time t1)

R
el

at
iv

e 
in

te
ns

ity t1

Time

tP

B

Spatial peak intensity

Spatial average intensity (ISA)

Spatial average intensity 

(ISA)

50

45

40

35

30

25

20

15

10

5

0

R
el

at
iv

e 
in

te
ns

ity

Transverse direction (mm)

A1

A2

C



461Translational Cancer Research, Vol 3, No 5 October 2014 

© Pioneer Bioscience Publishing Company. All rights reserved. Transl Cancer Res 2014;3(5):459-471www.thetcr.org

dose (ICD) has been addressed (9). The ICD is most usually 
obtained by integrating broadband emissions, characteristic 
of this collapsing bubble activity, over the time period of 
interest. While this gives a relative measure of the amount 
of cavitation activity, the value obtained depends on the 
detection systems and exposure geometry being used [see 
section on Inertial cavitation dose (ICD)].

No method of combining these thermal and non-
thermal dose concepts has been proposed. In reality, for 
many exposure regimes, the two classes of interaction 
mechanism occur together, with, for example, an increase in 
temperature increasing the probability of the occurrence of 
inertial cavitation.

The structure of this paper is based on the protocol for 
successful delivery of a focused US treatment at an intended 
dose. A review of the range of existing dose descriptors 
is presented, and then the requirements for treatment 
planning and the uncertainties associated with acquiring 
the pre-clinical images and the errors which may affect 
treatment delivery are discussed. Broadly there are three 
uncertainties arising from preclinical images: (I) errors in 
segmentation of the images and in determining relevant 
associated acoustic and thermal properties; in order to 
compute the dose (II) registration errors arising from 
differences in pre and intra-operative images (III) artefacts 
associated with organ motion and deformation. From the 
definition of dose and the requisite preclinical data, the 
final section outlines the errors associated with treatment 
planning and delivery, based on focusing techniques and on 
lesioning strategies which use either single or multiple foci. 

Existing descriptors 

In this section we review existing descriptors for both 
exposure and dose, and their origins.

Exposure

Acoustic field models
The governing equations for ultrasonic wave propagation 
in a fluid can be derived from the equations of motion, 
continuity and heat transfer, and an equation of state (10,11). 
The most complete, yet computationally tractable, model of 
the acoustic field is the Westervelt equation (12) (Eq. [1]):

[1]

where p is the pressure, and c0 is the speed of sound, or, 

for axi-symmetric, weakly focused fields, the parabolic 
Khokhlova-Zabolotskaya-Kuznetsov (KZK) equation (11) 
(Eq. [2]):

, where

[2]

where τ = t – z/c0 is the retarded time variable and z is the 
direction of propagation. The nonlinearity parameter is 
denoted by β and the sound diffusivity, δ, is a function of the 
bulk and shear viscosities, thermal conductivity and specific 
heat capacities at constant volume and pressure. As the 
acoustic field propagates through tissue the energy is reduced 
(attenuated). The attenuation is due to both scattering and 
absorption effects, and is characterised by the attenuation 
coefficient, α, which can be expressed as (Eq. [3]):

[3]α = αabs + αscat

where αabs and α scat are the absorption and scattering 
coefficients respectively.

Acoustic holography, or an equivalent source method, 
can provide suitable initial conditions for the Westervelt 
and KZK equations (13,14). 

Thermal models
It can be shown that, on the scales considered for ultrasonic 
wave propagation, thermal effects are negligible, in that 
the acoustic field and the temperature field decouple and 
the temperature field can be computed from the acoustic 
field (10). The three primary heat sources resulting from 
US exposure are: absorption, shock-wave and cavitation 
heating. 

Absorption
The absorption of an US wave in water is primarily due 
to viscosity (described by Stokes’ Law), and results in an 
attenuation coefficient proportional to the square of the 
frequency, relating δ to the total attenuation α. In tissue 
absorption is dominated by a wide range of relaxation 
mechanisms. Within therapeutically relevant parameters, 
the absorption of US by tissue is well characterised by a 
frequency dependent power-law (15) (Eq. [4]):

αabs = α0w
y, with 1<y<2  [4]

The computational implications of this power-law 
are that for situations in which it cannot be assumed 
that exposure is continuous, such as for short pulsed 
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exposures, modelling requires fractional-differential 
operators (16), or the computation of a large number of 
relaxation processes (17,18).

The conversion of pressure into a heat source is achieved 
by taking the dot product of the linearized momentum 
equation, which can be expressed in conservation law form 
as (Eq. [5]):

[5]

For a plane progressive wave in a homogeneous medium 
without scatter (Eq. [6]):

, [6]

where E is the energy per unit volume and n is the unit 
normal in direction of propagation. This equation expresses 
the instantaneous rate of energy deposition per unit volume 
and defines the dissipation function, , where I is the 
instantaneous acoustic intensity given by I = pv. This quantity 
has utility, but is unwieldy. A range of descriptors which may 
be spatially or temporally varying, or may be scalar quantities 
can be derived. Indeed, many authors, e.g., (19), refer to the 
intensity as the time-averaged intensity, I = ITA = <pv>. This 
may be normalised over the duration of the exposure to 
give the pulse-averaged intensity, IPA. The temporal peak 
intensity, ITP, may be a better descriptor for focused fields. 
However, since quantities are spatially varying, the scalar 
values provided by spatial peak, temporal average, ISPTA, or 
the spatial-average, temporal average, ISPTA, can be used 
to characterise the field. These concepts are illustrated in 
Figure 1. Nyborg showed that for a plane progressive wave 
in a homogeneous medium, the dissipation per unit volume 
can be given by qv=2αITA.

The dissipation factor has also been referred to as the 
specific absorption rate (SAR). This is widely used as 
the standard measure of dose in hyperthermia treatment 
planning with electromagnetic sources. However, in 
acoustics, the dissipation of the acoustic energy and the 
absorption of the acoustic energy by tissue are not equal, as 
scattering also contributes. 

Duck (20) defines the dissipation function per unit mass, 
 as the acoustic dose rate, which is integrated with 

respect to time to give the acoustic dose, Φ. This definition 
naturally extends to fields with a distribution of frequencies.
Nonlinear propagation 
When the amplitude of the particle velocity is large, 
nonlinear processes transfer acoustic energy from the 
fundamental frequency to higher harmonic components. 
These are important as they have shorter wavelengths 

than the fundamental, and the focal volume is therefore 
smaller. Furthermore, as shown by equation (4), these 
higher frequencies are preferentially absorbed. Soneson 
and Myers (21) showed that the difference in thermal dose 
computed from linear and nonlinear wave equations for 
low duty cycles may not be significant after a cooling-off 
period, due to heat diffusion from within a tightly focused 
nonlinear field.

As nonlinear processes lead to an accumulation of higher 
harmonic components, the wave steepening can lead to 
shock-type waves) (22). The presence of a discontinuity 
leads to significantly different physics. Neglecting 
dissipative terms, and considering an integral form of the 
energy conservation equation (11) around the shock front 
yields (Eq. [7]):

[7]

This shows that, in the presence of shocks, the energy 
may be absorbed by the medium even in the explicit absence 
of dissipation mechanisms. Care is needed in interpreting 
this result as, since tissue is attenuating, true shocks will 
never exist, but shock-like waves with very steep wave 
fronts can occur. However, these shock-like waves can be 
considered approximations to true shocks, and for effectively 
attenuation can be considered to be the sum of the shock and 
classical absorption mechanisms. The absorption at the shock 
interface is proportional to the cube of the shock amplitude, 
whereas for classical absorption it is proportional to the 
square of the pressure amplitude (Eq. [6]). Thus, although 
absorption provides a non-negligible contribution to 
heating, within the parameter regimes in which shock-type 
waves appear, the dominant mechanism of heat generation 
will be shockwave heating (23,24).
Cavitation
The third mechanism for heating is cavitation. The 
presence of nucleation sites and dissolved gas may, for some 
regimes, result in cavitation activity during US exposure 
(1,6). Cavitation activity may either enhance or inhibit 
heat deposition within the target region. If cavitation 
occurs within the focal volume, heating may be enhanced. 
As described below, this results from viscous effects at the 
inertially cavitating bubble surface and also from absorption 
of the broadband emissions characteristic of this activity (25). 
Where cavitation occurs pre-focally, scattering from the 
bubbles formed may effectively shield the focal region from 
receiving sufficient energy to ablate the tissue in the target 
volume, and may lead to pre-focal tissue damage (26). 
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Thus, the thresholds at which cavitation activity can be 
reliably detected have attracted a great deal of attention. 
This activity has typically been quantified using passive 
detection of the broadband emissions and their integration. 

There are a number of governing equations which can 
be used to model the dynamics of an oscillating bubble in 
an ultrasonic field, including those of Herring, Gilmore 
or Rayleigh-Plesset (27-30). From the Rayleigh-Plesset 
equation, Flynn (31) defined four descriptors for cavitation: 
stable and transient, which characterise the life cycle of the 
bubble, and inertial and non-inertial, which characterise 
the nature of the collapse of the bubble. Based on a stably 
oscillating bubble undergoing repeated inertial collapse, 
Hilgenfeldt et al. (32), Holt and Roy (25) postulated three 
mechanisms for heat deposition from bubble dynamics:

(I)	 Absorption of shockwaves emitted during inertial 
collapse of the bubble; 

(II)	 Viscous heating arising from the motion of the 
bubble wall;

(III)	 Conduction between the internal gases and 
vapour, heated during the inertial collapse, and the 
surrounding medium. 

By considering therapeutically relevant parameters 
Hilgenfeldt et al. were able to compare the thermal 
contributions from each of these three effects. They found 
that the primary mechanism for heat deposition from micron 
sized bubbles in the 1-2 MHz range, driven at intensities 
which produced peak and negative pressures of 2 MPa, was 
typically the absorption of shockwaves from the inertial 
collapse of a bubble. The contributions from viscous 
heating could be important, and the contribution from 
thermal conduction was found to be significantly lower. 

The thermal field is computed using the Pennes Bioheat 
Transfer Equation (33). This accounts for bulk blood 
perfusion as (Eq. [8]):

[8]

where cv is the specific heat capacity, ρ is the density, κ is the 
thermal conductivity, qi are heat sources due to absorption, 
shockwave heating and cavitation, v is the bulk perfusion 
parameter and T∞ is the ambient temperature. The effect 
of perfusion appears as an isotropic, homogeneous cooling 
term which reaches instantaneous thermal equilibrium. 

One deficiency of this model, noted by Pennes, is its 
assumption that heat transfer between blood and tissue 
occurs only in the capillaries. Later studies have shown 
that there is a critical size which demarcates vessels which 

primarily cool tissue and from which heat surround tissue 
(34-38). For single vessels this effect can be modelled as 
a bulk property, but for concurrent networks of vessels, 
the average flow is almost zero and the effect of perfusion 
acts to increase the effective conductivity of the tissue. An 
alternative approach is to consider the evolution of three 
temperatures fields—tissue, venous and arterial. This 
approach was explored by Keller & Seiler (37) and several 
modifications have since been proposed (39-41). These are 
expected to be more accurate, but rely on deriving effective 
medium properties for thermally significant vessels which 
may not be visible. Asymptotic homogenisation uses a form 
of averaging to couple a discrete regular vascular structure 
with tissue into a single effect medium model to overcome 
the problem of modelling vascular structures on a scale 
which is smaller than the resolution provided by medical 
imaging (42). Discrete modelling is possible for thermally 
significant blood vessels which can be imaged (43). This 
is important since vessels greater than 1 mm in diameter 
can significantly affect the thermal dose delivered during 
ablative therapies, due to advected heat transfer. This can 
lead to unwanted tissue-sparing (thus increasing the risk 
of disease recurrence), asymmetric dose (44) and/or the 
over-treatment of healthy tissue. Furthermore, regions 
with large, thermally significant vessels require a greater 
US exposure, involving either higher intensity, or longer 
treatment times (45).

Knowledge of the thermal field is important for the 
calculation of the thermal dose, as the acoustic and 
thermal parameters have a well characterised temperature 
dependence (46).  Pseudo-spectral  spatial  domain 
methods are typically employed in the computation of 
nonlinear acoustic fields, [e.g., (47)]. That is, in a given 
plane, the acoustic field is calculated for all times and 
as such struggle to include phenomena which evolve in 
time such as cavitation, or changes in material properties 
with temperature. These may be significant as they 
can lead to thermal lensing, in which changes in the 
material properties result in a shift in the focus. With 
the exception of fat, an increase in temperature will raise 
the speed of sound for all tissue types, (up to ~50 ℃), 
and thus shift the focus away from the transducer. Fat 
is the exception, for which the speed of sound drops, 
resulting in a shift of the focus towards the transducer. 
The application of such numerical schemes should be 
based on exposure durations: Hallaj et al. (48) used the 
method of frozen parameters, with bidirectional coupling 
between the thermal and acoustic fields, to investigate 
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thermal lensing and its effect on the dose distribution 
and found that for a 1 MHz single element transducer 
exposures durations greater than 10 s lead to a shift in 
the location and change in size of the lesion.

Thermal dose calculations
Arrhenius model & cumulative equivalent minutes 
A kinetic model for irreversible damage, Ω, has been 
derived by Moritz and Henriques (49) (Eq. [9]):

[9]

In this model, A a constant of proportionality, Ea is the 
activation energy and R the gas constant. 

A closely related (50) , but more widely used, measure is 
the cumulative equivalent minutes formulation discussed 
above (8). This defines an equivalent time for which a 
sample is heated with respect to a reference temperature. It 
is based upon experimental evidence which shows that for 
cells, both in vivo and in vitro, that there is an exponential 
relationship between temperature and exposure time 
to achieve the same effect. Thus, for a given uniform 
temperature T1, the heating time t1 required to produce the 
same result as heating to a temperature T2 for a time t2, is 
given by (Eq. [10]):

[10]

where R0 is (Eq. [11]):

[11]

and, from the biphasic Arrhenius plot is approximately 
given by (Eq. [12]):

[12]

For time-varying temperatures, the equivalent time 
is obtained by summing contributions from different 
temperature-time combinations (Eq. [13]): 

[13]

The most widely used value for defining the threshold 
for thermal ablation is a CEM43 of 240, which corresponds 
to raising the temperature to 43 ℃ for 240 minutes. A 
reference temperature of 56 ℃, has been proposed as more 
suited to high temperature therapies (51).

For exposures associated with extreme intensities 

(>20,000 W/cm2), and short exposure times, the time to 
achieve a CEM43 of 240 may be of order of microseconds (23). 
The mechanism for cellular damage in such short exposure 
times is likely to be mechanical damage from boiling. From 
a practical perspective, such short exposure times may 
negate the effects of perfusion (52) and tissue motion (53), 
two significant sources of uncertainty in treatment delivery. 
These high intensities, may lead to difficulties in predicting 
lesion formation due to the random nature of cavitation. 
Thus, while this approach may look attractive in that it 
leads to reduced treatment times, the ability to cover a large 
volume accurately and reliably may be challenging.
Intensity-time 
An alternative to CEM43, is the intensity-time formulation 
given by (Eq. [14]):

D = ISPTAtm [14]

where D is a tissue-specific damage threshold and m 
is a beam- and tissue-specific exponent, derived from 
computational or experimental data and is typically 0.3-
0.8. It has been shown that for clinically relevant HIFU 
parameters, the cumulative equivalent minutes and intensity 
time measures are closely matched (54).

Inertial cavitation dose (ICD)

The thermal effects of cavitation can be incorporated 
as source terms in the bioheat equation and, after 
computation, will affect the thermal dose (55,56), whereas 
the non-thermal, that is mechanical, effects of cavitation 
are less well characterised. The primary mechanism of 
cavitation is fluid motion due to bubble oscillations which 
applies stress to cell membranes. As stated earlier, ICD has 
been defined as an integral of either a portion of, or the 
entire, received broadband signal. It is strongly dependent 
on the measurement and signal processing techniques used. 
For example, a threshold (determined by the signal to noise 
ratio of the broadband signal) must be specified. Inertial 
collapse is assumed, which, is itself a source of heating (57). 
Thus the ICD may not be appropriate for describing the 
mechanical effects of cavitation. For inertially collapsing 
bubbles these may be caused by jetting, or for non-inertial 
oscillations, by micro-streaming (58). A significant challenge 
in all predictive modelling which includes the effects of 
cavitation is that nucleation is spatially and temporally 
stochastic, as is the initial bubble radius of the. One means 
of resolving this problem is to define a cavitation threshold 
as a cumulative distribution function empirically, and to 
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average over a large volume, as has been performed for wave 
propagation through weakly dilute fluid. Jensen et al. (56) 
investigated the effects of cavitation using passive acoustic 
mapping to ascertain the location of the cavitation activity 
and found good agreement between the actual lesion shapes 
and computational predictions.

Treatment planning/delivery requirements & 
uncertainties 

Image segmentation & tissue characterisation

While image segmentation and registration from pre-
treatment data are all well-established for external beam 
therapies, uniquely, high intensity focused US requires 
knowledge of the acoustic and thermal properties of all 
tissue within the propagation path. Tissue geometry 
comes from applying a threshold to a set of imaging data 
to delineate tissue types. For example, the Hounsfield unit 
in each voxel of a CT slice may correlate with the tissue 
type, and relaxation times may provide this correlation 
for MR images. As discussed previously, distinguishing 
different tissue types is important for accurate modelling 
of the thermal lensing effect. One challenge is that for CT 
data, automatic contour generation is difficult due to the 
relatively low contrast between fatty and other soft tissue. 
This is significant since, the speed of sound for fatty tissue 
increases with temperature, in contrast to other soft tissues. 
Once segmented, anatomical boundaries may be computed 
using an interpolation algorithm, such as a variant of 
the fast marching cubes method. Accurate knowledge 
of tissue boundaries is necessary for computing losses 
from reflection or absorption when there is a significant 
impedance mismatch, such as exists between bone and soft 
tissue (59,60). Impedance differences between soft tissues 
are low, giving losses of only ~1%. Bone may defocus the 
beam either through diffraction or aberration. It has been 
shown using finite-element simulations, that when the field 
is normally incident on bone, the thermal dose at the bone 
surface can exceed the threshold for necrosis even when the 
focus is more than 4 cm away (61).

The modality with which pre-treatment images are 
acquired also plays a significant role in determining which 
motion compensation strategy is employed. For example, 
for CT scans there are three techniques which demonstrate 
the range of motion due to the respiratory cycle: slow, 
inhale-exhale and four-dimensional CT. Tissue type may 
also be ascertained from an US image. Typically, five 

acoustic properties are required for the governing equations: 
density, speed of sound, nonlinearity and the exponent 
and coefficient for the attenuation law. The density can be 
derived from impedance measurements, speed of sound from 
time of flight, nonlinearity may be measured using finite 
amplitude insertion methods, and the attenuation coefficient 
and its exponent can be derived using a substitution method. 
For thermal properties, the specific heat capacity, thermal 
conductivity and perfusion terms are required. These can 
be obtained using thermistors (62) or by matching against 
experimental data (63) and have been well characterised for 
a range of tissue types (15).

The thermal effects of flow in small vessels and micro-
capillaries are captured by the bulk perfusion term within 
the bio-heat equation. This may be determined indirectly 
using least-squares parameter fitting or a reference material. 
The discrete vascular structure can be derived from ultrafast 
Doppler imaging. 

As mentioned in the section on Thermal models, tissue 
properties change with temperature. The tissue may also be 
inhomogeneous. However, many of the governing equations 
(such as the KZK equation) or numerical methods, (such 
as the pseudo-spectral and boundary element methods), 
implicitly assume spatial and temporal homogeneity. 
Inhomogeneities may be characterised by computing the 
Nagakami parameter from the backscattered signal (64). 

Image registration 

Once tissues are demarcated, acoustic properties ascertained 
and optimal transducer position and settings required to 
achieve the desired dose computed, the therapy head must 
be registered with the patient in order to ensure that the 
dose will be delivered to the correct location. 

US-based image registration may be performed by 
delivering a number of siting shots and determining changes 
in acoustical properties (65), from acoustic interference 
patterns (66) or using dual mode US imaging (67). The 
transducer can be registered with the target using MR (63) 
or a combination of both (68). In general, there are three 
approaches to registering the pre-treatment and guidance 
images:
v	 Image-to-image registration: this optimizes the 

pixel-level match between the images;
v	 Feature-to-feature image registration, in which 

features, such as large vessels or bones, are extracted 
from both images, and are then co-registered;

v	 Model-to-image registration in which features (i.e., 
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“models”) are extracted from one image and then 
registration occurs by computing the fit of the model 
to the other image. 

The advantages of model-to-image registration are 
that it only requires extraction from one image (saving 
time and reducing the chance of error), the images can 
be from different modalities with the model acting as a 
converter, and the model can be used to provide spatially 
and geometrically focused measures of the registration fit, 
thus speeding up the process. This has been demonstrated 
in MR-to-US image registration using the boundary of 
the prostate (69). However, the applicability of US-based 
registration may be limited because of the presence of ribs 
and gas.

Motion compensation

There are two types of motion which can affect treatment 
delivery significantly: that due to respiratory and cardiac 
cycles, and deformable motion associated with the drift 
of organs while the patient is in the treatment position. 
Respiratory motion occurs on a short time scale, and is 
thus significant for exposures greater than 1 second. Drift 
occurs on a longer time scale, and so may only be significant 
for long treatment times. It may also occur during pre-
treatment imaging and can potentially lead to registration 
errors. Cardiac motion is usually ignored for these purposes.

Drift may be accounted for using deformable models, 
whereas respiratory motion uses either a rigid model, in which 
the target is simply translated in space, or deformable models. 

Respiratory motion affects all organs in the thorax 
and abdomen—and so can, for example, affect prostate 
treatments where motion is, on average, 3.3 mm (70). For 
organs in the upper abdomen, such as the liver, motion 
may be up to 20 mm (71). Davies et al. (72) showed that 
the motion of the liver is correlated with the motion of 
the diaphragm (73) and that, through the course of the 
breathing cycle, the diaphragm is in the exhale position 
longer than the inhale position. Lujan et al. (53) defined a 
periodic but asymmetric model for the rigid motion in a 
single plane. 

From the predicted motion, movement can be tracked 
using a spirometer, MR (74) or US (75,76). US has the 
advantages of long penetration depth and real-time frame 
acquisition. With pre-treatment and intra-operative 
knowledge of the breathing cycle, a motion compensation 
strategy may be employed. The easiest ways of achieving 
this are: breath holding, active breathing control or shallow 

breathing. These approaches ensure that the target is in the 
correct location with respect to the pre-treatment data from 
which the intended dose is computed.

A more advanced technique uses respiratory gating, 
in which the exposure takes place during a portion of the 
breathing cycle in which the target is within a desired 
volume. The position and duration of this ‘gate’ is 
monitored and triggered with the US exposure.

Tracking target motion, and electronic or mechanical 
following of the target is, in principle, feasible, but is 
limited due to a latency associated with computation 
of the appropriate phases for steering, or with gantry 
motion. Braunewell et al. have reviewed the techniques and 
challenges involved in treatment under free breathing (77).

One alternative is to exploit the motion for large volume 
ablations, allowing the movement to increase the exposed 
volume (78). This would reduce treatment times, but care is 
needed to ensure that the correct dose is delivered in each 
position, and that the lesions completely cover the planned 
treatment volume. 

Treatment strategies and planning 

For a given transducer, a measure of dose can be computed 
from appropriate governing equations and boundary 
conditions. For effective treatment delivery, constraints, 
such as the avoidance of exposure to organs at risk (OARs), 
must be minimized while ensuring that the correct dose 
is delivered. Thus, treatment planning may involve an 
optimization scheme for each lesion, defining the position of 
the transducer and the phase and amplitude for each element, 
and placement and ordering of lesions. However, in many 
applications the position of the transducer is not optimized, 
either because it is fixed (e.g., in transcranial or prostate 
surgery), or it is determined by the operating clinician. 

Focusing strategies

For phased arrays there are a number of techniques for 
focusing the beam in a given location. These may be used 
either for electronic steering of the beam, or for ablating 
at the geometric focus in the presence of obstacles, 
such as the ribs. The electronic steering capabilities of a 
transducer are determined by the focusing algorithm and 
transducer design. Small, sparsely distributed elements on a 
spherical shell have good steering capability, with a random 
distribution reducing side-lobes (79-81).

The most basic method for electronic steering is the purely 
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geometric delay-and-sum approach in which the beam is 
focused by changing the phase from each element to provide 
constructive interference at the intended target. This method 
is not computationally demanding, and is straight-forward to 
implement. It does not, however, allow sparing of OARs. 

The most basic technique to avoid OARs is binarised 
apodisation, also known as adaptive beam-forming. This 
essentially switches off elements which expose obstacles 
directly. This can be determined either by ray-tracing or 
by specifying a threshold intensity for the OAR, computing 
the contributions from each element, and then determining 
which elements significantly contribute to the adverse 
heating. The disadvantage of this method is that, by 
deactivating some elements, the focal peak intensity may be 
reduced. There are two ways of overcoming this: increasing 
the power, or increasing the exposure duration. If additional 
voltage is supplied to the active elements, the potential 
for adverse effects associated with high intensities in the 
propagation path (e.g., skin burns and cavitation) must be 
addressed. Artefacts associated with motion may be more 
pronounced with longer exposures.

Time-reversal (82) and phase-conjugation (83,84) exploit 
the time-reversal symmetry in the linear wave equation in the 
temporal and frequency domains respectively. Time-reversal 
methods place a source at the focus, back-propagate towards 
the surface of the transducer, average the pressures over 
each element and then convert to surface velocities and drive 
voltages. Tanter et al. (85) showed that, in a heterogeneous 
medium, the time-reversal techniques correspond to a spatially 
and temporally matched filter of the propagation operator, and 
thus provide an optimal amplitude for each element for a given 
focal peak intensity. They do not describe the field outside the 
focus (e.g., the formation of side lobes, or the field at OARs).

The DORT (decomposition of the operator for the 
time reversal method) technique extends the time-reversal 
method to minimize the ratio of the SAR for the target 
and a constrained region (86). This single scalar constraint 
may limit the applicability of the method, as the resulting 
field may yield a low focal intensity. Aubry et al. (87) found 
that time-reversal methods gave little improvement in focal 
distributions compared to geometric methods such as ray-
tracing and binarised apodisation, but spared ribs. 

Constrained-optimization can be used to provide the 
required dose at the target and minimize the dose delivered 
to OARs. Gélat et al. (88) describe a linear model using a 
boundary element formulation to minimize the SAR on ribs 
using a constrained least-squares formulation. Such iterative 
techniques rely on fast methods to compute the forward 

model. They may enforce bounds on the constraints using a 
trust-region algorithm. Two potential short-comings of this 
method class are that the solution is dependent on a good 
initial first guess for the phase and amplitudes of the array, and 
that, without prior knowledge of the Jacobian and derivatives 
of the propagation operator, as needed for applications 
with high-intensities and hence nonlinear propagation, the 
algorithm may be computationally expensive.

Single focus strategies

The sequential deposition of a number of lesions to ablate 
a planned treatment volume may be achieved using either a 
single element transducer or a phased array. A phased array can 
be electronically steered to create multiple lesions without the 
need for mechanical movement of the transducer, minimizing 
repositioning errors. If the beam is electronically steered there 
will be a loss of intensity away from the transducer’s geometric 
focus and, for most focusing algorithms, enhanced side and 
grating lobes which will lead to additional heating outside 
the focus (89). Payne (90) showed that in comparison with 
mechanical steering, electrical steering led to significant near-
field heating.

Because of alterations in the acoustic and thermal properties 
of the ablated tissue, lesions are placed sequentially in planes 
starting from the back of the target volume and working 
towards the transducer. Within each plane, the sequencing of 
the lesions depends on the extent of the possible electronic 
steering. It is optimal to place the lesions in such a way as to 
allow for maximal time for the thermal field to spread. This 
has the advantage of providing a more uniform temperature 
distribution within each lesion volume, reducing the 
probability that heat flow from previous lesions results in 
asymmetric dose distributions and minimizing the number 
of exposures need to ablate a given volume, thus reducing 
treatment time as well as the likelihood alignment errors. To 
this end some commercial systems execute shots in hexagonal 
arrays or concentric circles (90) while Salomir et al. used an 
outward spiralled sequence to exploit heat diffusion (91). 

MR thermometry can be used to ensure that the target 
temperature and thermal dose is delivered (92). Where this 
is not achieved, exposures can be repeated. However, this 
strategy is only applicable when real-time thermometry 
is available; otherwise the lesion size and shape must be 
predicted using computational or analytical methods (93,94).

For cancer, where complete ablation of the target volume is 
required, the lesion geometry leads to some overlap between 
lesions. Assuming the lesions are prolate spheroids the optimal 
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placement can be easily calculated. More advanced techniques 
use optimization schemes, such as multi-objective evolutionary 
algorithms which define a surface, (Pareto front) of optimal 
positions, and durations (95,96). To date, these methods have 
been developed for RF-ablation, and have been applied to 
focused-US using a linear approximation of the thermal field 
generated by a phased array (97). For large or benign targets 
for which debulking is the goal, complete coverage of the 
planned treatment volume may not be essential.

Mult-focal strategies

The potential of phased arrays for producing multiple 
foci has been demonstrated (98). This may reduce total 
treatment time, and reduce the risk of misalignment of 
subsequent lesions. Conversely, an initial alignment error 
will result in a systematic error. Since the power deposited 
within each sub-volume is less than that using a single focus 
strategy, exposure durations are longer, and hence may be 
adversely affected by respiratory motion artefacts. This may 
be exacerbated since cooling from blood perfusion may be 
greater for these slightly longer exposure durations. 

Conclusions

The many dose descriptors have been described. The 
challenges associated with reliable, standardised dosimetry 
in therapeutic US applications have been discussed, and 
the current state-of-the-art approaches to overcoming the 
challenges outlined.
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