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DOUBLE COMMUTANTS OF ALGEBRAIC OPERATORS1

T.  ROLF TURNER

Abstract. The double commutant of an algebraic operator on a

complex Hilbert space is equal to the algebra (with identity) gen-

erated by that operator.

Introduction. Let 21 be an algebra over some field, and let if be a

subset of 21. The commutant of if in 31 is the set if of all elements of 21

which commute with every element of if. The double commutant of if

in 31 is the commutant of if' in 21. If if consists of a single element s, we

shall speak of the commutant and double commutant of s rather than of

{s}.

Let A be a linear transformation on a vector space. We say that A is

aigebraic if there exists a polynomial/? such that p(A)=0. In this paper we

shall prove that if Jf is a complex Hilbert space, and A belonging to B(J^f)

(the algebra of all bounded linear transformations on Jf) is algebraic,

then the double commutant of A in BLft ) is equal to the algebra generated

by A. This generalizes the well-known analogous result for finite-dimen-

sional spaces (see [2, p. 113]), since any linear transformation on a finite-

dimensional vector space is algebraic.

It is already known (see {3 p. 72]) that if T is an algebraic linear trans-

formation on a vector space ir then the double commutant of T in L(ir)

(the algebra of all linear transformations on ir) is equal to the algebra

generated by T. This result does not imply our result for B(2^) however,

since in general LÇyf) is far larger than B(Jf).

In the forthcoming the word operator will mean bounded linear trans-

formation, and Hilbert space will mean complex Hilbert space.

1. Notation. If A is an algebraic operator on a Hilbert space Jf, we

denote by 2F, the algebra (with identity) generated by A in B(Jt).

Remark. In discussing operators on Hilbert space one often speaks of

the weakly closed algebras which they generate. Since the algebra generated

by an algebraic operator is finite dimensional it is closed in all of the usual
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topologies. Thus if A is algebraic, %A is also the weakly closed algebra

generated by A.

We prove our main result by dealing first with the special case of nil-

potent operators. The crucial point in proving our theorem for nilpotent

operators lies in showing that all of their invariant subspaces are bi-

invariant (see [5]), that is, invariant under the double commutants of the

operators.

We now state our theorem and the two lemmas upon which it depends.

Theorem.   If A is an algebraic operator on a Hilbert space then %A=^S!'JÍ.

Lemma 1. If A is a nilpotent operator on a Hilbert space then every sub-

space invariant under A is invariant under each element ofîl'A.

Lemma 2.    If A is a nilpotent operator on a Hilbert space then '&A=<ïl'A.

Proof of Lemma 1. It clearly suffices to prove the lemma for cyclic

invariant subspaces for A. (Every invariant subspace is spanned by cyclic

invariant subspaces.) Let eeJf (the space on which A acts) and suppose

that Ane=0 but An-xe^0. Let e1=e, e2=Ae, ■■ • , en-An~xe, and let Jfl

be the subspace of Jf' spanned by e1, ■ • ■ , en. (Notice that Jf j is the

cyclic invariant subspace for A generated by e, and that ex, • • •, e„ being

linearly independent form a linear basis for Jf,.)

Let ^P2=^,1L, write Jf' as Jf,©Jf2, and with respect to this de-

composition write A as a two-by-two operator matrix

'Ax   A2

.0    Au'

Now let D be in the double commutant of A, and write D also as a two-by-

two operator matrix

~T>x    AT
-A.    A-'

To show that J^f1 is invariant under D it is necessary and sufficient to show

that D3=0.

Let C be an operator from C/P2 to Jf x such that A1C=CA3. Then the

operator C defined by

*      l~0   C~\
C4o   0.

is in the commutant of A, whence C commutes with D. The equation CD =

DC tells us that

(1) A$C=0and

(2) CD3=0.
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Our task is now to construct sufficiently many operators C so that these

two equations force £>3 to be zero.

The fact that A is nilpotent implies that A-¿ is nilpotent also. Let the

order of nilpotence of A3 be k. We consider two cases.

Case I. k^.n. (Recall that n is the order of nilpotence oí Ax.) The order

of nilpotence of A3 is also that of A*. Since A'_n, we may find g in Jf 2

such that A%ng=0 and A^g^O. Let

gi = Af-'g,

g2 = AT'h,

Sn = g-

Define C:J^2-*3fx ty

Cf=(fgi)ei + --- + (f,gn)en.

Then it is clear that C is an operator, that AiC=CA3, and that Range C

is equal to 3tf\. Consequently, for any h in Jflt /i=C/for some/in «Jf 2.

Therefore D3h=D3Cf=0 (by equation (1)). Hence D3=0.

Case II. ¿<n. Let g be any nonzero element of jHft, and let r be the

first positive integer such that A*rg=0. Note that r^k<n. Let m=n—r.

Let

g2 = Af-'g,

gr = g-

Define C: ¿f^J^i by

c/= (f,gi)em+i + ' ' • + (/.£>„•

Again AxC=CA3. Note that Cg^O. Thus for each nonzero g in Jf 2 there

exists C-.tfr+JPi such that AxC=CA3 and g<£Ker C. In other words

Cïa^^cAs Ker C={0}. Now for any h in Jf 1 and any C such that /11C=

CA3, CD3h=0 (by equation (2)). Thus D3h is in Ker C for all such C, thatis,

•¿V^rUjC-cá, K-er C={0}. Consequently D3h=0 for each A in .^ so

Z)3=0.

Proof of Lemma 2. Our technique is essentially that used to prove the

von Neumann Double Commutant Theorem (see [1, p. 40]).

Let .?f be the space on which A acts.
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For an arbitrary operator T on Jf and arbitrary n, let T{n) denote the

direct sum of T with itself n times. The operator 7(n) acts on the space

Jf<n), the direct sum of Jf with itself « times. Note that if T is nilpotent,

then T{n) is nilpotent for any n. Let D be in the double commutant of A and

let Jr={X\\\(X-D)f\\<\,i=\,- ■ • ,k}, f, ■■■,fkejf, be a basic
strong neighborhood of D. The operator D{k) is clearly in the double corn-

mutant of Alk), and since A{k) is nilpotent, every subspace of Jf(i) invariant

under A{k) is also invariant under D{k) by Lemma 1. In particular the cyclic

invariant subspace Jt generated by/=(/,, • • • ,fk) is invariant under D{k).

Thus D(k)feM and we conclude that there is a polynomial p such that

||(p(A^)-Dw)f\\< 1. Therefore \\(p(A)-D)f\\<l for /=1, • • • , k, and
so p(A)e~>V. We conclude that every strong neighborhood of D contains

a polynomial in A, so that D is in the strong closure of the algebra gen-

erated by A, which is just the algebra itself.

Proof of Theorem. Let p be the minimal polynomial of A and factor

p as (z—v,)"1 x • • • x (z—vr)"r, where v1,---,vT are the distinct roots of

p. Let

J¿i = Ker[L4 - j^)"1 x ■ ■ ■ x (A - v¿»<],

for /=1, • • • , r. Let Jf1=^//1, and 3?¡exJÍ{n>Jt£.x, for z'=2, ■ • • ,r.

Then Jf7 may be written as the orthogonal direct sum Jf¡®- • -®J^r.

With respect to this direct sum decomposition we may write A as an

r-by-r operator matrix which is upper triangular and whose z'th diagonal

entry is of the form 5,-+v«> where B¡ is nilpotent of order nv for /= 1, • • • ,

r. Since the vi are distinct, A is therefore similar to the operator B=

(Bx+vJ®- ■ -®(Br+vr).

(To see this last assertion, proceed by induction and apply Rosenblum's

theorem that if the spectra of P and Q are disjoint, then the operator

equation PX—XQ = R has a solution in X for any R [4].)

Again applying the fact that vlt • • • , vr are distinct we observe that the

algebra generated by B is the direct sum of the algebras generated by the

Bf+Vi. For each z=l, • • • , r, the algebra generated by Bt is equal to its

double commutant by Lemma 2. The same is therefore true of the operators

Bf+v^ It now follows that 3IB=5Iß, and since A is similar to B, that

Remark. It has recently come to the author's attention that J. A.

Deddens has obtained the same result, using different methods.
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