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ABSTRACT 
The primary issue in downlink beamforming for wireless commu- 
nications is how to balance the need for high received signal power 
for each user against the interference produced by the signal at other 
points zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi n  the network. In this paper. we describe several approaches 
to this, problem: channcl. inversion, regularized channel inversion, 
vector modulo pre-coding, channel block diagonalization, and coor- 
dinated transmiVreceivc beamforming. While the basic idea behind 
these algorithms i s  the same, namely the use of channel information 
at the transmitter to predict and then counteract the interference pro- 
duced at cach node in the network, each of the algorithms is based 
on achieving a different performance objcctive. We compare the 
various gods ofthe above algorithms, and detail their respective ad- 
vantages and disadvantages in terms of computational complexity, 
required transmit power. network throughput, and assumed receiver 
capabilities. The results of several simulation studies are presented 
to quantify these comparisons. 

I .  INTRODUCTION 

Downlink bcamforming refers to the problem of using an array zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
of antennas at a particular node (e.g.. a basestation) in a wireless 
nelwork to communicate simultaneously with multiple co-channel 
users. In the communications and information theory literature, 
this is referred to as the MlMO broadcast channel. The users in 
the network may have a singlc antenna, and hence no ability for 
spatial discrimination. or they may have multiple antennas and the 
ability to perform some type of interference suppression. In either 
case, we have a multiple-input, multiple-output (MIMO) communi- 
cations system. While considerable attention has focused on two- 
user, point-to-point MlMO wircless links, relatively less work has 
considered multiple-user scenarios. Much of this work has been on 
the uplink problem, where a multiple antenna receiver must sepa- 
rate the signals arriving from several different users. Any of the 
extensive source separation literature is relevant to this problem, 
although lherc has been research spccihcally targcted For MlMO 
scenarios. The multi-antenna uplink scenario is often referred to as 

the MlMO multiplc access channel (MAC). In this paper, we focus 
on the multi-user MIMO downlink. Although fcss frequently ad- 

dressed in the titeralure, there is still a considerable body of work 
on the topic that i s  too extensive to adequately cover in this paper. 

The primary issue for the MlMO downlink is how to balance the 
need for high received signal power for each user against the inter- 
ference produced by each signal at other points in the network, Key 

~~ 

This work was supportcd by the Nalional Science Foundation under In- 
formation Technology Research Grants CCR-CO8 1474 and CCR-03 13056. 

0-7803-8545-4/04/$20.00 02004 IEEE 43 

Bert Huchwald 

Mathematics of Communications Dept. 
Lucent Technologies Bell Laboratories 

Murray Hill, NJ, USA 
hochwald@lucent.com 

to achieving this goal’is the availability ofchannel state information 
(CSI) at the transmitter. While in principle the receivers themselves 
could perform interference cancellation via multiuser detection, for 
example, the desire to kcep costs low for the end user in cellular 
networks usuatly leads to simpler receiver architectures. Thc dif- 
ficulty of obtaining CSI at the transmitter is often not justified in 
point-to-point MlMO links, since the resulting gain in capacity is 
only significant at low SNK (where throughput is likely quite low 
anyway) or when there are more transmit than receive antennas. 
However, CSI is much more critical in multi-user scenarios. since it 
is required for intcrference suppression. In  this paper, we will focus 
on techniques that assume the CSI is in the form of  deterministic es- 
timates of thc channels themselves, rather than bascd on statistical 
information (e.g., channcl mean or covariance). This should not be 
construcd as implying that such information cannot be used for the 
downlink problem. but rather that most work to date has assumed 
the deterministic CSI case. For an excellent and comprehensive 
treatment of the issues involved with diffcrent types zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof CSI. see [l]. 

Perhaps the simplest approach to downlink spatial multiplex- 
ing is clzunirel Biversion [2, ?]. which amounts to using a set of 
heamformers that “pre-inverts” the channel and ideally removes all 
inter-user in[erfb=cnce. This i s  the analog on the transmit side ol’a 
zero-forcing receive beaniformer. As in the receive case, problems 
arise when the channel is nearly rank deficient, although we will see 
i t  is not noise amplification that occurs, but rather signal attenuation. 
In the spirit of minimum mean-squared error (MMSE) beamform- 
ing. a regularization parameirr can be added to the channcl inverse 
to dramalically improve performance in such situations [4, 51. Al- 

though the gain of regularized channel inversion is signilicant, there 
is still a considerable gap between i t  and the capacity bound. Algo- 
rithms from the class of so-called “dirty paper” coding techniques 
have recently been shown to more closely approach thc sum capac- 
ity for the multi-user channel, and in some cases achieve i t  [6]- [  IO]. 
We will describe one such technique. referred to as vecfor modulo 
pre-coding [4, 11, 121. that can be framed as an extension of the 
channel inversion algorithms described earlier. 

The primary goal of the algorithms mentioned to this point i s  
maximizing the overall throughput of the network for a fixed trans- 
mit power, under the constraint of zero (or ncarly zero) interference. 
An alternative approach that relaxes the zero interference constraint 
is to minimize the total transmitted power subject to meeting a cer- 
tain Quality of Service (QoS) criteria for each user, measured for 
example in terms of bit-error rate (BER) or, more easily, signal- 
to-interference-plus-noise ratio (SINR). Such techniques have been 
referred 10 as power cunrrul or inrerference buluncing algorithms. 
Iterative methods have been found that are guaranteed to find the op- 
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timal solution to this problem, assuming a solution exists zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 13, 141. 
The problem can also be zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAposed as a semidefinite optimization prob- 
lem with convex constraints, and solved using more efficient nu- 
merical procedures [ 151. 

Another way of classifying algorithms for the multi-user MlMO 

downlink is based on assumptions regarding the number of antennas 
each user possesses. The techniques mentioned above all assume 
that each user has only one receive antenna. They can trivially be 
extended to cases involving multiple antenna receivers, provided 
that the total number o f  receive antennas for all users is no greater 
than the number of transmit antennas. Not only zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAi s  this situation un- 
Likely in practice, there zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare other reasons why alternative solutions 
should zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbe sought. If applied when the users have multiple antennas. 
the solutions mentioned thus far force an association between each 
individual data stream and an individual receive antenna, whether 
the receive antennas are shared by the same user or not. While 
this allows for extremely simple receiver architectures. it ignores 
the ability of the receivers to perform spatial discrimination of their 
own. and overky constrains the problem. The result can be either (1) 

a significant gap between the achievable throughput of these tech- 
niques and the capacity of the system in cases where the receivers 
can obtain CSl, or (2) dramatic increase in required transmit power 
to achieve a desired zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAQoS, especially in situations where the channels 
to adjacent rcceive antcnnas are not uncorrelated. 

With the above in mind. instead of completely diagonalizing the 
channcl as some of the techniques above attempt to do. one could 
find an optimal block-diagonalization. Such an approach removes 
inter-user interference. but leaves the receiver responsible for sepa- 
rating the multiple data strcains scnt to i t  [16]-[21]. The drawback 
with this approach of course is that the total number of receive an- 
tennas among all the users must be less than the number of anten- 
nas at the basc. As a means of relaxing this constraint, suppose 
that each user employs a beamformer or beamformers of its own 10 

receive the data stream(s) destined for i t . If the transmitter knew 
what those beamformers were in advance, then i t  could consider the 
eflcclive channel to each user to be the combination of the propitga- 
lion channel for that user and the bcamformcrs that user employs. 
As long as the total number of data streams to all users does not 
exceed the number of transmiiantennas, then any ofthe algorithms 
discussed above could be used. The problem of course is that, the 
optimal receive beamformers depend on the choice of the transmit 
.beamformcrs, and vicc versa. Wc will discuss iterative techniques 
in which the transmitter postulates a set of receivc beamformers, 
designs a corresponding set of transmit weights, updates the receive 
beamformers accordingly, and so on [21][22]-[27]. 

In  thc next section. wc describe the mathematical model we as- 
sume for the multi-user MlMO downlink, and establish a common 
notation. Section 3 describes algorithms for the case where each 
user has only a single receive antenna and presents some simulation 
results illustrating their performance. Section 4 does the same for 
cases involving multiple antennas per user. In Section 5, we discuss 
some open problems in the area, reference related work that we did 
not address in this paper, and offer some conclusions. 

2. MATHEMATICAL MODEL AND NOTATION 

We will implicitly assume a synchronous communications system 
in which a basestation simultaneously transmits data to a number of 
distinct users. whose channels have been determined earlier either 
through the use of uplink training data (as in a lime-division du- 
plex system) or via a feedback channel (as in a frequency-division 

duplex system), The basestation is assumed to have zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA7 t ~  antennas. 
‘user j has zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAn ~ ,  antennas, and the total number of receive antennas 

assuming K users is n R  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAE,=, n ~ ~ .  In a flat-fading propaga- 
tion environment, the channel separating the base from user j is 
described by the n R 3  x n r  matrix H,, whose rows we denote by 
h:+ as follows: 

K 

The symbol (,)* is used to denote the complex conjugate (Hermi- 
tian) transpose. In some of our discussion. we will focus on cases 
where n~~ = 1, in which case we will simply denote the channel as 
Hj = h;, We will follow the convention of denoting matrices by 
capital boldface letters, vectors in lowercase boldface, and scalars 
as either upper or lowercase letters without boldface. 

Assume that at symbol time t ,  the transmitter desires to send 
the m j  x 1 vector of symbols d j ( t )  to user j .  The choice of 
appropriate values for m 1 ,  . . . , 7 n ~  depends on a number of fac- 
tors. including the desired user data rates, the available transmit 
power and achievable SINR, the number of receive antennas (typ- 
ically m j  5 r t ~ ~  without some type of additional coding or mul- 
tiplexing), and the number of transmit antennas (usually i t  is re- 
quired that c m k  < m). We will assume that m j  has been de- 
termined beforehand, recognizing the fact that this resource allo- 
cation step is critical if optimal system pcrformance is required. 
The signal destined for user j that is actually broadcast from the 
transmit anlennas at time t is denoted by the 7tT x 1 vector sj(t). 

In most cases, the transmitted signal is a linear function of the 
symbols, i.e., s j ( t )  = Bjd,(t). where the columns of Bj, de- 
noted Bj = [bl, . .. bm,j], correspond to thc transmit hesmform- 
crs for each symbol. In cases where m3 = 1, we will simply write 
Bj = bj, dj(t) = d j ( t ) ,  and s j ( 1 )  = bjdj(t) = s j ( t ) .  We will 
also consider algorithms that employ a nonlinear mapping of the 
symbols to the transmitted data: s j ( t )  = fj (dj(t)). 

Accounting for contributions from the signals for all users, the 
data received by user j can be written as 

K 

k = l  

whcre ej ( t )  is assumed to represent spatially white noise and inter- 
ference with covariance E(ej(t)ej”(t)} = I. If linear beamforming 
is used on the transmit side. then stacking the data togcther from all 
of the receivers leads to the following compact expression: 

= HBd(t) + e( t )  , (3) 

where the definitions of x(t),H, B, d( t )  and e( t )  should be obvi- 
ous from context. For the sake of simplicity. in what follows we 
will drop the explicit dependence of the above equations on time. 

The transmission rate achieved by ( 3 )  for user zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAj is found by 
application of the standard capacity formula assuming the contribu- 
tions from other users are treated as noise: 
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The sum capacity of the system zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis the sum of the transmission rates 
for each user maximized over the transmit beamformers: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

fi zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA\ 

where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp represents an upper bound on the total transmit power. So- 
lutions to this problem are difficult to find, but have been formulated 
using the dirty paper coding zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(DPC) framework (see, for example. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
[6]-[  IO]  and [28]-[3 I]). The capacity region zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBACR of a given multi- 
user MIMO system is defined to be the set of all achievable rates 
{ R I ,  . . . , R K }  given the power constraint. In general, determin- 
ing CR is an unsolved problem. but progress has been reported i n  
[9,32,33]. While in the sequel we will briefly discuss a DPC tech- 
nique for the downlink. our focus in this paper will mainly be on 
suboptimal, but less complex beamforming methods that either at- 
tempt to approach CS. or that attempt to achieve a particular rate 
point with minimum power. 

3. SINGLE ANTENNA RECEIVERS 

In this section. we restrict attention to cases where each zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAuser has 
only a single antcnna, or zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAmg = 1. This is the most common situs- 
tion considered in the literature. Since this implies that the receiver 
is unable to perform any interference suppression of its own (as- 
suming, as mentioned above, that it is too complicated to implement 
multi-uscr detection at the reccivcrs). the transmitter i s  responsible 
for pre-coding thc data i n  such a way that the interference seen by 
each user is tolerable. In  the discussion [hat follows. we consider 
four techniques Ibr solving this problem. 

3.1. Channel Inversion 

Pcrhaps the most straightforward solution for the multi-user down- 
link is cl~annelinversion [2.3], which simply amounts to pre-coding 
the symbols with the pseudo-inversc of the channel: 

1 
s = -H* (HH’)-’ d , zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

d3 
where i t  is assumed that n , ~  2 K = n ~ t ,  The scaling factory is 
present to limit the total transmitted power ta some predetermined 

1 1 ~ 1 1 ~  = p j 7 = -d*(HH”)-’d . 

Idcally, all inter-user interference is cancelled by this approach, and 
each user sees only the desired symbol in additive noise: 

Val Lle p: 

(6) 
1 

P 

1 
x, = -dJ + e j  

fi 
(7) 

One issue that may be a problem in practice is the fact that the scal- 
ing y is data-dependent, and will in general change from symbol to 
symbol. To avoid this problem, y can be chosen so that the average 
transmit power is p ,  which leads to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

y = -trace 1 [ (HH* ) -~ ]  

P 

if the users’ symbols arc independent and have avenge unit power. 
Obviously. a more serious problem arises if the channel is i l l -  

conditioned. In such cases, at least one of the singular values of 
(HH”)-’ is very large, y will be large, and the SNR at the receivers 

will be low. I t  is interesting to contrast channel inversion with least- 
squares or “zero-forcing” (ZF) receive beamforming. which applies 
a dual of the transformation in ( 5 )  to the receive data. Such beam- 
formers are well-known tocause noise amplification when the chan- 
nel is nearly rank deticient. Here, an the transmit side, ZF produces 
signal attenuation instead, In  fact, as shown in [ 5 ] ,  the problem is 
very serious, even for what one might consider the ”ideal” case, i.e., 
where the elements of €3 are independent, identically distributed 
Rayleigh random variables. If the elements of d are modeled as 
independent zero-mean unit-variance Gaussian randoin variables, i t  
can be shown [SI that the probability density function of y is given 
by 

(9 )  
yK- l  

(1 + y j K f ’  ’ l-44) = 

when TLT = K = ~ L R ,  and 7 has an infinite mean! As a conse- 
quence, the capacity of channel inversion docs not increase linearly 
with K ,  unlike thc capacity bound. 

3.2. Regularized Channel Inversion 

Following up on the parallels between channel inversion and ZF 
receive beamforming, a technique that is often used 10 reduce the 
effects of noise amplification is to regularize the invcrse in the ZF 
filter. l f the noise i s  spatially white, this is equivalent to using a min- 
imum mcan-squared error (MMSE) criterion to design the beam- 
former weights. Applying this principle to the transmit side sug- 
gests the following solution: 

(10) 
1 

s = --H* (HH’ + d ) - l  d , 

where a is the regularization parameter. The presence of a non- 
zero value for cy will mean that the transmit bcamformer does not 
exactly cancel the “mixing” effect of thc channel, resulting in some 
levcl of inter-user interkrence. The key is to define a value for 
Q that optimally trades off the numerical condition of the matrix 
inverse (which impacts the normalization rcquired f ix  thc power 
constraint) against thc amount of interference that is produced. In 
[3], i t  i s  shown that choosing a = K / p  approximately maximizes 
the SlNR at each receiver, and unlike standard channel inversion, 
leads to linear capacity growth with K.  

Figure I and 2 compare respctivcly the symbol error rates and 
capacity of standard and regularized channel inversion. Figure 1 
shows error results for 4 x 4 and 10 x 10 channels as a function of 
SNR (the SNR is defined as p since the elemcnts of e are assumed 
to have un i t  power). The elements of the channcl matrices wcrc 
simulated as independent, unit-variance Rayleigh random variables. 
Note that the perfomance of standard channel inversion degrades 
as K increases from 4 to 10, but with regularization i t  does not. 
Figure 2 plots capacity as a function of A‘ assuming n~ = K = 
7 i ~  and p = 10dB. The  plot also includes the sum capacity of the 
system, indicating that there is still a considerable gap between the 
performance of regularized inversion and the bound. 

J;J 

3.3. Vector Modulo Pre-coding 

It is clear from the results presented in  the preceding section that, 
even with the improvement offcred by regularization. there is still a 
significant gap between the performance of channel inversion and 
the sum capacity bound. As mentioned above, dirty paper cod- 
ing (DPC) techniques more closely approach (and in some cases 
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-10 -5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 10 15 20 25 30 
P (dB) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Fig. 1. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAComparing uncoded symbol error rates for standard and 
regularized channel inversion for zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIC zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 4 and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAK = 10. 

achieve) multi-user capacity, and thus may be of interest when ca- 
pacity is the primary d e s i y  criterion. DPC is different from other 
downlink approaches in that the transmitted symbol stream itself, 
rather than some separate spatial processor (beamfotmer). is coded 
so as to reduce inter-user interference. DPC techniques typically 
employ non-traditional methods such as non-linear coding and high- 
dimensional lattices, and are often difticult to implement in practice. 
Although technically DP codcs do not constitute beamforming per 
se, they can be used i n  conjunction with beamforming as illustrated 
below. In this section we prescnl a simple DPC technique that fits 
in well with the channel inversion algorithms already discussed. 

p=lQdB 
30 - * - sum Capacity - Regularized Inversion 
25 Channel inversion 

Fig. 2. 

I 

4 6 8 10 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0' 
2 

K 

Comparison of the sum-capacity (dashed line) as a function 
o f K  (where 71T = K )  for p = lOdH with the regularized channel 
inversion sum-rate [solid line) and the standard channel inversion 
sum-rate (dash-dotted line). 

As discussed above. channel inversion performs poorly because 
the scaling factor y in (6) can be large when the 'channel is ill- 
conditioned. and the vector d happens to (nearly) align itself with 

a right singular vector of (HH*)-' with large singular value. The 
idea behind the technique proposed i n  [4, I I ]  is to "perturb" the 
symbol vector d by some value d such that d+a is directed towards 
singular vectors of (HH*)-' with smaller singular values, and in 
such a way that the receivers can still decode d without knowledge 
of d. The algorithm in [4, 1 I ]  accomplishes this using a vector ex- 
tension of the modulo pre-coding idea of [34, 35,361. In particular, 
14, I 11 constrains d to lie on a (complex) integer lattice: 

d =,(a+jb) ,  ( 1  1) 

where a, b are vectors of integers and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAT is a real-valued constant, 
and calculates d based on the following optimization problem: 

= argtrijn (d + a)*(HH*)-'(d + d) 
(12) d 

s.t. a = .r(a + jb) . 

This is an integer-lattice least-squares problem, and can bc solved 
using standard sphere decoding techniques. Since it is used on the 
transmit side for this application, i n  [4, I 11  i t  is referred to as sphere 
encoding. Using this method, the vector of data at the receivers is 
given by 

(13)  

where. as before, y is chosen to maintain a constant (average) trans- 
mit power p. 

To eliminate the contribution from the vector perturbation, the 
receivers employ thc modulo function: 

1 1 
x = -d + -T(a -t jb) + e , 

J ; i &  

If y (or E{?}) is known at the receivers. then in  thc absence of 
noise. 

(15) 

The modulo parameter T must also be known at the receiver. Small 
values 01' T arc advantageous bccausc they allow for a denser per- 
turbation lattice, and hence more flexibility in maximizing reccived 
SINR. However. T must be chosen large enough to allow for unam- 
biguous decoding. In [4, 1 1  1, i t  is suggested that T be chosen as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

fT (f ixj) = fT(dj + raj + rb,) = d j  . 

7 = 2(d,,,, + A/2) , 

where d,,, is the distance from the origin to the farthest constel- 
lation point, and A is [he maximum distance between any two con- 
stellation points. 

Figure 3 shows a plot of the uncoded symbol error probability 
of the algorithms discussed thus far for a case with TLT = 10, n~ = 
10. a Rayleigh fading channel and 16-QAM signaling. "VBLAST' 
refers to the use of  a successive modulo pre-coding algorithm based 
on the VBLAST approach [37. 381 (see [ 11.  391 for details on this 
technique). "Sphere Encoder" denotes the modulo pre-coding algo- 
rithm described above, and "Reg. Sphere Encoder'' refers to the use 
of  modulo pre-coding together with regularized channel inversion. 
Regularization improves performance, but by a smaller margin than 
i n  the case of standard channel inversion. It is clear from the plot 
that, [or SNRs high enough to achieve reliable decoding. moduio 
pre-coding offers a significant improvement in performance. The 
modulo pre-coding technique presented here represents perhaps the 
simplest form of DPC for the multi-user MlMO problem. i.e.. one 
involving a simple cubical lattice. As reported in [I I], improved 
performance can be expected if more complicated, higher-dimensional 
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lattices are employed. Finally, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwe note that a suboptimal but more 
computationally efficient version of the modulo pre-coding zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAalgo- 
rithm has recently been presented i n  [39], zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

M=Kr?O, 16QAM 

t I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
5 10 15 20 25 30 35 

P IdQ 

Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA3. Uncoded probability of symbol crror for various downlink 
algorithms as a function of transmit power p .  

3.4. Power Control 

Achieving the sum capacity of a multi-user network may not be the 
goal of a system designer. In “near-far” scenarios. such an approach 
may result in one or two strong users taking a dominant share of 
the availahle power, potentially leaving weak uscrs with little or 
no throughput. Consequently, in practice, the dual zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApower comol 
problem is often of more intercst, i.e., minimizing power output at 
the lransmitter subject to achieving a desired QoS for each uscr. 

QoS can bc defined in terms o f a  givcn bit error ratc or throughput 
rate, or simply as a certain desired SINR. Assuming the symbols for 

each user and the additive noise arc each unit power, the SINR at 
receiver zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAj can be expressed its: 

whcreeitherrtj = h , h J o r R j  = &{hjh;} dependingonthetype 
of CSI availahlc at the transmitter. 

Given s desired minimum SINR for each user, which we denote 
by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAqj,  the power control problem can be formulated as follows: 

min c b ; b k  

s.t. >?), , j = 1  , ... I K .  

. 

K 

(17) k=l 
b l , . . .  , b K  

b;Rjb, 
Ck+j b;Rkbt -t 1 

In [13, 141. iterative algorithms arc presented that solve this prob- 
lem when a feasible solution exists [Le., if the SINR constraints can 
bc met). An alternative formulation of the problem is presented 
in [IS]. where (17) is recast as a minimization over the matrices 
Wj = b,b; nther than the beamformsrs b, directly. It is shown 
that the constraint that W, be rank one can be relaxed, and the 
resulting optimization problem will still have an optimal rank-one 

solution. The advantage of this approach is that the problem be- 
comes a semidefnite optimization, for which efficient numerical 
algorithms exist. 

4. MULTIPLE ANTENNA RECEIVERS 

The presence of multiple antennas at each receiver node in the net- 
work opens up a number ofpossibilities. including local spatial dis- 

crimination (i.e., the transmitter need not remove all interference via 
pre-coding or beamforming) and the transmission of multiple data 
streams per user. The corresponding challenges of course are coor- 
dinating the signal gain and interference cancellation capabilities of 
the transmit and receive beamformers, and appropriately allocating 
resources among all users and among the spatial channels of each 
individual user. In this paper. we present some basic approaches 
that address the coordinated beamforming problem, but we leave 
the resource allocation problem as a topic for future discussion. 

4.1. Channel Block-Diagonalization 

I f  T ~ R  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 n ~ ,  i.e., the numbcr of transmit antcnnas is grcaler than 
the number of receive antcnnas summed over all the users, then the 
techniques of the previous section could, in principle, be applied 
without modification. In such cases, each receive antenna is consid- 
ered a separate “user,” and i t  receives a single data stream that can 
be decoded independently of any adjacent antennas. As mentioned 
above. while this approach results i n  a very simple receiver, i t  overly 
constrains the problem and will lead to suboptimal performance. 

Rather than forcing HB in (3) to be diagonal (or nearly so), 
an alternative is to make i t  block-diagonal [16J-[21]. This removes 
inter-user intcrference. but requires that the receiver perform some 
type of spatial demultiplcxing to separate and decode the individual 
data streams sent to it. To be precise, the goal is to find B such that 

where M, jS TAR, x TLR, assuming that up to nq data streams are 
transmitted to user 3 (some of the columns ot M, could be zero so 
that nil 5 TLR, ) .  There are several criteria that could be used to 
determine M,. Below, we present an afgorithm that is sum-capac- 
ily-achieving under the block-diagonal constraint [Z I]. 

Define H, as the following ( n ~  - n ~ , )  x 7 t ~  matrix: 

If we denote the rank of HJ as E, ,  then the nullspace of H3 bas 
dimension n~ - zJ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 r i ~ , .  The SVD of HJ is partitioned as 
follows: 

(20) 

where Vio) holds the n1. - E ,  singular vectors in the nullspace 

of e]. The columns of V:’) are candidates for user j ’s beam- 
forming matrix B,, since they will produce zero interference at the 
other users. Since Vso) potentially holds mort: beamformers than 
the number of data streams that user j can support. an optimal lin- 
ear combination of these vectors must be found to form B,. which 

gJ 3 -  - fJ5, [ + ; I )  vy 1 ’  
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can have zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAat most zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA ER^ columns. To do this, the following zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASVD is 
formed: 

where Cj is L j  x zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBALj and V:.’) represents the Lj singular vec- 
tors with non-zero singular values. The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAL, 5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATZR, columns of the 

beamformers that maximize the information rate for user j subject 
to producing zero inter-user interference. 

The transmit beamformer matrix will thus have the following 
form: ’ 

product zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAVj - (0) Vj ( 1 )  represent (to within a power loading factor) the 

B = [ Vyivil) . . .  Vg)Vg)]  A’/2 , (22) 

where A is a diagonal matrix whose elements scale the power allo- 
cated to each “sub-channel.” With B chosen as in (22), the capacity 
of thc block-diagonalization (BD) method becomes 

CBD = maxlog, 11 + C2Al s.t. Tr(A) = p , (23) 
A 

The optimal power loading coefficients in A are thcn found using 
water-filling on the diagonal elements of C. Forcing the inter-user 
interference to zero also allows for a power control formulation of 
the above approach. This is done by performing water-filling on 
each C, individually in order to achieve the desired rate for user j ,  
then forming A from the diagonal matrices that result for each user. 

Figure 4 illustrates thc performance of the BD algorithm and 
several aiternatives for a case involving TAT = 4 and n~ = 4 with 
p = 1OdB. The elements zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof H were independent Rayleigh ran- 
dom variablcs with unit variance, and the complementary cumula- 
tive distribution function of the capacity achievcd by each method 
is plotted. The BD algorithm is implemented for three different sce- 
narios: four users with one antenna each ({  1 , 1 , 1 , 1 )  x 4). two users 
with two antennas each ({2,2} x 4). and a single user with 4 an- 
tennas (referred to as ‘* t User” in the figure). “Inversion” refers to 
channcl inversion with equal power distributed to each data stream. 
and “Blind Tx” refers to case where no channel informrttinn is avail- 
ahlc and the users are simply time-multiplexed. Note that the dif- 
ference between channel inversion and BD in the { 1,1,1,1} x 4 
case is due to the fact that R D  employs an optimal power alloca- 
tion via watcr-filling. T h e  single-user perlbmance is obviously the 
best. since it doesn’t require the block-diagonal constraint. The im- 
proved performance of BD in the {Z, 2} x 4 case compared with 
the {1,1,1, 1) x 4 scenario demonstrates the advantage of relaxing 
the requirement that the channel be identically diagonalized. 

4.2. Coordinated T a x  Beamforming 

Strictly speaking. the RD algorithm does not require R.T zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 ?IR. 

However, when there are more than just a couple of users, TLR is 
usually close to the lower bound on the number of transmit anten- 
nas’ In this section, we examine methods that have a less stringent 

’Technically, the BO approach requires 

rank(HI), ’ .  . ,rank(fIK)} . 

Blwk Dng. 
Blind Tx 
I User _ _  

\ 
\ 
\ 
\ 

Capacity (biLdum) 

Fig. 4. Complementary cumulative distributions of the sum capac- 
ity for T ~ T  = n~ = 4 achieved by several transmit beamforming 
strategies. 

constraint on n ~ ,  namely that TZT be no smaller than the total num- 
ber of data streams to be transmitted. For example, i fmj  = 1, then 
n~ 2 K would be required. Obviously, in a real system where 
thc total number of users serviced by a basistation is very large. 
spatial multiplexing must be augmented by other multiple access 
techniques such as time and frequency multiplexing. A key ques- 
tion is how to best group the K users to be spatially multiplexed 
together into a given timelfrequency slot. 

To begin. consider the case where m, = 1, and each receiver 
uses a beamformer wj i n  decoding the symbol d, that is sent to it: 

(25) 

= x h ; b k & + C f ,  (26) 

IC 

5 .  - w . x .  - , = xw;H jb&  + w;ej 

k= 1 

K 

k=I  

where c: = w;Hj represents the effective channel from the trans- 
mit array to the ourput of the recrive beaml‘ormer, and Ej  = w;ej 
represents the noise at the output of the receive beamformer. If we 
define H* = [ hl . . . h~ 1. then we obtain an equation identical 
in form to (3): 

Each receiver has a single element of ji associated with it, so (27) 
has the same dimensions as ( 3 )  when n~~ = 1. The implication 
is that, if the transmitter somehow has knowledge of w1,. . . , wx. 
thcn it knows H, and hence any of the downlink algorithms in Sec- 
tion 3 for thc single-antenna-per-user case could be used. 

The composite channel H could be estimated directly by the 
transmitter using uplink training data in a reciprocal time-division 
duplex (TDD) system, assuming that the receiver will use the con- 
jugate of its transmit weights for downlink reception. However. 
this approach begs the question of how the receiver chose its beam- 
former. and whether or not any type of optimal solution is possible. 
An alternative is to assume the basestation knows what algorithm 
each receiver uses in computing its own “optimal” receive beam- 
former. Since the base generates the interference that each user sees. 
given CSI it can predict what each user’s beamformer wilt be. For 

j i  = HBd + S .  (27) 

Since nnk (H j )  5 - n ~ ,  it i s  clear that 7 1 ~  can be larger than n ~ .  
For example, two users with 3 antennas each could be accommodated by a 
transmit a m y  with n o  more than 4 antennas. and possibly fewer depending 
on the rank of f i l  and H 2 .  
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example, suppose i t  is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAknown that user zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAj employs MMSE receive 
beamforming. Then zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

wj zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= [E  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA{ X j X ; } ] - l E { X j d ; }  (28) 

r 

which can be computed at the transmitter, Altcmatively. if the re- 
ceiver uses maximal ratio combining (MRC), then zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwj = H,b,, 
which is also known at the transmitter, Whatever the criterion cho- 
sen by the receiver, it is likely that the optimal value for w) will 
depend on one or more of the transmit beamformers i n  B. On the 
other hand. the choice of B in (27) depends on H, which in turn 
depends on the receivc beamformers wj. 

The interdependency of wj and B suggests the Following iter- 
ative approach: 

1. Find an initial value for w1,. . . , wrc. For example, they 
could be chosen as the principle left singular vectors of the 
respective channel matrices Hj. 

2. Repeat stcps 3-4 until convergence. 

3. Given wl,. . . , W K ,  calculate H and find €3 using any of 
the algorithms discussed above. 

4. Given B, recalculate the reccive beamformers W I ,  . . . , WK 

according to their respectivc algorithms. 

Convergence can be said to have occurred when no appreciable 
changc in, for examplc. thc achieved SINK or sum rstc is observed 
from one iteration to the next. Algorithms of this general form have 
becn presented in [ 2  1][22]-[27]. While analylical results for these 
approaches are scarce, empirical cvidencc suggests they havc reli- 
able conversence bchavior. 

In situations where ~ r t j  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 I, solutions similar Lo thosc in Sec- 
tion 4.1 are possible, where in this case it is the effective chapnel 
H that is block-diagonalized. Step 3 in the above iterativc algo- 
rithm is simply replaced by cithcr the capacity OF the power control 
fomiulation of the HD algorithm. Figure 5 plots the complemen- 
tary cumulative distribution Functions of capacity for the coordi- 
nated TdKx beamforming algorithm described above. Thc SNR 

for this example is 1MR and the channels were all composed of in- 
dependent, Raylcigh distributed entries. Scveral baseluser genme- 
tries were considered: 4 x zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4 (singlc-user case), {2,2} x 4 with 

T n 1  = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA7n2 = 2, {4,4} x 4 also with 7111 = m2 = 2. ( 2 , 2 , 2 , 2 }  x 4 
and {4,’4,.4,2} x 4. I n  the latter.two scenarios, one sub-channcl is 
allocated to each uscr, and channel inversion is used to determine 
3. When zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA~ r z j  = 2, the BD algorithm is assumed. In all cases, the 
receive beamformers were calculated as the appropriate left singular 
vector(s) in equation (21), with Hj replaced by H3. As expected, 
the more total receive antennas that are available. the more flexi- 
bility there is in finding a good solution. and the higher the capac- 
ity. The 4 x 4 single-user system outperforms the {2,2} x 4 case 
since it doesn’t require the block-diagonal constraint. Similarly, the 
{4,4} x 4 channel achieves higher capacity than the {2,2,2,2} x 4 
system since the block-diagonal constraint i s  less restrictive than 
full channel diagonalization. 

5. DISCUSSION 

The goal of this paper has been to present, at a tutorial level. several 
general approaches that have recently been proposed for the multi- 
user MIMO downlink. Space does not permit a complete treatment 

Fig+ 5. Complementary cumulative distributions of the sum capac- 
ity for coordinated TxlRx heamforming in several scenarios. 

of this topic; in addition to the rderences cited above, there have 
been a number of other important results that have not been men- 
tioned, including methods based on estimating physical channel pa- 
rameters (e.g., directions of arrival, efc.) [40]-[44]. “multi-cell” or 
mulii-hasestation MlMO [45,46], and others [47]-[51]. As we men- 
tioned in the paper, a critical issue that must be addressed prior to 
applying a downlink boamformer is how to appropriately allocate 
system resources and schedule users for transmission (i.e., how do 
we decide which users to spatially multiplex at any given time?). 
Recent studies in this area include [52]-[66]. In addition, down- 
l ink processing is only one narrow aspcct of the multi-user MlMO 
problem. The uplink MlMO multiple access channcl (MAC) has re- 
ceived significant attention in recent years (see [ I ]  for a discussion 
of the MlMO MAC and some of the duality relationships i t  shares 
with the MIMO broadcdcast’channcl). We have focused solcly on the 
cellular network architectures with a base and users that coinmu- 
nicatt: with the outside world through it. The application of MlMO 
techniques to ad hoc networks rcmains fargely unexplored, although 
some preliminary studies have been conducted (e.g., see [67j-[70]). 
Other open problems include extending the techniques we have dis- 

cussed to cases involving frequency selective fading and partial or 
incomplete transmit CSI (e.g., where, only the statistics of the chan- 
nel are known). Analyses are also needed to determine the capacity 
regions for general multi-user scenarios and to quantify the con- 
vergence propertics of coordinated TxiRx beamforming. I t  appears 
that the multi-user MlMO problem will continue to be an active and 
interesting area of research for many years to come. 
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