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Abstract

Realistic simulators are critical for training and verify-

ing robotics systems. While most of the contemporary simu-

lators are hand-crafted, a scaleable way to build simulators

is to use machine learning to learn how the environment be-

haves in response to an action, directly from data. In this

work, we aim to learn to simulate a dynamic environment

directly in pixel-space, by watching unannotated sequences

of frames and their associated actions. We introduce a novel

high-quality neural simulator referred to as DriveGAN that

achieves controllability by disentangling different compo-

nents without supervision. In addition to steering controls,

it also includes controls for sampling features of a scene,

such as the weather as well as the location of non-player

objects. Since DriveGAN is a fully differentiable simulator,

it further allows for re-simulation of a given video sequence,

offering an agent to drive through a recorded scene again,

possibly taking different actions. We train DriveGAN on

multiple datasets, including 160 hours of real-world driv-

ing data. We showcase that our approach greatly surpasses

the performance of previous data-driven simulators, and al-

lows for new key features not explored before.

1. Introduction

The ability to simulate is a key component of intelli-

gence. Consider how animals make thousands of decisions

each day. Some of the decisions are critical for survival,

such as deciding to step away from an approaching car.

Mentally simulating the future given the current situation

is key in planning successfully. In robotic applications such

as autonomous driving, simulation is also a scaleable, ro-

bust and safe way of testing self-driving vehicles in safety-

critical scenarios before deploying them in the real world.

Simulation further allows for a fair comparison of different

autonomous driving systems since one has control over the

repeatability of the scenarios.

Desired properties of a good robotic simulator include

accepting an action from an agent and generating a plausi-

ble next world state, allowing for user control over the scene

elements, and the ability to re-simulate an observed scenario
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Figure 1: We aim to learn a controllable neural simulator that

can generate high-fidelity real-world scenes. DriveGAN takes user

controls (e.g. steering weel, speed) as input and renders the next

screen. It allows users to control different aspects of the scene,

such as weather and objects.

with plausible variations. This is no easy feat as the world

is incredibly rich in situations one can encounter. Most of

the existing simulators [9, 41, 30, 46] are hand-designed in

a game engine, which involves significant effort in content

creation, and designing complex behavior models to control

non-player objects. Grand Theft Auto, one of the most re-

alistic driving games to date, set in a virtual replica of Los

Angeles, took several years to create and involved hundreds

of artists and engineers. In this paper, we advocate for data-

driven simulation as a way to achieve scaleability.

Data-driven simulation has recently gained attention. Li-

darSim [36] used a catalog of annotated 3D scenes to sam-

ple layouts into which reconstructed objects obtained from

a large number of recorded drives are placed, in the quest

to achieve diversity for training and testing a LIDAR-based

perception system. [24, 8, 43], on the other hand, learn

to synthesize road-scene 3D layouts directly from images

without supervision. These works do not model the dynam-

ics of the environment and object behaviors.

As a more daring alternative, recent works attempted to

create neural simulators [27, 14] that learn to simulate the

environment in response to the agent’s actions directly in

pixel-space by digesting large amounts of video data along

with actions. This line of work provides a scaleable way to

simulation, as we do not rely on any human-provided an-

notations, except for the agent’s actions which are cheap

to obtain from odometry sensors. It is also a more chal-
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lenging way, since the complexity of the world and the dy-

namic agents acting inside it, needs to be learned in a high-

resolution camera view. In this paper, we follow this route.

We introduce DriveGAN, a neural simulator that learns

from sequences of video footage and associated actions

taken by an ego-agent in an environment. DriveGAN lever-

ages Variational-Auto Encoder [29] and Generative Adver-

sarial Networks [13] to learn a latent space for images on

which a dynamics engine learns the transitions within the

latent space. The key aspects of DriveGAN are its disen-

tangled latent space and high-resolution and high-fidelity

frame synthesis conditioned on the agent’s actions. The

disentanglement property of DriveGAN gives users addi-

tional control over the environment, such as changing the

weather and locations of non-player objects. Furthermore,

since DriveGAN is an end-to-end differentiable simulator,

we are able to re-create the scenarios observed from real

video footage allowing the agent to drive again through the

recorded scene but taking different actions. This property

makes DriveGAN the first neural driving simulator of its

kind. By learning on 160 hours of real driving data, we

showcase DriveGAN to learn high-fidelity simulation, sur-

passing all existing neural simulators by a significant mar-

gin, and allowing for the control over the environment not

possible previously.

2. Related Work

2.1. Video Generation and Prediction

As in image generation, the standard architectures for

video generation are VAEs [6, 19], auto-regressive mod-

els [42, 48, 23, 55], flow-based models [31], and GANs

[37, 53, 44, 45, 4, 51]. For a generator to sample videos, it

must be able to generate realistic looking frames as well as

realistic transitions between frames. Video prediction mod-

els [39, 34, 11, 38, 1, 33, 57] learn to produce future frames

given a reference frame, and they share many similarities to

video generation models. Similar architectures can be ap-

plied to the task of conditional video generation in which

information such as semantic segmentation is given as in-

put to the model [54, 35]. In this work, we use a VAE-GAN

[32] based on StyleGAN [25] to learn a latent space of nat-

ural images, then train a dynamics model within the space.

2.2. Data­driven Simulation and Model­based RL

The goal of data-driven simulation is to learn simula-

tors given observations from the environment to be simu-

lated. Meta-Sim [24, 8] learns to produce scene parameters

in a synthetic scene. LiDARSim [36] leverages deep learn-

ing and physics engine to produce LiDAR point clouds.

In this work, we focus on data-driven simulators that pro-

duce future frames given controls. World Model [14] use

a VAE [29] and LSTM [18] to model transition dynamics

xt
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Figure 2: DriveGAN takes an image xt and action at as input

at time t. With encoder ξ, xt is encoded into disentangled latent

codes ztheme
t and zcontent

t . Dynamics Engine learns the transition

function for the latent codes given at. Image Generator produces

xt+1, which is fed to the next time step, autoregressively.

and rendering functionality. In GameGAN [27], a GAN

and a memory module are used to mimic the engine be-

hind games such as Pacman and VizDoom. Model-based

RL [49, 5, 15, 22, 14] also aims at learning a dynamics

model of some environment which agents can utilize to plan

their actions. While prior work has applied neural simula-

tion to simple environments [2, 50] in which a ground-truth

simulator is already known, we also apply our model to real-

world driving data and focus on improving the quality of

simulations. Furthermore, we show how users can intera-

tively edit scenes to create diverse simulation environments.

3. Methodology

Our objective is to learn a high-quality controllable neu-

ral simulator by watching sequences of video frames and

their associated actions. We aim to achieve controllability

in two aspects: 1) We assume there is an egocentric agent

that can be controlled by a given action. 2) We want to con-

trol different aspects of the current scene, for example, by

modifying an object or changing the background color.

Let us denote the video frame at time t as xt and the

continuous action as at. We learn to produce the next frame

xt+1 given the previous frames x1:t and actions a1:t. Fig 2

provides an overview of our model. Image encoder ξ pro-

duces the disentangled latent codes ztheme and zcontent for x

in an unsupervised manner. We define theme as information

that does not depend on pixel locations such as the back-

ground color or weather of the scene, and content as spatial

content (Fig 4). Dynamics Engine, a recurrent neural net-

work, learns to produce the next latent codes ztheme
t+1 , zcontent

t+1

given ztheme
t , zcontent

t , and at. ztheme
t+1 and zcontent

t+1 go through

an image decoder that generates the output image.

Generating high-quality temporally-consistent image se-

quences is a challenging problem [31, 37, 4, 51, 54, 35].

Rather than generating a sequence of frames directly, we

split the learning process into two steps, motivated by World

Model [14]. Sec 3.1 introduces our encoder-decoder archi-

tecture that is pre-trained to produce the latent space for

images. We propose a novel architecture that disentangles

themes and content while achieving high-quality generation

by leveraging a Variational Auto-Encoder (VAE) and Gen-
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Figure 3: Pretraining stage learns the encoder and decoder for

images. The encoder ξ produces zcontent and ztheme which comprise

the disentangled latent space that the dynamics engine trains on.

The gaussian blocks represent reparameterization steps [29].

erative Adversarial Networks (GAN). Sec 3.2 describes the

Dynamics Engine that learns the latent space dynamics. We

also show how the Dynamics Engine further disentangles

action-dependent and action-independent content.

3.1. Pre­trained Latent Space

We build our image decoder on top of the popular Style-

GAN [25, 26], but make several modifications that allow

for theme-content disentanglement. Since extracting the

GAN’s latent code that corresponds to an input image is

not trivial, we introduce an encoder ξ that maps an image

x into its latent code z. We utilize the VAE formulation,

particularly the β-VAE [17] to control the KL term better.

Therefore, on top of the adversarial losses from StyleGAN,

we add the following loss at each step of generator training:

LV AE = Ez∼q(z|x)[log(p(x|z))] + βKL(q(z|x)||p(z))

where p(z) is the standard normal prior distribution, q(z|x)
is the approximate posterior from the encoder ξ, and KL

is the Kullback-Leibler divergence. For the reconstruction

term, we reduce the perceptual distance [58] between the

input and output images rather than the pixel-wise distance.

This form of combining VAE and GAN has been ex-

plored before [32]. To achieve our goal of controllable sim-

ulation, we introduce several novel modifications to the en-

coder and decoder. Firstly, we disentangle the theme and

content of the input image. Our encoder ξ is composed of

a feature extractor ξfeat and two encoding heads ξcontent and

ξtheme (Figure 3). ξfeat takes an image x as input and con-

sists of several convolution layers whose output is passed

to the two heads. ξcontent produces zcontent ∈ R
N×N×D1

which has N × N spatial dimension. On the other hand,

ξtheme produces ztheme ∈ R
D2 , a single vector, which con-

trols the theme of the output image. Let us denote z =
{zcontent, ztheme}. Note that zcontent and ztheme are matched to

be from the standard normal prior by the reparametrization

and training of VAE. We feed z into the StyleGAN decoder.

StyleGAN controls the appearance of generated images

with adaptive instance normalization (AdaIN ) [10, 20, 12]

layers after each convolution layer of its generator. AdaIN

applies the same scaling and bias to each spatial location of

a normalized feature map:

AdaIN(m, α, γ) = A(m, α, γ) = α
m− µ(m)

σ(m)
+ γ (1)

Randomly Generated + Random ztheme
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Figure 4: Left column shows randomly generated images from

different environments. By sampling ztheme, we can change theme

information such as weather while keeping the content consistent.

where m ∈ R
N×N×1 is a feature map with N ×N spatial

dimension and α, γ are scalars for scaling and bias. Thus,

AdaIN layers are perfect candidates for inserting theme

information. We pass ztheme through an MLP to get the

scaling and bias values for each AdaIN layer. Now, be-

cause of the shape of zcontent, it naturally encodes the con-

tent information from the corresponding N ×N grid loca-

tions. Rather than having a constant block as the input to

the first layer as in StyleGAN, we pass zcontent as the input.

Furthermore, we can sample a new vector v ∈ R
1×1×D1

from the normal prior distribution to swap out the content

of some grid location. Preliminary experiments showed that

encoding information only using the plain StyleGAN de-

coder is not adequate for capturing the details of scenes with

multiple objects because the generator must recover spa-

tial information from the inputs to AdaIN layers, which

apply the same scaling and bias to all spatial locations.

We use the multi-scale multi-patch discriminator architec-

ture [54, 21, 47], which results in higher quality images for

complex scenes. We use the same adversarial losses LGAN

from StyleGAN, and the final loss function is Lpretrain =
LV AE + LGAN .

We observe that balancing the KL loss with suitable β

in LV AE is essential. Smaller β gives better reconstruction

quality, but the learned latent space could be far away from

the prior, in which case the dynamics model (Sec.3.2) had

a harder time learning the dynamics. This causes z to be

overfit to x, and it becomes more challenging to learn the

transitions between frames in the overfitted latent space.

3.2. Dynamics Engine

With the pre-trained encoder and decoder, the Dynamics

Engine learns the transition between latent codes from one

time step to the next given an action at. We fix the parame-

ters of the encoder and decoder, and only learn the parame-

ters of the engine. This allows us to pre-extract latent codes

for a dataset before training. The training process becomes

faster and significantly easier than directly working with

images, as latent codes typically have dimensionality much

smaller than the input. In addition, we further disentangle

35822



ConvLSTM

LSTM

Conv

Linear

ConvLSTM

LSTM

Conv

AdaIN+Conv

zcontentt+1

<latexit sha1_base64="cLDC+g245l9cSWNj8CARJcYMye8=">AAACAXicbVDLSsNAFJ3UV62vqBvBTbAIglCSKuiy6MZlBfuANobJdNIOnUzCzI1YQ9z4K25cKOLWv3Dn3zhts9DWAwOHc+7hzj1+zJkC2/42CguLS8srxdXS2vrG5pa5vdNUUSIJbZCIR7LtY0U5E7QBDDhtx5Li0Oe05Q8vx37rjkrFInEDo5i6Ie4LFjCCQUueuffgpXDsZLdpF+g9pCQSQAVkmWeW7Yo9gTVPnJyUUY66Z351exFJQp0mHCvVcewY3BRLYITTrNRNFI0xGeI+7WgqcEiVm04uyKxDrfSsIJL6CbAm6u9EikOlRqGvJ0MMAzXrjcX/vE4CwbmbMhEn+iwyXRQk3ILIGtdh9ZikBPhIE0wk03+1yABLTECXVtIlOLMnz5NmteKcVKrXp+XaRV5HEe2jA3SEHHSGaugK1VEDEfSIntErejOejBfj3fiYjhaMPLOL/sD4/AGl5Zeq</latexit>

ztheme
t+1

<latexit sha1_base64="f0IkTg9ShQJGzTIWPHM2jQ/n3TQ=">AAAB/3icbVDJSgNBEO2JW4zbqODFy2AQBCHMREGPQS8eI5gFknHo6VSSJj0L3TViHOfgr3jxoIhXf8Obf2NnOWjig4LHe1VU1fNjwRXa9reRW1hcWl7JrxbW1jc2t8ztnbqKEsmgxiIRyaZPFQgeQg05CmjGEmjgC2j4g8uR37gDqXgU3uAwBjegvZB3OaOoJc/ce/BSPHay27SNcI8p9iGALPPMol2yx7DmiTMlRTJF1TO/2p2IJQGEyARVquXYMboplciZgKzQThTElA1oD1qahjQA5abj+zPrUCsdqxtJXSFaY/X3REoDpYaBrzsDin01643E/7xWgt1zN+VhnCCEbLKomwgLI2sUhtXhEhiKoSaUSa5vtVifSspQR1bQITizL8+TernknJTK16fFysU0jjzZJwfkiDjkjFTIFamSGmHkkTyTV/JmPBkvxrvxMWnNGdOZXfIHxucP6UWWrg==</latexit>

ztheme
t

<latexit sha1_base64="WbmUUeEfmp7rsl1gCbe+I0LiOAM=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16CRbBU0mqoMeiF48V7Ae0MWy203bp5oPdibSG/BUvHhTx6h/x5r9x2+agrQ8GHu/NMDPPjwVXaNvfRmFtfWNzq7hd2tnd2z8wD8stFSWSQZNFIpIdnyoQPIQmchTQiSXQwBfQ9sc3M7/9CFLxKLzHaQxuQIchH3BGUUueWX7y8CHtIUwwxREEkGWeWbGr9hzWKnFyUiE5Gp751etHLAkgRCaoUl3HjtFNqUTOBGSlXqIgpmxMh9DVNKQBKDed355Zp1rpW4NI6grRmqu/J1IaKDUNfN0ZUBypZW8m/ud1ExxcuSkP4wQhZItFg0RYGFmzIKw+l8BQTDWhTHJ9q8VGVFKGOq6SDsFZfnmVtGpV57xau7uo1K/zOIrkmJyQM+KQS1Int6RBmoSRCXkmr+TNyIwX4934WLQWjHzmiPyB8fkDNhiVMg==</latexit>

zcontentt

<latexit sha1_base64="81cZQ/Qc/sxgzEFpEh3972ogfjA=">AAAB/XicbVDLSsNAFJ34rPUVHzs3wSK4KkkVdFl047KCfUAbw2Q6bYdOZsLMjdiG4K+4caGIW//DnX/jtM1CWw8MHM65h7n3hDFnGlz321paXlldWy9sFDe3tnd27b39hpaJIrROJJeqFWJNORO0Dgw4bcWK4ijktBkOryd+84EqzaS4g1FM/Qj3BesxgsFIgX04DuA+7QB9hJRIAVRAlgV2yS27UziLxMtJCeWoBfZXpytJEpk04VjrtufG4KdYASOcZsVOommMyRD3adtQgSOq/XS6feacGKXr9KQyT4AzVX8nUhxpPYpCMxlhGOh5byL+57UT6F36KRNxYs4is496CXdAOpMqnC5TlAAfGYKJYmZXhwywwgRMYUVTgjd/8iJpVMreWblye16qXuV1FNAROkanyEMXqIpuUA3VEUFj9Ixe0Zv1ZL1Y79bHbHTJyjMH6A+szx/v8ZYu</latexit>

zcontentt+1

<latexit sha1_base64="cLDC+g245l9cSWNj8CARJcYMye8=">AAACAXicbVDLSsNAFJ3UV62vqBvBTbAIglCSKuiy6MZlBfuANobJdNIOnUzCzI1YQ9z4K25cKOLWv3Dn3zhts9DWAwOHc+7hzj1+zJkC2/42CguLS8srxdXS2vrG5pa5vdNUUSIJbZCIR7LtY0U5E7QBDDhtx5Li0Oe05Q8vx37rjkrFInEDo5i6Ie4LFjCCQUueuffgpXDsZLdpF+g9pCQSQAVkmWeW7Yo9gTVPnJyUUY66Z351exFJQp0mHCvVcewY3BRLYITTrNRNFI0xGeI+7WgqcEiVm04uyKxDrfSsIJL6CbAm6u9EikOlRqGvJ0MMAzXrjcX/vE4CwbmbMhEn+iwyXRQk3ILIGtdh9ZikBPhIE0wk03+1yABLTECXVtIlOLMnz5NmteKcVKrXp+XaRV5HEe2jA3SEHHSGaugK1VEDEfSIntErejOejBfj3fiYjhaMPLOL/sD4/AGl5Zeq</latexit>

ztheme
t+1

<latexit sha1_base64="f0IkTg9ShQJGzTIWPHM2jQ/n3TQ=">AAAB/3icbVDJSgNBEO2JW4zbqODFy2AQBCHMREGPQS8eI5gFknHo6VSSJj0L3TViHOfgr3jxoIhXf8Obf2NnOWjig4LHe1VU1fNjwRXa9reRW1hcWl7JrxbW1jc2t8ztnbqKEsmgxiIRyaZPFQgeQg05CmjGEmjgC2j4g8uR37gDqXgU3uAwBjegvZB3OaOoJc/ce/BSPHay27SNcI8p9iGALPPMol2yx7DmiTMlRTJF1TO/2p2IJQGEyARVquXYMboplciZgKzQThTElA1oD1qahjQA5abj+zPrUCsdqxtJXSFaY/X3REoDpYaBrzsDin01643E/7xWgt1zN+VhnCCEbLKomwgLI2sUhtXhEhiKoSaUSa5vtVifSspQR1bQITizL8+TernknJTK16fFysU0jjzZJwfkiDjkjFTIFamSGmHkkTyTV/JmPBkvxrvxMWnNGdOZXfIHxucP6UWWrg==</latexit>

D
y
n

a
m

ic
s 

E
n

g
in

e

Linear

AdaIN+Conv

D
y
n

a
m

ic
s 

E
n

g
in

e

z
aindep

t+1

<latexit sha1_base64="liabEBAt8xjYqUbJSUbXpj4R3cI=">AAACA3icbVDLSsNAFJ3UV62vqDvdBIsgCCWpgi6LblxWsA9oY5hMb9uhkwczN2INATf+ihsXirj1J9z5N04fC209MHA4517unOPHgiu07W8jt7C4tLySXy2srW9sbpnbO3UVJZJBjUUikk2fKhA8hBpyFNCMJdDAF9DwB5cjv3EHUvEovMFhDG5AeyHvckZRS5659+CleOxktyn10jbCPaY87ECcZZlnFu2SPYY1T5wpKZIpqp751e5ELAkgRCaoUi3HjtFNqUTOBGSFdqIgpmxAe9DSNKQBKDcdZ8isQ610rG4k9QvRGqu/N1IaKDUMfD0ZUOyrWW8k/ue1EuyeuzpUnCCEbHKomwgLI2tUiNXhEhiKoSaUSa7/arE+lZShrq2gS3BmI8+TernknJTK16fFysW0jjzZJwfkiDjkjFTIFamSGmHkkTyTV/JmPBkvxrvxMRnNGdOdXfIHxucPOlSYiw==</latexit>

z
adep

t+1

<latexit sha1_base64="pbCds0Psy1n4FwrYYed5l9Ccj3o=">AAACAXicbVDJSgNBEO2JW4zbqBfBy2AQBCHMREGPQS8eI5gFknHo6VSSJj0L3TViHMaLv+LFgyJe/Qtv/o2d5aCJDwoe71VRVc+PBVdo299GbmFxaXklv1pYW9/Y3DK3d+oqSiSDGotEJJs+VSB4CDXkKKAZS6CBL6DhDy5HfuMOpOJReIPDGNyA9kLe5Yyiljxz78FL8djJblPqpW2Ee0w7EGdZ5plFu2SPYc0TZ0qKZIqqZ361OxFLAgiRCapUy7FjdFMqkTMBWaGdKIgpG9AetDQNaQDKTccfZNahVjpWN5K6QrTG6u+JlAZKDQNfdwYU+2rWG4n/ea0Eu+duysM4QQjZZFE3ERZG1igOq8MlMBRDTSiTXN9qsT6VlKEOraBDcGZfnif1csk5KZWvT4uVi2kcebJPDsgRccgZqZArUiU1wsgjeSav5M14Ml6Md+Nj0pozpjO75A+Mzx+V4Zeg</latexit>

z
adep

t+2

<latexit sha1_base64="BxkfozDA+RViyFLaVBTT7d3kypg=">AAACAXicbVDJSgNBEO2JW4zbqBfBy2AQBCHMREGPQS8eI5gFknHo6VSSJj0L3TViHMaLv+LFgyJe/Qtv/o2d5aCJDwoe71VRVc+PBVdo299GbmFxaXklv1pYW9/Y3DK3d+oqSiSDGotEJJs+VSB4CDXkKKAZS6CBL6DhDy5HfuMOpOJReIPDGNyA9kLe5Yyiljxz78FL8bic3abUS9sI95h2IM6yzDOLdskew5onzpQUyRRVz/xqdyKWBBAiE1SplmPH6KZUImcCskI7URBTNqA9aGka0gCUm44/yKxDrXSsbiR1hWiN1d8TKQ2UGga+7gwo9tWsNxL/81oJds/dlIdxghCyyaJuIiyMrFEcVodLYCiGmlAmub7VYn0qKUMdWkGH4My+PE/q5ZJzUipfnxYrF9M48mSfHJAj4pAzUiFXpEpqhJFH8kxeyZvxZLwY78bHpDVnTGd2yR8Ynz+Xd5eh</latexit>

z
aindep

t+2

<latexit sha1_base64="O7HXHllkbFBmq5I6Ltagz3uQlZg=">AAACA3icbVDLSsNAFJ3UV62vqDvdBIsgCCWpgi6LblxWsA9oY5hMb9uhkwczN2INATf+ihsXirj1J9z5N04fC209MHA4517unOPHgiu07W8jt7C4tLySXy2srW9sbpnbO3UVJZJBjUUikk2fKhA8hBpyFNCMJdDAF9DwB5cjv3EHUvEovMFhDG5AeyHvckZRS5659+CleFzOblPqpW2Ee0x52IE4yzLPLNolewxrnjhTUiRTVD3zq92JWBJAiExQpVqOHaObUomcCcgK7URBTNmA9qClaUgDUG46zpBZh1rpWN1I6heiNVZ/b6Q0UGoY+HoyoNhXs95I/M9rJdg9d3WoOEEI2eRQNxEWRtaoEKvDJTAUQ00ok1z/1WJ9KilDXVtBl+DMRp4n9XLJOSmVr0+LlYtpHXmyTw7IEXHIGamQK1IlNcLII3kmr+TNeDJejHfjYzKaM6Y7u+QPjM8fO+yYjA==</latexit>

ztheme
t+2

<latexit sha1_base64="CU87RvCDqKqrv0ikfr0K/1bp/nI=">AAAB/3icbVDJSgNBEO2JW4zbqODFy2AQBCHMREGPQS8eI5gFknHo6VSSJj0L3TViHOfgr3jxoIhXf8Obf2NnOWjig4LHe1VU1fNjwRXa9reRW1hcWl7JrxbW1jc2t8ztnbqKEsmgxiIRyaZPFQgeQg05CmjGEmjgC2j4g8uR37gDqXgU3uAwBjegvZB3OaOoJc/ce/BSPC5nt2kb4R5T7EMAWeaZRbtkj2HNE2dKimSKqmd+tTsRSwIIkQmqVMuxY3RTKpEzAVmhnSiIKRvQHrQ0DWkAyk3H92fWoVY6VjeSukK0xurviZQGSg0DX3cGFPtq1huJ/3mtBLvnbsrDOEEI2WRRNxEWRtYoDKvDJTAUQ00ok1zfarE+lZShjqygQ3BmX54n9XLJOSmVr0+LlYtpHHmyTw7IEXHIGamQK1IlNcLII3kmr+TNeDJejHfjY9KaM6Yzu+QPjM8f6tmWrw==</latexit>

zcontentt+2

<latexit sha1_base64="nM9wUkqqv/yg7QvGq8Wzvxk01N4=">AAACAXicbVDLSsNAFJ3UV62vqBvBTbAIglCSKuiy6MZlBfuANobJdNIOnUzCzI1YQ9z4K25cKOLWv3Dn3zhts9DWAwOHc+7hzj1+zJkC2/42CguLS8srxdXS2vrG5pa5vdNUUSIJbZCIR7LtY0U5E7QBDDhtx5Li0Oe05Q8vx37rjkrFInEDo5i6Ie4LFjCCQUueuffgpXBczW7TLtB7SEkkgArIMs8s2xV7AmueODkpoxx1z/zq9iKShDpNOFaq49gxuCmWwAinWambKBpjMsR92tFU4JAqN51ckFmHWulZQST1E2BN1N+JFIdKjUJfT4YYBmrWG4v/eZ0EgnM3ZSJO9FlkuihIuAWRNa7D6jFJCfCRJphIpv9qkQGWmIAuraRLcGZPnifNasU5qVSvT8u1i7yOItpHB+gIOegM1dAVqqMGIugRPaNX9GY8GS/Gu/ExHS0YeWYX/YHx+QOne5er</latexit>

at

<latexit sha1_base64="NEPo5GzEtMMd5WnjyyEdwkQ2q8k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB9rHfrniVt05yCrxclKBHI1++as3iFkacYVMUmO6npugn1GNgkk+LfVSwxPKxnTIu5YqGnHjZ/NTp+TMKgMSxtqWQjJXf09kNDJmEgW2M6I4MsveTPzP66YYXvuZUEmKXLHFojCVBGMy+5sMhOYM5cQSyrSwtxI2opoytOmUbAje8surpFWrehfV2v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnSeXHenY9Fa8HJZ47hD5zPH0+AjdA=</latexit>

at+1

<latexit sha1_base64="oGnwLT1UKbU5kPL24Jb88ys+J+M=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEpSBT0WvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFRy8SpZrzJYhnrTkANl0LxJgqUvJNoTqNA8nYwvpv57SeujYjVI04S7kd0qEQoGEUrtWk/wwtv2i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+7pScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uwxs/EypJkSu2WBSmkmBMZr+TgdCcoZxYQpkW9lbCRlRThjahkg3BW355lbRqVe+yWnu4qtRv8ziKcAKncA4eXEMd7qEBTWAwhmd4hTcncV6cd+dj0Vpw8plj+APn8wftaY9M</latexit>

Figure 5: Dynamics Engine produces the next latent codes, given

an action and previous latent codes. It disentangles content in-

formation into action-dependent and action-independent features

with its two separate LSTMs. Dashed lines correspond to temporal

connections. Gaussian blocks indicate reparameterization steps.

content information from zcontent into action-dependent and

action-independent features without supervision.

In a 3D environment, the view-point shifts as the ego

agent moves. This shifting naturally happens spatially, so

we employ a convolutional LSTM module (Figure 5) to

learn the spatial transition between each time step:

vt = F(H(hconv
t−1, at, z

content
t , ztheme

t )) (2)

it, ft, ot = σ(vit), σ(v
f
t ), σ(v

o
t ) (3)

cconv
t = ft ⊙ cconv

t−1 + it ⊙ tanh(vgt ) (4)

hconv
t = ot ⊙ tanh(cconv

t ) (5)

where hconv
t , cconv

t are the hidden and cell state of the con-

vLSTM module, and it, ft, ot are the input, forget, output

gates, respectively. H replicates at and ztheme
t spatially to

match the N × N spatial dimension of zcontent
t . It fuses all

inputs by concatenating and running through a 1×1 convo-

lution layer. F is composed of two 3×3 convolution layers.

vt is split into intermediate variables vit, v
f
t , v

o
t , v

g
t . All state

and intermediate variables have the same size RN×N×Dconv .

The hidden state hconv
t goes through two separate convolu-

tion layers to produce ztheme
t+1 and z

adep

t+1. The action dependent

feature z
adep

t+1 is used to produce zcontent
t+1 , along with z

aindep

t+1 .

We also add a plain LSTM [18] module that only takes

zt as input. Therefore, this module is responsible for infor-

mation that does not depend on the action at. The input zt
is flattened into a vector, and all variables inside this mod-

ule have size RDlinear . The hidden state goes through a linear

layer that outputs z
aindep

t+1 . Finally, z
adep

t+1 and z
aindep

t+1 are used as

inputs to two AdaIN + Conv blocks.

α,β = MLP (z
aindep

t+1 ) (6)

zcontent
t+1 = C(A(C(A(z

adep

t+1,α,β)),α,β)) (7)

where we denote convolution and AdaIN layers as C and

A, respectively. An MLP is used to produce α and β. We

reparameterize zadep ,zaindep , ztheme into the standard normal

distribution N(0, I) which allows sampling at test time:

z = µ+ ǫσ, ǫ ∼ N(0, I) (8)

where µ and σ are the intermediate variables for the mean

and standard deviation for each reparameterization step.

Intuitively, zaindep is used as style for the spatial tensor

zadep through AdaIN layers. zaindep does not get action in-

formation, so it alone cannot learn to generate plausible

next frames. This architecture thus allows disentangling

action-dependent features such as the layout of a scene from

action-independent features such as object types. Note that

the engine could ignore zaindep and only use zadep to learn dy-

namics. If we keep the model size small and use a high KL

penalty on the reparameterized variables, it will utilize full

model capacity and make use of zaindep . We can also enforce

disentanglement between zaindep and zadep using an adversar-

ial loss [7]. In practice, we found that our model was able

to disentangle information well without such a loss.

Training: We extend the training procedure of

GameGAN [27] in latent space to train our model with

adversarial and VAE losses. Our adversarial losses Ladv

come from two networks: 1) single latent discriminator,

and 2) temporal action-conditioned discriminator. We first

flatten zt into a vector with size R
N2D1+D2 . The sin-

gle latent discriminator is an MLP that tries to discrimi-

nate produced zt from the real latent codes. The temporal

action-conditioned discriminator is implemented as a tem-

poral convolution network such that we apply filters in the

temporal dimension [28] where the actions at are fused to

the temporal dimension. We also sample negative actions

āt, and the job of the discriminator is to figure out if the

given sequence of latent codes is realistic and faithful to the

given action sequences. We use the temporal discriminator

features to reconstruct the input action sequence and reduce

the action reconstruction loss Laction to help the dynamics

engine to be faithful to the given actions. Finally, we add

latent code reconstruction loss Llatent so that the generated

zt matches the ground truth latent codes, and reduce the KL

penalty LKL for z
adep

t ,z
aindep

t , ztheme
t . The final loss function

is LDE = Ladv + Llatent + Laction + LKL. Our model is

trained with 32 time-steps with a warm-up phase similar to

GameGAN. Further details are provided in the Appendix.

3.3. Differentiable Simulation

One compelling aspect of DriveGAN is that it can create

an editable simulation environment from a real video. As

DriveGAN is fully differentiable, it allows for recovering

the scene and scenario by discovering the underlying fac-

tors of variations that comprise a video, while also recover-

ing the actions that the agent took, if these are not provided.

We refer to this as differentiable simulation. Once these

parameters are discovered, the agent can use DriveGAN to
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Figure 6: Differentiable simulation: We can first optimize

for the underlying sequence of inputs that can reproduce a real

video. With its controllability, we can replay the same scenario

with modified content or scene condition.

re-simulate the scene and take different actions. DriveGAN

further allows sampling and modification of various compo-

nents of a scene, thus testing the agent in the same scenario

under different weather conditions or objects.

First, note that reparametrization steps (Eq. 8) involve a

stochastic variable ǫ which gives stochasticity in a simula-

tion to produce diverse future scenarios. Given a sequence

of frames from a real video x0, ..., xT , our model can be

used to find the underlying a0, ..., aT−1, ǫ0, ...ǫT−1:

minimize
a0..T−1,ǫ0..T−1

T∑

t=1

||zt− ẑt||+λ1||at−at−1||+λ2||ǫt|| (9)

where zt is the output of our model, ẑt is the encoding of xt

with the encoder, and λ1, λ2 are hyperparameters for regu-

larizers. We add action regularization assuming the action

space is continuous and at does not differ significantly from

at−1. To prevent the model from utilizing ǫt to explain all

differences between frames, we also add the ǫ regularizer.

4. Experiments

We perform thorough quantitative (Sec 4.1) and qualita-

tive (Sec 4.2) experiments on the following datasets.

Carla [9] simulator is an open-source simulator for au-

tonomous driving research. We use five towns in Carla to

RWD

Gibson

Carla Figure 7: Image

samples from three

datasets studied in this

work, for simulated

and real-world driving,

and indoor navigation.

generate the dataset. The ego-agent and other vehicles are

randomly placed and use random policy to drive in the en-

vironment. Each sequence has a randomly sampled weather

condition and consists of 80 frames sampled at 4Hz. 48K

sequences are extracted, and 43K are used for training.

Gibson environment [56] virtualizes real-world indoor

buildings and has an integrated physics engine with which

virtual agents can be controlled. We first train a reinforce-

ment learning agent that can navigate towards a given des-

tination coordinate. In each sequence, we randomly place

the agent in a building and sample a destination. 85K se-

quences each with 30 frames are extracted from 100 indoor

environments, and 76K sequences are used for training.

Real World Driving (RWD) data consists of real-world

recordings of human driving on multiple different highways

and cities. It was collected in a variety of different weather

and times. RWD is composed of 128K sequences each with

36 frames extracted at 8Hz. It corresponds to ∼ 160 hours

of driving, and we use 125K sequences for training.

Figure 7 illustrates scenes from the datasets. Each se-

quence consists of the extracted frames (256×256) and the

actions the ego agent takes at each time step. The 2-dim

actions consist of the agent’s speed and angular velocity.

4.1. Quantitative Results

The quality of simulators needs to be evaluated in two

aspects. The generated videos from simulators have to look

realistic, and their distribution should match the distribution

of the real videos. They also need to be faithful to the action

sequences used to produce them. This is essential to be use-

ful for downstream tasks, such as training a robot. There-

fore, we use two automatic metrics to measure the perfor-

mance of models. The experiments are carried out by using

the first frames and action sequences of the test set. The

remaining frames are generated autoregressively.

We compare with four baseline models: Action-RNN [3]

is a simple action-conditioned RNN model trained with re-

construction loss on the pixel space, Stochastic Adversar-

ial Video Prediction (SAVP) [33] and GameGAN [27] are

trained with adversarial loss along with reconstruction loss

on the pixel space, World Model [14] trains a vision model

based on VAE and an RNN based on mixture density net-

works (MDN-RNN). World Model is similar to our model

as they first extract latent codes and learn MDN-RNN on

top of the learned latent space. However, their VAE is not

powerful enough to model the complexities of the datasets

studied in this work. Fig 9 shows how a simple VAE cannot

reconstruct the inputs; thus, the plain World Model cannot

produce realistic video sequences by default. Therefore, we

include a variant, denoted as World Model*, that uses our

proposed latent space to train the MDN-RNN component.

We also conduct human evaluations with Amazon Me-

chanical Turk. For 300 generated sequences from each
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Figure 8: Comparison of baseline models. All models are given the same initial screen and sequence of actions. Our model can produce

a high-quality temporally consistent simulation that conforms to the action sequence.

Figure 9: Left: original images, Middle: reconstructed images from

VAE, Right: reconstructed images from our encoder-decoder model.

dataset, we show one video from our model and one video

from a baseline model for the same test data. The workers

are asked to mark their preferences on ours versus the base-

line model on visual qulity and action consistency (Fig 10).

Video Quality: Tab 1 shows the result on Fréchet Video

Distance (FVD) [52]. FVD measures the distance between

the distributions of the ground truth and generated video se-

quences. FVD is an extension of FID [16] for videos and is

suitable for measuring the quality of generated videos. Our

model achieves lower FVD than all baseline models except

for GameGAN on Gibson. The primary reason we suspect

is that our model on Gibson sometimes slightly changes the

brightness. In contrast, GameGAN, being a model directly

learned on pixel space, produced more consistent bright-

ness. Human evaluation of visual quality (Fig 10) shows

that subjects strongly prefer our model, even for Gibson.

Action Consistency: We measure if generated se-

quences conform to the input action sequences. We train a

CNN model that takes two images from real videos as input

and predicts the action that caused the transition between

them. The model is trained by reducing the mean-squared

error loss between the predicted and input actions. The

trained model can be applied to the generated sequences

from simulator models to evaluate action consistency. Ta-

Frechet Video Distance ↓
Model Carla Gibson RWD

Action-RNN 1523.3 1109.2 2560.7

World Model 1663.0 1212.0 2795.6

World Model* 1138.6 561.1 591.7

SAVP 1018.2 470.7 977.9

GameGAN 739.5 311.4 801.0

Ours 281.9 360.0 518.0

Table 1: Results on FVD [52]. Lower is better.

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

SAVP -

Carla

SAVP -

Gibson

SAVP -

Pilotnet

World Model*

- Carla

World Model*

- Gibson

World Model*

- Pilotnet

GameGAN -

Carla

GameGAN -

Gibson

GameGAN -

Pilotnet

Human Evaluation – Visual Quality

Prefer Other Model Prefer Our Model

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

SAVP -

Carla

SAVP -

Gibson

SAVP -

Pilotnet

World Model*

- Carla

World Model*

- Gibson

World Model*

- Pilotnet

GameGAN -

Carla

GameGAN -

Gibson

GameGAN -

Pilotnet

Human Evaluation – Action Consistency

Prefer Other Model Prefer Our Model

Figure 10: Human evaluation: Our model outperforms baseline

models on both criteria.

ble 2 and human evaluation (Fig 10) show that our model

achieves the best performance on all datasets.

4.2. Controllability and Differentiable Simulation

DriveGAN learns to disentangle factors comprising a

scene without supervision, and it naturally allows controlla-

bility on all zs as zadep , zaindep , zcontent and ztheme can be sam-

pled from the prior distribution. Fig 4 demonstrates how

we can change the background color or weather condition

by sampling and swapping ztheme. Fig 12 shows how sam-

pling different zaindep modifies the interior parts, such as ob-
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Action Prediction Loss ↓
Model Carla Gibson RWD

Action-RNN 4.850 0.062 0.586

World Model 5.310 0.167 0.721

World Model* 17.384 0.082 0.885

SAVP 3.178 0.070 0.645

GameGAN 2.341 0.065 0.638

Ours 1.686 0.045 0.412

Real Data 0.370 0.005 0.159

Table 2: Results on Action Prediction. Lower is better.

Randomly Generated + Random + Random + Random

Figure 11: Users can randomly sample a vector for a grid cell in

ztheme to change the cell’s content. The white figner corresponds

to the locations a user clicked to modify.

Randomly Generated + Random

!

+ Random + Random

Figure 12: Swapping zaindep modifies objects in a scene while

keeping layout, such as the shape of the road, consistent. Top:

right turn, Middle: road for slight left, Bottom: straight road.

ject shapes, while keeping the layout and theme consistent.

This allows users to sample various scenarios for specific

layout shapes. As zcontent is a spatial tensor, we can sample

each grid cell to change the content of the cell. In the bot-

tom row of Fig 11, a user clicks specific locations to erase a

tree, add a tree, and add a building.

We also record the sampled zs corresponding to specific

content and build an editable neural simulator, as in Fig 1.

This editing procedure lets users create unique simulation

scenarios and selectively focus on the ones they want. Note

that we can even sample the first screen, unlike some previ-

ous works such as GameGAN [27].

Differentiable Simulation: Sec 3.3 introduces how we

can create an editable simulation environment from a real

video by recovering the underlying actions a and stochastic

Real Video B
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optimized
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Figure 13: We optimize action (aA

0..T−1, a
B

0..T−1) and stochastic

variable sequences (ǫA0..T−1, ǫ
B

0..T−1) for real videos A and B. Let

zA0 be the latent code of A’s initial frame. We show re-played

sequences using (zA0 , aA, ǫA), (zA0 , aB , ǫA) and (zA0 , aA, ǫB).

variables ǫ with Eq.(9). Fig 13 illustrates the result of dif-

ferentiable simulation. The third row exhibits how we can

recover the original video A by running DriveGAN with

optimized a and ǫ. To verify we have recovered a success-

fully and not just overfitted using ǫ, we evaluate the quality

of optimized a from test data using the Action Prediction

loss from Tab 2. Optimized a results in a loss of 1.91 and

0.57 for Carla and RWD, respectively. These numbers are

comparable to Tab 2 and much lower than the baseline per-

formances of 3.64 and 1.01, calculated with the mean of ac-

tions from the training data, demonstrating that DriveGAN

can recover unobserved actions successfully. We can even

recover a and ǫ for non-existing intermediate frames. That

is, we can do frame interpolation to discover in-between

frames given a reference and a future frame. If the time be-

tween the two frames is small, even a naive linear interpo-

lation could work. However, for a large gap (≥ 1 second), it

is necessary to reason about the environment’s dynamics to

properly interpolate objects in a scene. We modify Eq.(9) to

minimize the reconstruction term for the last frame zT only,

and add a regularization ||zt − zt−1|| on the intermediate

zs. Fig 14 shows the result. Top row, which shows interpo-

lation in the latent space, produces reasonable in-between

frames, but if inspected closely, we can see the transition

is unnatural (e.g. a tree appears out of nowhere). On the

contrary, with differentiable simulation, we can see how

it learns to utilize the dynamics of DriveGAN to produce

plausible transitions between frames. In Fig 15, we calcu-

late the action prediction loss with optimized actions from

frame interpolation. We discover optimized actions that fol-

low the ground-truth actions closely when we interpolate

frames one second apart. As the interpolation interval be-

comes larger, the loss increases since many possible action
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Frame 1 Frame 2

Frame 1 Frame 2

Top: linear interpolation with latent codes Bottom: interpolation with differentiable simulation

Figure 14: Frame Interpolation We run differentiable simulation to produce Frame 2 given Frame 1. Top: Linear interpolation in latent

space does not account for transition dynamics correctly. Bottom: DriveGAN keeps dynamics consistent with respect to the environment.
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Figure 15: Optimized actions from frame interpolation discovers

in-between actions. Mean action measures action prediction loss

when the mean of actions from the training dataset is used as input.

sequences lead to the same resulting frame. This shows the

possibility of using differentiable simulation for video com-

pression as it can decode missing intermediate frames.

Differentiable simulation also allows replaying the same

scenario with different inputs. In Fig 13, we get optimized

aA, ǫA and aB , ǫB for two driving videos, A and B. We re-

play starting with the encoded first frame zA0 of A. On the

fourth row, ran with (aB ,ǫA), we see that a vehicle is placed

at the same location as A, but since we use the slightly-

left action sequence aB , the ego agent changes the lane

and slides toward the vehicle. The fifth row, replayed with

(aA,ǫB), shows the same ego-agent’s trajectory as A, but it

puts a vehicle at the same location as B due to ǫB . This ef-

fectively shows that we can blend-in two different scenarios

together. Furthermore, we can modify the content and run

a simulation with the environment inferred from a video. In

Fig 6, we create a simulation environment from a RWD test

data, and replay with modified objects and weather.

4.3. Additional Experiments

LiftSplat [40] proposed a model for producing the

Bird’s-Eye-View (BEV) representation of a scene from

camera images. We use LiftSplat to get BEV lane predic-

tions from a simulated sequence from DriveGAN (Fig 16).

Simulated scenes are realistic enough for LiftSplat to pro-

duce accurate predictions. This shows the potential of

DriveGAN being used with other perception models to be

useful for downstream tasks such as training an autonomous

Simulated BEV BEV𝑡 = 1 𝑡 = 5

BEV BEV𝑡 = 9 𝑡 = 13

Figure 16: Bird’s-Eve-View (BEV) lane prediction with Lift-

Splat [40] model on generated scenes.

driving agent. Furthermore, in real-time driving, LiftSplat

can potentially employ DriveGAN’s simulated frames as a

safety measure to be robust to sudden camera drop-outs.

Plain StyleGAN latent space: StyleGAN [26] proposes

an optimization scheme to project images into their latent

codes without an encoder. The projection process opti-

mizes each image and requires significant time (∼19200

GPU hours for Gibson). Therefore, we use 25% of Gibson

data to compare with the projection approach. We train the

same dynamics model on top of the projected and proposed

latent spaces. The projection approach resulted in FVD of

636.8 with the action prediction loss of 0.225, whereas ours

achieved 411.9 (FVD) and 0.050 (action prediction loss).

5. Conclusion

We proposed DriveGAN for a controllable high-quality

simulation. DriveGAN leverages a novel encoder and

an image GAN to produce a latent space on which the

proposed dynamics engine learns the transitions between

frames. DriveGAN allows sampling and disentangling of

different components of a scene without supervision. This

lets users interactively edit scenes during a simulation and

produce unique scenarios. We showcased differentiable

simulation which opens up promising ways for utilizing

real-world videos to discover the underlying factors of vari-

ations and train robots in the re-created environments.
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