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Drivers of SaaS-Adoption –  
An Empirical Study of  
Different Application Types
Software-as-a-Service (SaaS) has been heralded by IT providers as a serious alternative to 
on-premises software. However, its acceptance among software using companies has been 
inconsistent across application types. While some SaaS providers (e. g. Salesforce.com for CRM) 
were successful in establishing a sustainable business model, others (e. g. SAP with Business 
ByDesign for ERP) still have difficulties to gain a stronger foothold. To better understand this 
discrepancy, we empirically examined main drivers and inhibiting factors of SaaS-adoption for 
different application types. Our analysis shows that social influence, the pre-existing attitude 
toward SaaS-adoption, adoption uncertainty, and strategic value are the most consistent 
drivers. Furthermore, our study reveals that company size does not matter in SaaS-adoption.
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1 Introduction

On-demand software application delivery 
models are known since the late 1990s 
and have come along in many forms and 
varieties such as Application Service 
Providing (ASP) or Business Service 
Providing (BSP). The common denomina-
tor of all these concepts is that this kind 
of demand-driven application sourcing 
model provides network-based access for 
users and firms to resources and expertise 
as well as to an integrated portfolio of 
complex applications that spans the com-
plete virtual value chain of an enterprise 
(Buxmann et al. 2008). While discussions 
on ASP-based outsourcing have become 
rather silent in recent IS research and 
management literature mainly due to 
missing breakthrough success stories, 
a new acronym, called Software-as-a-
Service (SaaS), has gained ground in the 
attention span of IS executives and is said 
to become a fundamental pillar of revenues 
for IT vendors in the next couple of years 
(Pettey 2006). Although often discussed 
as an old wine in new skins concept, SaaS 
promises to breach last barriers of adop-
tion (Hall 2008). It is predicted that SaaS 
offers more mature and comprehensive 
service packages as well as flexible access 
via easy-to-use Internet interfaces on 
the customer side (Waters 2005) and the 
ability to support service-oriented multi-
tenancy and a shared IT infrastructure to 

reap significant economies of scale on the 
provider side (Valente and Mitra 2007). 
Traditionally, the interest in on-demand 
based sourcing models has been driven 
by a focus on core competencies, the 
attractive cost model for customers, the 
flexibility of choosing between different 
types of (state-of-the-art) technologies, 
and the great shortage of necessary IT 
application skills in many firms (Kern et 
al. 2002b). Countering these benefits are 
the acknowledged risks of reliability (how 
can IT departments ensure that the busi-
ness can access its applications?), security 
(how can it guarantee data privacy in 
line with regulations?), and process 
dependence (how can it make sure that 
quality of service is really achieved?) when 
outsourcing IT applications to a 3rd party 
(Brandt and Buxmann 2008).

A broad spectrum of application types 
have been offered as SaaS-applications so 
far, ranging from Office and Collaboration 
(e. g. Google Apps) to CRM (e. g. Sales-
force.com) and ERP (e. g. SAP’s Business 
ByDesign (Zencke and Eichin 2008)), with 
mixed results. While some user companies 
and market researchers already predict the 
doom and collapse of SaaS (Jung and Bube 
2008), others draw a more differentiated 
picture of the future of SaaS declaring that 
SaaS-adoption will be more successful in 
specific application markets than in others 
(Prehl 2008). Moreover, SaaS is promoted 
by IT providers to be relevant mainly 
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for small- and medium-sized businesses 
(SMBs) that lack necessary IT capabilities 
and resources (Lünendonk 2007). Against 
these assumptions though, first empirical 
studies have found that large enterprises 
indeed see considerable opportunities for 
the application of SaaS in different areas 
(Benlian and Hess 2009).

Puzzled by these mixed point of views, 
researchers and practitioners have strug-
gled to determine which side of the discus-
sion will prevail over time. In IS research, 
most studies on software services have 
focused so far on technical issues such 
as the development and maintenance, 
interoperability, or granularity of services 
(e. g. Erl 2006; Chung et al. 2003). Only few 
studies have taken up economic or organi-
zational research aspects on SaaS such as 
business models (e. g. Nüttgens and Isk-
ender 2008), pricing/negotiating (Choud-
hary 2007; Ahmed and Paul 2004) or cus-
tomer/supplier relationships (Pearl 2004). 
One of the many aspects so far neglected 
on the SaaS research agenda is the inves-
tigation of inhibitors and drivers of SaaS-
adoption (Rai and Sambamurthy 2006). 
While many research papers have theo-
retically explored the meaning, charac-
teristics, and economic implications of 
on-demand software application sourc-
ing (e. g. Walsh 2003; Seltsikas and Cur-
rie 2002; Kishore et al. 2001), there is vir-
tually no coverage of the drivers of SaaS-
adoption on a substantial empirical basis 
(Smith and Kumar 2004; Ma et al. 2005; 
Peterson and Fairchild 2003). Although 
empirical studies of different samples have 
investigated SaaS-adoption from a trans-
action cost theoretical lens in small-to-
medium-sized and large companies (Ben-
lian and Hess 2009; Benlian 2009), there 
is still a paucity of research into aspects 
motivating or inhibiting SaaS-adoption 
other than transaction cost factors. Specif-
ically, what is missing in the existing liter-
ature is a solid research model on the driv-
ers of SaaS-adoption which is informed by 
multiple theoretical lenses and assessed 
based on scientific rigor and a broad data-
set instead of a few isolated cases.

Our study seeks to address this research 
gap. Key research goal of our study is to 
contribute to a heightened understand-
ing of the drivers behind SaaS-adop-
tion viewed through multiple theoretical 
lenses. Concrete research questions are:

(1) What are the drivers behind SaaS-
adoption for different application types? 
Are there different patterns how poten-

tial user companies decide on SaaS-adop-
tion?

(2) What is the role of firm size in the 
adoption of SaaS-based sourcing models? 
Are SMBs more likely to adopt SaaS than 
large enterprises irrespective of the appli-
cation type?

In order to address these relevant 
research questions, we will shed light on 
the adoption of SaaS from three theoreti-
cal perspectives with the aim to substanti-
ate sourcing decisions of user companies. 
Chapter 3 presents our research method-
ology which is followed by the results of 
our empirical analysis in chapter 4. Chap-
ter 5 concludes with a discussion of find-
ings, practical contributions for user com-
panies and IT vendors, limitations, and 
future research.

2 The adoption of SaaS from 
three theoretical perspectives

IT outsourcing and adoption behavior of 
firms have been investigated based on vari-
ous theoretical foundations in IS research 
so far. In recent literature analyses of major 
IS conferences and journal papers (Gonza-
lez et al. 2006; Wiener 2006; Dibbern et al. 
2004), it was found that researchers drew 
on a multitude of economic, strategic, and 
social theories to explain IS outsourcing 
decisions of which transaction cost theo-
retical and resource-oriented thinking 
were most often used and also yielded the 
most consistent results across the various 
research studies. Taking these approved 
theories, the objective of this research 
study is to explain whether and why 
companies outsource different application 
types in a SaaS-setting, or, to put it differ-
ently, whether and why they adopt SaaS 
as on-demand sourcing option for specific 
application types. Since the influence of 
third-parties (such as experts or associa-
tions) regarding the decision-making on 
this rather immature technology seems to 
be an important factor in the early stages 
of SaaS diffusion, the transaction cost 
theory and the resource-based view will 
be complemented by the theory of planned 
behavior in the explanation of SaaS-adop-
tion. The theory of planned behavior not 
only captures these kinds of peer pressure 
effects from outside the company, but 
also shows how the attitude of influential 
decision-makers within companies affect 
the final outsourcing decision. Diffusion 
theory (Rogers 1962) or technology accep-

tance models (Davis 1989) are neglected in 
this study for two reasons. First, this study 
explicitly seeks to apply a multi-theoretical 
approach to explain SaaS-adoption that is 
based on theories that have been validated 
many times in previous IT outsourcing 
literature (Dibbern et al. 2004). Second, 
taking an outsourcing (decision) rather 
than a diffusion or acceptance perspec-
tive is, in the eyes of the authors, closer to 
the day-to-day decisions of IS executives 
and thus yields a higher level of practical 
relevance.

2.1 Transaction-cost theory and SaaS-
adoption

Transaction cost theory (TCT) is 
embedded in the framework of the new 
institutional economics which was first 
introduced by Coase, who analyzed why 
firms exist, what determines the number 
of firms and what firms do. One of Coase’s 
initial propositions was that firms and 
markets are alternative governance 
structures differing in their transaction 
costs (Coase 1937, p. 389) where transac-
tion costs were referred to by Arrow as 
the “costs of running the system” (Arrow 
1969, p. 48). Accordingly, the transaction-
cost approach is based on the premise that 
the existence of different organizational 
forms, whether they are markets, bureau-
cracies, or clans, is primarily determined 
by how efficiently each form can mediate 
exchange transactions between parties 
(Ouchi 1980). Over the past four decades, 
Williamson has added considerable 
precision to Coase’s general argument by 
identifying the types of exchanges that 
are more appropriately conducted within 
firm boundaries than via the market. To 
evaluate different governance or exchange 
arrangements, Williamson introduced 
characteristics or determinants of trans-
action cost differences of which asset 
specificity and uncertainty turned out to 
be the most important ones in explaining 
outsourcing behavior (Williamson 1985). 
Traditional transaction cost economics 
posit that transactions with high asset 
specificity are managed less expensively 
in-house, while the rest should be out-
sourced for better efficiency (Williamson 
1991). Specifically, the theory suggests that 
when asset specificity is high, the activities 
or resources involved in the transaction 
are so idiosyncratic and customized that 
insourcing will bear lower overall transac-
tion costs than outsourcing. A number of 
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prior research studies on IT outsourcing 
have employed asset specificity in their 
research models to explain outsourcing 
decisions with rather puzzling outcomes. 
While Nam et al. did not find any sig-
nificant link between asset specificity and 
outsourcing (Nam et al. 1996), Aubert et 
al. discovered inconsistent effects of 
asset specificity (Aubert et al. 2004). On 
the other end, Dibbern could show that 
insourcing is more cost efficient and 
advantageous in creating strategic benefits 
through IS if the provision of applica-
tion services requires a high amount of 
firm specific human assets (Dibbern 
et al. 2005). Benlian and Hess found 
that application specificity is the most 
important driver of adopting applications 
in a SaaS-based arrangement (Benlian 
and Hess 2009). In the case of SaaS-based 
application sourcing, asset or application 
specificity is reflected in the degree that 
specific applications can be customized, 
integrated, and modularized prior to and 
in the outsourcing relationship. Based on 
TCT thinking, it can be argued that the 
higher the degree of application specific-
ity, the lower the level of outsourcing, as 
integration and coordination costs of 
running a highly customized application 
system on the IT provider side outweigh 
the transaction costs of running the 
application in-house. To put it differently, 
highly specific applications involving 
specific company processes and firm data 
need complex monitoring, motivation, 
and coordination mechanisms that are 
established more efficiently in-house than 
by outsourcing (Picot et al. 2005). These 
theoretical assertions lead to the following 
hypothesis:

H1: Application specificity is negatively 
associated with SaaS-adoption

Analogous to asset specificity, uncer-
tainty in an outsourcing relationship can 
be an inhibiting factor (Blumenberg et al. 
2008) negatively affecting the degree of 
outsourcing (Williamson 1991). By the 
majority, prior research on IT outsourc-
ing has supported this theoretical prop-
osition. For instance, Nam et al. found 
that uncertainty played a significant role 
in the decision to outsource. As expected, 
higher uncertainty led to less outsourc-
ing (Nam et al. 1996). Similarly, Aubert 
et al. found in their study that the level of 
uncertainty is the major deterrent to out-
source IT operation activities (Aubert et 
al. 2004). Derived from Williamson’s fun-
damental propositions (Williamson 1985), 

Dibbern conceptualizes environmental 
uncertainty in the IT outsourcing con-
text as a combination of business driven 
and technology driven uncertainty (Dib-
bern 2004, pp. 53–54). While business 
driven uncertainty refers to the extent to 
which the development of business related 
issues (such as pricing, processes, and ser-
vice levels) change over time prior to and 
in the outsourcing relationship, technol-
ogy driven uncertainty captures the extent 
to which the required technical functions 
or features of the outsourced application 
change over time. Based on these notions 
of uncertainty, one can hypothesize for 
SaaS-based application outsourcing that 
when business and technology driven 
uncertainty is high, contracts cannot be 
clearly enforced and monitored for effec-
tive outsourcing by the outsourcer, induc-
ing him to prefer internal governance for 
highly uncertain activities. This leads us 
to the following hypothesis:

H2: Adoption uncertainty is negatively 
associated with SaaS-adoption.

2.2 Resource-based view and SaaS-
adoption

During the last twenty years, scholars have 
developed a resource-based framework 
for analyzing business strategy. Drawing 
heavily on Penrose’s seminal work (Pen-
rose 1959), the resource-based view (RBV) 
suggests that firms can be conceptualized 
as a bundle of resources or capabilities that 
are heterogeneously distributed across 
firms enabling it to successfully compete 
against other firms (e. g. Wernerfelt 1984; 
Barney 1991). According to the RBV, 
the sources of a sustained competitive 
advantage are inevitably linked to an 
organization’s base of resources. An orga-
nization can only differentiate itself from 
current and potential competitors if some 
of its resources are valuable, rare, inimi-
table, and non-substitutable resulting in a 
unique strategic value (e. g. Barney 1991; 
Peteraf 1993). These resources can either 
be physical, such as unique equipment or 
IT hardware, or intangible, such as brand 
equity, operating routines, or IT software. 
In the early 1980s, researchers began 
to conceptually analyze how IT/ IS can 
impact the competitive position of firms. 
Porter and Millar have been among the 
first to argue that the deployment of IT 
would enable firms to both lower costs and 
enhance differentiation by either serving 
as performance driver or enabler of new 

business ventures (Porter and Millar 1985, 
p. 150). More recently, researchers tend to 
emphasize the complementary and sup-
porting role of IS in generating a sustained 
competitive advantage (e. g. Clemons and 
Row 1991).

In this study, we argue that IT applica-
tions will be outsourced (in a SaaS-mode) 
in dependence of the degree of strate-
gic value that companies attach to their 
applications. The more applications sup-
port critical process steps and functions 
of organizations, the more companies will 
tend to keep these core resources in-house, 
since they try to avoid running the risk of 
losing control or access to their applica-
tions (including functions and data). On 
the other hand, companies will be more 
likely to outsource applications with lower 
strategic value, since opportunity costs 
of loosing access to these applications 
are lower as they do not support critical 
functions. We thus derive the following 
hypothesis:

H3: The application’s strategic value 
is negatively associated with SaaS-adop-
tion.

In the same regard, we argue that com-
panies will increasingly refrain from out-
sourcing IT applications if these applica-
tions represent indispensable and non-
substitutable factors in the core processes 
of companies enabling them to gain com-
petitive advantages. Companies will there-
fore be more likely to outsource highly 
imitable applications, since they can be 
substituted more easily by other applica-
tions or even manual work. We therefore 
derive the following hypothesis.

H4: The application’s inimitability is 
negatively associated with SaaS-adop-
tion.

2.3 The theory of planned behavior and 
SaaS-adoption

The theory of planned behavior aims 
to predict and explain the behavior of 
individuals (Ajzen 1991). It is used as addi-
tional explanatory lens in this study, since 
IT sourcing and adoption are management 
decisions performed by individuals rather 
than by organizations (Dibbern 2004). 
During the process of evaluating alterna-
tive sourcing options, IS executives are 
influenced by their social environment, 
either deliberately or unintendedly. More 
specifically, the cognitive process guiding 
individual decision making is subject to the 
individual’s perceptions of his/ her social 
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environment. In this context, behavior 
may be characterized by “... behavioral 
criteria (...) comprised of four elements: 
the action, the target at which the action 
is directed, the context in which it occurs, 
and the time at which it is performed” 
(Ajzen and Fishbein 1980, p. 39). Applied 
to this study, the action is the adoption or 
non-adoption of SaaS directed at the target 
of different application types within the 
context of user organizations. Moreover, 
it is supposed that the action will take 
place in the future (time) reflected by an 
organization’s planned degree of SaaS-
adoption. According to the theory of 
planned behavior, the choice in favor of 
or against a certain option depends on 
an individual’s intention to perform a 
certain action which, again, is influenced 
by two main factors: the attitude towards 
the behavior and the subjective norm. 
Attitude toward SaaS-adoption can be 
defined as the overall evaluative appraisal 
of an IS executive toward having an IT 
application provided by a SaaS-provider. 
Subjective norm or social influence denote 
“(...) the perceived social pressure to per-
form or not perform the behavior”, which 
is “influenced by normative beliefs which 
are concerned with the likelihood that 
important referent individuals or groups 
approve or disapprove of performing a 
given behavior” (Ajzen 1991, p. 195).

In the theory of planned behavior, the 
attitude toward the behavior is hypothe-
sized to influence the actual behavior (i. e. 
SaaS-adoption), as it integrates different 
salient beliefs about the outcome expec-
tations of the decision options. A deci-
sion-maker on SaaS-adoption thus forms 
an attitude based on beliefs about factors 
such as the potential diffusion of this tech-
nology in the market, cost-benefit evalua-
tions, or performance implications of this 
technology on processes. A lot of prior 
studies have investigated the impact of 
such major beliefs associated with the IT 
outsourcing choice on the attitude toward 
IT outsourcing (e. g. Dibbern 2004). Major 
beliefs that are of interest in this study 
have already been deduced from transac-
tion cost theory and resource-based the-
ory comprising the four factors on beliefs 
about application characteristics. More 
specifically, attitude toward SaaS-adop-
tion acts as mediator or intervening fac-
tor between application characteristics 
and SaaS-adoption. We thus derive the 
following hypotheses:

H5: Application specificity is negatively 
associated with attitude toward SaaS-
adoption.

H6: Adoption uncertainty is negatively 
associated with attitude toward SaaS-
adoption.

H7: Strategic value is negatively associ-
ated with attitude toward SaaS-adoption.

H8: Application inimitability is neg-
atively associated with attitude toward 
SaaS-adoption.

H9: Attitude toward SaaS-adoption is 
positively associated with SaaS-adoption.

Previous research on IT outsourcing 
found that an organization’s sourcing and 
adoption decisions may not always result 
from an evaluation and comparison of 
alternative sourcing options. For example, 
it could be found that organizations some-
times exhibit herd-like behavior in the 
outsourcing of IT, imitating the behavior 
of other organizations without rationally 
thinking through the alternatives and con-
sequences (Lacity and Hirschheim 1995). 
In this regard, a decision maker’s adop-
tion appraisal of new and immature tech-
nological phenomena such as SaaS can be 
considered as being heavily influenced by 
third party opinions. In particular, mar-
ket research firms, IT consultants, SaaS 
providers, and IT associations try to pro-
vide their own answer (“market-making”) 
as substitution for the lack of experience 
with SaaS. It can thus be argued that the 
more positive the opinion of influential 
others toward SaaS-adoption, the higher 

will be the rate of SaaS-adoption. Based 
on these theoretical notions and previous 
empirical results, the following hypothe-
sis is put forth:

H10: Subjective norm (i. e. positive 
opinion of influential others toward SaaS) 
is positively associated with SaaS-adop-
tion.

Finally, in the same way as application 
characteristics may influence the attitude 
toward SaaS-adoption, it can be hypoth-
esized that the social influence of third-
parties (subjective norm) affect the atti-
tude toward SaaS-adoption. That is, if 
experts or market researchers draw a pos-
itive picture on SaaS-adoption, decision-
makers of user companies will more likely 
form a favorable attitude to SaaS-adoption 
on their own.

H11: Subjective norm is positively asso-
ciated with attitude toward SaaS-adop-
tion.

Drawing upon the empirical evidence 
and theoretical perspectives provided 
above, we seek to fill this research gap by 
examining factors explaining SaaS-adop-
tion. Fig. 1 illustrates all hypotheses in our 
research model.

(-)Application

TCT*

Strategic value

RBV**

Attitude
toward SaaS-

adoption (-)

TPB***

specificity

Degree of 
SaaS-

of application

(+)

adoption
Application 

adoption 
uncertainty

Application 
inimitability

)-()-(

(+)
(+)

Subjective 
norm

TPB***

*TCT = Transaction cost theory
**RBV = Resource-based view

***TPB = Theory of planned behavior 

Fig. 1 A multi-theoretical research model on SaaS-adoption
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3 Research methodology

3.1 Survey administration and sample 
characteristics

To test the research model in Fig. 1 and the 
associated hypotheses suggested above, we 
designed a questionnaire and conducted 
a survey based on a random sample of 
5.000 German companies drawn from 
the Hoppenstedt database (http://www.
hoppenstedt.com). To support external 
validity of our study, we did not constrain 
the sample to specific industries or firms 
of specific organizational size. The survey 
questionnaire was designed on the basis 
of a comprehensive literature review in 
the IT adoption and outsourcing context 
and based on interviews with IT manag-
ers. After several rounds of pretests and 
revisions, the survey was sent by mail and 
e-mail to the companies in the sample 
in July 2008. The survey was conducted 
at the application type level, so that one 

company had the possibility to rate differ-
ent application systems (i. e. Collaborative, 
Content Management, ERM, Human 
Capital, SCM, Operations & Manufactur-
ing, Engineering, CRM applications) with 
regard to the applicability and drivers of 
SaaS-adoption. If a company rated several 
application types, it had to fill out the 
entire survey for each single application 
type. The questionnaire was addressed 
to top or senior IT executives. After 45 
responses were dropped due to missing 
data, a total of 374 usable responses from 
297 different companies could be used for 
analyzing our model. This low response 
rate is a common problem in the IS area, 
as it reflects the challenges in obtaining 
responses from top management.

3.2 Operationalization of constructs

Tab. 1 shows the operationalization of 
variables of our conceptual model. Mea-
surement items of all variables were drawn 

from those of previous studies. Except one 
question, for which a percentage estimate 
on the SaaS adoption rate in 2008 and 2010 
was requested, all other questions were 
rated on a scale ranging from 1 to 7, with 
1 referring to the lowest score and 7 the 
highest score in the item scale. For atti-
tude toward SaaS-adoption and subjective 
norm, we adopted the semantic differential 
approach and used three bi-polar dimen-
sions (negative-positive, harmful-benefi-
cial, unimportant-important) on a 7-point 
scale (Ajzen and Fishbein 1980). The order 
of the questions in the questionnaire was 
randomly assigned to prevent order bias 
and halo effects from confounding the 
results (Kervin 1992).

3.3 Instrument validation

Content validity was established through 
the adoption of constructs that had been 
used in former studies (see Tab. 1) and 
through pilot tests with IS practitioners 

Tab. 1 Measurement models

constructs (Measurement 
model)

Indicators Source

SaaS-adoption (reflective) Overall level of SaaS-Adoption with respect to the application in 2008 and 2010 Loh 1994; Loh and 
Venkatraman 1995

Approximate/ Estimated percentage of the application’s IT budget 
allocated to SaaS-based outsourcing in 2008 and 2010

Dibbern 2004; Teng et al. 1995

Attitude toward 
SaaS-adoption (reflective)

Overall, using the application in a SaaS-based relationship is Dibbern 2004; Ajzen 
and Fishbein 1980

(...) negative-positive

(...) harmful-beneficial

(...) unimportant-important

Subjective norm (reflective) Persons or groups whose opinion is important to our organization 
think that using this application in a SaaS-based relationship is 

Dibbern et al. 2004; Ajzen 
and Fishbein 1980

(...) negative-positive

(...) harmful-beneficial

(...) unimportant-important

Application specificity 
(reflective)

The extent to which the application architecture is modular (reverse coded) Kern et al. 2002a

The extent to which the application is customized

The extent to which the application is integrated into the overall application landscape

Perceived uncertainty 
(reflective)

The extent to which the application outsourcing is subject to 
technical difficulties in terms of bandwidth and reliability

Smith and Kumar 2004; 
Ma et al. 2005

The extent to which the application outsourcing is subject to 
economic dependencies in terms of pricing model changes

The extent to which the application outsourcing is subject to process 
dependencies in terms of quality of service provisioning (e. g. in SLAs)

Strategic value (reflective) The application has critical strategic importance for our company Barney 1991

The application contributes largely to our company goals

The lack of this application would lead to competitive disadvantages

Application inimitability 
(reflective)

The application is a company resource that can’t be substituted Barney 1991

The application has company-specific configurations that can’t be provided by third-parties

The configurations of the application is very different from those of competitors
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of different industries. The ref lective 
measurement models of the total and 
application specific models were validated 
using the standard procedures of current 
literature (Chin 1998; Straub 1989). Items 
of scales in a related domain were pooled 
and factor-analyzed to assess their con-
vergent and discriminant validity. While 
convergent validity was determined both 
at the individual indicator level and at the 
specified construct level, discriminant 
validity was assessed by analyzing the 
average variance extracted and inter-
construct correlations. The results are 
illustrated in Tab. 2.

All standardized factor loadings of the 
overall and application-specific mod-
els are significant (at least at the p<0.05 
level), thus suggesting convergent valid-
ity (Bagozzi et al. 1991). To evaluate con-
struct reliability, we calculated compos-
ite reliability for each construct. All con-
structs have a composite reliability signif-
icantly above the cutoff value of 0.70 (Hair 
et al. 1998). All reflective constructs also 
met the threshold value for the average 
variance extracted (AVE>0.50). For dis-
criminant validity of latent variables, the 
square roots of AVEs exceeded the inter-
construct correlations that were negli-
gibly low between the independent con-
structs. Thus, constructs in our measure-
ment model satisfy various reliability and 
validity criteria, and could be used to test 
the structural models and the associated 
hypotheses proposed earlier.

4 Empirical analysis

In the next two sections, the empirical 
results of our analysis will be presented. 
First, the drivers of SaaS-adoption of indi-
vidual application types will be presented. 
Second, SaaS-adoption will be analyzed 
from an aggregate point of view across all 
application types. We tested our model 
on SaaS-adoption by using PLS-based 
structural equation modeling (Chin 1998; 
Lohmöller 1989). In contrast to parameter-
oriented and covariance-based structural 
equation modeling, the component-based 
PLS method is prediction-oriented (Chin 
1998). It seeks to predict the variations 
in the dependent variables of the model, 
which we want to achieve for the SaaS-
based outsourcing construct in our study. 
More specifically, PLS uses an iterative 
algorithm of ordinary least square regres-
sions that seeks to minimize the residual 

variances of the dependent latent variables 
and all the ref lective indicators (Wold 
1989). Since PLS does not account for the 
covariances of all indicators, but only for 
those variances that have been specified 
in the model, it is closer to the actual data 
than the covariance-based procedure 
(Fornell 1989). Due to the partial esti-
mation of single elements in the causal 
model, fewer empirical cases are needed in 
PLS- than in covariance-based structural 
equation modeling to generate consistent 
and reliable results (Chin and Newsted 
1999). To provide an aggregate view on 
the assessment of PLS-based models, the 
structural model is evaluated by looking 
at the percentage of the variance explained 
(R2) of all dependent latent variables. By 
examining the size and stability of the 
coefficients associated with the paths 
between latent variables with bootstrap-
ping sampling (Bollen and Stine 1993), 
hypotheses, which were proposed during 
the model specification process, are finally 
analyzed for their significance.

4.1 Results on SaaS-adoption of 
individual application types

In order to gain a thorough understanding 
of how SaaS-adoption drivers influence 
the outsourcing decision, we first assessed 
the differences between Office, CRM, 
and ERP systems. We selected these 
three application types, as they turned 
out to cover the end- and midpoints 
of continuums regarding application 
specificity, adoption uncertainty, strategic 
significance, and application inimitability 
allowing a comprehensive view on distinc-
tive application types (see Tab. 3).

Office applications were rated as having 
a relatively low level of specificity, strategic 
significance, and inimitability. Further-
more, adopting Office applications in a 
SaaS-based relationship was rated as being 
associated with a comparatively low level 
of uncertainty. On the contrary, ERP sys-
tems were rated highest in all four catego-
ries, while CRM system covered the mid-
dle ground. A MANOVA analysis showed 
that the differences in the means of the four 
application characteristics between Office, 
CRM, and ERP applications were also sta-
tistically significant on the p<0.001 level 

Tab. 2 Assessment of measurement models: Factor loadings and reliability

constructs Number of 
indicators

Range of stan-
dardized factor 
loadings*

composite reli-
ability
(ρ

c
)**

average variance 
extracted (aVE)**

SaaS-adoption 2 0.767–0.843 0.846–0.856 0.867–0.880

Attitude toward 
SaaS-adoption

3 0.939–0.976 0.969–0.973 0.913–0.924

Subjective norm 3 0.940–0.981 0.985–0.974 0.926–0.957

Application 
specificity

3 0.710–0.983 0.747–0.858 0.501–0.670

Perceived adop-
tion uncertainty

3 0.828–0.950 0.904–0.963 0.760–0.897

Strategic value 3 0.898–0.993 0.940–0.994 0.838–0.982

Application 
inimitability

3 0.734–0.969 0.747–0.879 0.687–0.720

* All factor loadings are significant at least at the p<0.05 level.** The ranges for 
composite reliability and AVE show the results across all considered sub-samples (Office, 
CRM, ERP) and the total sample that were evaluated in this empirical study.

Tab. 3 Assessment of applications along key adoption drivers (7-point Likert 
scale)

application characteristics Office (n=75)
Mean
(St. Dev.)

cRM (n=61)
Mean
(St. Dev.)

ERp (n=74)
Mean
(St. Dev.)

Application specificity 3.39 (0.90) 3.87 (0.88) 4.88 (0.95)

Perceived adoption 
uncertainty

2.41 (1.67) 3.96 (1.28) 5.54 (1.13)

Strategic value 2.60 (1.98) 4.15 (1.31) 5.86 (1.12)

Application inimitability 2.71 (0.99) 3.03 (2.64) 4.47 (2.53)
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(F-valueSpecificity=13.3 (p<0.001);  
F-valueUncertainty=24.20 (p<0.001);  
F-valueStrategicValue=26.84 (p<0.001);  
F-valueInimitability=2.59 (p<0.05)).
In a second step and based on these three 
sub-samples, individual structural equa-
tion models were examined. Standardized 
path coefficients and the share of explained 
variance (R2) are shown in Tab. 4. In the 
Office sample, five significant paths could 
be identified. Subjective norm showed a 
considerably strong and positive impact 
on the attitude toward SaaS-adoption 
that was also significantly, albeit to a lesser 
degree, affected by application specificity 
and adoption uncertainty. The level of 

SaaS-adoption, in turn, was significantly 
explained by the attitude toward SaaS-
adoption and adoption uncertainty. In the 
CRM sample, four relationships between 
exogenous and endogenous variables were 
significant. Once again, subjective norm 
was a significant predictor of the attitude 
toward SaaS-adoption. Moreover, we 
found that strategic value significantly 
influenced SaaS-adoption both directly 
and indirectly via the attitude toward 
SaaS-adopt ion. Fina l ly, adopt ion 
uncertainty also contributed strongly 
and significantly to the explanation of 
SaaS-adoption. SaaS-adoption in the 
application area of ERP had the highest 

number of significant paths. Subjective 
norm, adoption uncertainty, strategic 
value, and application inimitability were 
strongly associated with the attitude 
toward SaaS-adoption. SaaS-adoption 
itself was explained significantly just by 
two factors, namely the attitude toward 
SaaS-adoption and strategic value.

In all three sub-models, a higher share 
of variance in the attitude toward SaaS-
adoption than in the level of SaaS-adoption 
could be explained. Having R2s exceeding 
40 % in all sub-models, the theories taken 
to inform us on SaaS-adoption appear to 
be highly relevant. Overall, it can be ascer-
tained that transaction cost theory domi-
nates in the prediction of SaaS-adoption in 
application areas with low levels of speci-
ficity, strategic value, and adoption uncer-
tainty (such as Office, but also Collabo-
ration). On the other hand, the resource-
based theory lends itself better to explain 
SaaS-adoption in application markets 
with a higher level of specificity, strate-
gic value, and adoption uncertainty (such 
as CRM and ERP). The three most out-
standing predictors of SaaS-adoption are 
attitude toward SaaS-adoption, strate-
gic value, and adoption uncertainty. All 
three variables were significant drivers in 
the majority of application areas. By con-
trast, application specificity and inimita-
bility were more inconsistent in predict-
ing SaaS-adoption. Finally, comparing 
all three theoretical angles, the theory of 
planned behavior stood out as being the 
most consistent theoretical foundation to 
explain the attitude toward SaaS-adoption 
and SaaS-adoption itself.

4.2 Results on SaaS-adoption across all 
application types

To get a more general and representative 
perspective on the drivers of SaaS-adop-
tion, we examined our research model 
across all application types. As several 
authors in the IS literature have proposed 
that it is more likely that smaller and mid-
sized businesses will take advantage of 
SaaS-adoption than large enterprises, we 
analyzed SaaS-adoption levels in 2008 and 
2010 for both adopter groups (see Tab. 5).

SMBs, defined as having less than 250 
employees (European Commission 2003), 
allotted around 5 % of their IT applica-
tion budget to SaaS-based outsourcing in 
2008 overall and plan to spend as much 
as 21 % in 2010. By comparison, large 
enterprises with more than 250 employ-

Tab. 5 SaaS adoption levels of SMBs and large enterprises (n=347)

 adoption levels of SMBs
(% of respective IT application 
budget)

adoption levels of large enterprises
(% of respective IT application 
budget)

Application type 2008 2010 2008 2010

Collaboration 10 % 35 % 13 % 43 %

Content 
Management

6 % 25 % 17 % 36 %

Office 6 % 23 % 9 % 28 %

CRM 5 % 32 % 15 % 37 %

Human Relations 3 % 19 % 7 % 23 %

Business 
Intelligence

3 % 17 % 1 % 11 %

ERP 3 % 10 % 1 % 10 %

SCM 0 % 2 % 0 % 1 %

Production 0 % 0 % 3 % 4 %

Engineering 0 % 3 % 0 % 4 %

Total average 5 % 21 % 6 % 23 %

Tab. 4 Significance of application characteristics in the decision of SaaS-adop-
tion of different application types

application 
character-
istics

Office (n=75) cRM (n=61) ERp (n=74)

attitude 
SaaS-adop-
tion
(R2=0.81)

SaaS-adop-
tion
(R2=0.55)

attitude 
SaaS-adop-
tion
(R2=0.68)

attitude 
SaaS-adop-
tion
(R2=0.81)

SaaS-adop-
tion
(R2=0.55)

attitude 
SaaS-adop-
tion
(R2=0.68)

Attitude 
toward 
SaaS-adoption

– 0.24** – 0.13 – 0.60***

Subjective 
norm

0.93*** 0.15 0.75*** 0.05 0.35*** 0.03

Application 
specificity

–0.30*** –0.03 –0.11 –0.20 –0.04 –0.07

Perceived 
adoption 
uncertainty

–0.18* –0.27** –0.07 –0.48*** –0.29** –0.09

Strategic 
significance

–0.01 –0.05 –0.26** –0.53*** –0.14** –0.17*

Application 
inimitability

–0.02 –0.16 –0.10 –0.11 –0.27*** –0.08

*p <0.05; **p <0.01; ***p <0.001
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ees allocated around 6 % of their IT appli-
cation budget to SaaS-based sourcing 
models in 2008 and predicted to spend 
as much as 23 % in SaaS in 2010. Interest-
ingly, actual and planned adoption levels 
of large enterprises tend to be higher than 
of SMBs. However, comparing the abso-
lute adoption levels between SMBs and 
large enterprises in 2008 and 2010 along 
all applications revealed that the differ-
ences in the adoption levels in our sam-
ples were not significant. Consequently, 
it can be stated that, at least in our ran-
dom sample, SaaS-based applications are 
not adopted more by SMBs than by larger 
enterprises. According to the statements 
of potential user companies, Collabora-
tion (e. g. e-mail), Content Management, 
Office, and CRM are application types 
with highest current and future SaaS-
adoption rates, while ERP, SCM, and Pro-
duction/ Engineering systems are adopted 
only hesitantly in the present. Regarding 
the growth rates of SaaS-adoption in the 
area of ERP systems in the next years, 
however, the outlook for core applications 
appears to be promising.

Examining our hypothesized research 
model yielded the standardized path coef-
ficients and R2 as major model-fit index as 
shown in Fig. 2. The degree of (planned) 
SaaS-adoption in 2010 was taken as 
dependent variable allowing IT providers 
to influence future SaaS-adoption behav-
ior by manipulating adoption drivers.

While factors derived from transaction 
cost theory and resource-based view are 

not significant drivers on the overall level, 
factors stemming from theory of planned 
behavior showed strong explanatory 
power. Subjective norm has a very strong 
and highly significant impact on the atti-
tude toward SaaS-adoption that, in turn, 
affects SaaS-adoption significantly. Obvi-
ously, the opinion of (trusted) third par-
ties on SaaS plays a major role in form-
ing the attitude of companies consider-
ing the adoption of SaaS. However, com-
panies appear not to blindly follow the 
recommendations of other organizations 
by unreflectively imitating their behav-
ior. Instead, the opinions of third par-
ties seem to inform in the IT user com-
panies’ process of building their own atti-
tude about SaaS based on criteria such as 
costs, benefits, and investments. In total, 
around 76 % of the variance of the attitude 
toward SaaS-adoption and 46 % of SaaS-
adoption could be explained by the fac-
tors under investigation which represents 
a considerable share of total variance.

5 Discussion

5.1 Major findings and interpretations

Finding 1: The patterns of decisions on 
SaaS-adoption vary between application 
types. IT vendors should address these 
application-specific drivers to be more 
successful in converting IT user compa-
nies to SaaS-customers.

As shown in our statistical analyses, the 
drivers for adopting SaaS vary depend-
ing on the characteristics of the applica-
tion that is considered for SaaS-outsourc-
ing. Applications that can be character-
ized as less specific (i. e. high level of stan-
dardization), less strategic relevant (i. e. 
supporting less critical parts of the com-
pany), and that are associated with a lower 
level of adoption uncertainty (i. e. compa-
nies bear lower technical and economic 
risks when outsourcing this application 
type) are to a higher degree adopted in a 
SaaS-based setting. For that reason, Office 
and Collaboration applications with lower 
levels of specificity, strategic significance, 
and adoption uncertainty had the high-
est adoption rates in 2008 and 2010. By 
contrast, ERP systems with higher levels 
of specificity, strategic significance, and 
adoption uncertainty rank among the 
applications with the lowest SaaS-adop-
tion rates.

SaaS-providers can learn three things 
from these findings. First, when choos-
ing which applications should be offered 
in a SaaS-based mode, they should put an 
emphasis on software that is easy to stan-
dardize and that does not support func-
tions which are at the very core of a com-
pany’s processes. Apparently, IT user com-
panies are still skeptical about the fact that 
SaaS entails storing more or less critical 
company data on the provider side which 
would hinder SaaS-clients from directly 
accessing their data in the case of a net-
work break-down. Second, even though 
IT user companies do not unreflectively 
follow the recommendations of influential 
third parties without thoroughly evaluat-
ing the options based on criteria such as IS 
costs and resources, their attitude toward 
SaaS appears to be influenced consider-
ably by expert opinions and peer pressure. 
SaaS-providers should therefore engage in 
targeting opinion-leaders and third-par-
ties (e. g. in associations, and lobbies) who 
have a say in the assessment of new tech-
nologies. For example, they could offer 
their SaaS solution to influential opin-
ion leaders for free with the aim to ini-
tiate a chain reaction. Third, individual 
levers exist for fostering the adoption of 
SaaS in different application markets. IT 
user companies evaluating the adoption 
of SaaS-based office applications should 
be addressed by SaaS-providers through 
mitigating technical and economic risks 
associated with a SaaS-based relationship. 
One possible approach could be to inte-
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grate risk-mitigating features into con-
tractual modalities (e. g. liability clauses 
or concrete SLA specifications) that would 
increase trust and decrease opportunistic 
behavior on both sides of the SaaS-rela-
tionship. SaaS-providers targeting com-
panies that assess SaaS for CRM or ERP 
systems should aim at positioning them-
selves as strategic partner guaranteeing 
their clients that their applications will 
remain a strategic and inimitable factor 
in the fulfillment of company and cus-
tomer needs.

Finding 2: Classical economic and stra-
tegic theories on IT outsourcing should 
be complemented by behavioral theories 
to yield better and more general explana-
tions of IT adoption.

Classical economic and strategic theo-
ries on IT outsourcing turned out to be rel-
evant only for specific application types, 
but had no significant explanatory power 
across application types. This result is not 
in line with previous studies that found 
that asset specificity, uncertainty, and 
strategic value are indeed significant fac-
tors of IT outsourcing. One explanation 
of this divergence could be that SaaS is 
an immature and therefore still intangi-
ble software delivery model. It may thus be 
too early to provide homogeneous answers 
to SaaS-adoption regarding application 
specificity, adoption uncertainty, or stra-
tegic value across application types. Our 
empirical study showed that transaction 
cost theoretical thinking is especially 
important in the SaaS-based sourcing of 
applications of lower specificity and stra-
tegic significance (such as Office), whereas 
the resource-based view turned out to be 
a valid theoretical approach to explain the 
adoption of applications of higher speci-
ficity and strategic significance (such as 
CRM and ERP). Surprisingly, we found 
that theoretical concepts derived from 
behavioral theories yielded the most con-
sistent results across application types. As 
a consequence, researchers examining 
(on-demand) application sourcing behav-
ior of companies on a more general level 
should include factors of behavioral the-
ories to increase the explanatory power 
of their models. The findings and rec-
ommendations of this study also support 
the logic underlying existing technology 
acceptance models that have already inte-
grated behavioral aspects into the expla-
nation of IT adoption and sourcing.

Finding 3: Firm size does not matter in 
SaaS-adoption.

In terms of firm size as a factor influenc-
ing the level of SaaS-adoption, we could 
find that organizational size had no sig-
nificant impact both in the full and in the 
various sub-samples. These results are not 
in sync with the propositions made by pre-
vious research studies (Kern et al. 2002a) 
that smaller and medium-sized firms 
are generally more prone to adopt on-
demand outsourcing options for obtain-
ing fast access to valuable IT resources and 
capabilities. On the contrary, our research 
findings show that large enterprises are at 
least equally inclined to adopt SaaS in all 
relevant application markets. Against the 
predictions of many IT vendors and IT 
consulting companies, SaaS-based out-
sourcing is not only targeted at SMBs, but 
also a valid sourcing option for larger cor-
porations. SaaS-providers should thus not 
neglect large enterprises when promoting 
their SaaS offerings. Otherwise, consid-
erable revenue potential may be foregone 
up-front.

5.2 Limitations and future research

Although the findings above demonstrate 
the usefulness and relevance of the three 
theoretical frameworks for assessing 
SaaS-adoption, we believe that there are 
several key limitations of our study. First, 
since our dataset is cross-sectional in 
nature, we can only show associations, not 
causality. In the same regard, measuring 
SaaS-adoption by estimated SaaS-adop-
tion rates in 2010 may be an insufficient 
proxy for studying longitudinal processes 
and to uncover time preferences in the 
adoption behavior of companies. Second, 
the investigation of SaaS-adoption on the 
application level turned out to be a relevant 
approach to gain concrete insights into 
different application markets. However, 
restricting our analysis to Germany may 
fall short of providing a representative pic-
ture on SaaS-adoption in a global world. 
Future research should thus replicate this 
research design in other relevant countries. 
With regard to the theoretical framework 
we have applied and the empirical find-
ings we have gained, we can derive four 
further recommendations for future 
research. First, as has already happened 
before in traditional IT outsourcing stud-
ies, extending our theoretical framework 
to other theories (e. g. agency cost theory, 
opinion-leader theory) would add further 
insights into the drivers and barriers of the 
adoption of SaaS. In particular, the com-

parison of the explanatory power of rather 
classical economic and strategic theories 
with behavioral theories from social 
sciences would contribute valuable episte-
mological as well as ontological questions 
to IS research. Second, as subjective norm, 
attitude toward SaaS-adoption, adoption 
uncertainty, and strategic value stood out 
as main factors affecting SaaS-adoption, 
deepening the notions of these factors 
within a larger nomological network 
would add more insights for researchers 
as well as practitioners. Third, the poten-
tial for common method variance may 
exist because measurements of all of the 
constructs in this study were collected at 
the same point in time and via the same 
instrument (Straub and Limayen 1995). 
To test common method bias, we applied 
Harmon’s one-factor test to the data from 
our survey (Podsakoff et al. 2003). We per-
formed an exploratory factor analysis on 
all the variables, but no single factor was 
observed and no single factor accounted 
for a majority of the covariance in the vari-
ables, suggesting that common method 
bias is not a concern in the present study. 
Future studies should nonetheless attempt 
to use multiple and cross-checked sources 
of data to mitigate common method bias 
problems at an early stage of research. Last 
but not least, we used a key informant 
method for data collection. This method, 
while having its advantages, also suffers 
from the limitations that the data reflects 
the opinion of one person. Although our 
data represents the perceptions of rela-
tively senior IS executives who are most 
likely able to assess technology adoption 
in their company, we recommend that 
future studies consider research designs 
that allow data collection from multiple 
relevant stakeholders (e. g. IS purchas-
ing managers and end-users) within an 
organization.
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Abstract

alexander Benlian, Thomas hess,  
peter Buxmann

Drivers of SaaS-Adoption –  
An Empirical Study of Different 
Application Types
Software-as-a-Service (SaaS) is said to 
become an important cornerstone of 
the Internet of Services. However, while 
some market research and IT provider 
firms fervently support this point of view, 
others already conjure up the failure of 
this on-demand sourcing option. Often-
times based on weak empirical data and 
shaky reasoning, these inconsistent per-
spectives lack scientific rigor and neglect 
to present a more differentiated picture 
of SaaS-adoption. This study seeks to 
deepen the understanding of factors 
driving the adoption of Software-as-a-
Service (SaaS). Grounded in transaction 
cost theory, the resource-based view, 
and the theory of planned behavior, 
we develop a research model to assess 
SaaS-adoption at the application level. 
Survey data of 297 firms in Germany 
with 374 valid response items across 
different industries were collected to 
test the theoretical model. Our analysis 
revealed that patterns on the decision on 
SaaS-adoption differ across application 
types. Social influence, attitude toward 
SaaS-adoption, adoption uncertainty, 
and strategic value turned out to be the 
strongest and most consistent drivers 
across all application types. Furthermore, 
we found that firm size does not matter 
in SaaS-adoption, since large enterprises 
and small- and medium-sized companies 
had similar adoption rates. Overall, this 
study provides relevant findings that 
IT vendors can use to better appeal 
to potential companies that consider 
adopting SaaS.
Keywords: Software-as-a-service, IT 
sourcing, Adoption, Transaction-cost 
theory, Resource-based view, Theory of 
planned behavior
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