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Objective: The objective of the article is the examination of factors that affect structural convergence and 
assessing their robustness. 

Research Design & Methods: Determinants of structural similarity are examined using the Bayesian model 
averaging with dilution prior to establishing robust drivers in the long run. The short-run analysis is conducted 
using Bayesian model averaging within a dynamic panel framework with weakly exogenous regressors. 

Findings: The application of Bayesian model averaging allowed for the identification of 12 variables associated 
with more similar production structures, among others, the bilateral total and intra-industry trade, the level 
of development, geographical distance, foreign direct investment flows, technology, corruption, and mem-
bership in the EU. Accounting for reverse causality showed that trade induces divergence in the short run – in 
line with predictions of neoclassical theories – but is associated with more similar production structures in the 
long run. Interestingly, even though old EU countries are characterised by more homogenous production 
structures, EU membership is associated with structural divergence once differences in income are included 
in the model. Even more unexpectedly, countries with more similar production structures are characterised 
by more similar and generally lower levels of corruption. 
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nological transfers can speed up the process of structural convergence. 

Contribution & Value Added: The paper presents the first systematic analysis into the sources of structural 
similarity. 

Article type: research article 

Keywords: 
structural similarity; structural convergence; economic structure; economic integration; 
European Union 

JEL codes:  E23, F15, F43, F60 

Received: 2 February 2020 Revised: 27 October 2020 Accepted: 4 December 2020 

 
Suggested citation:  

Beck, K. (2021). Drivers of structural convergence: Accounting for model uncertainty and reverse causality. 
Entrepreneurial Business and Economics Review, 9(1), 189-208. https://doi.org/10.15678/EBER.2021.090112 

 

INTRODUCTION 

Structural similarity is one of the main issues of European integration. Countries with similar produc-
tion structures are prone to more symmetrical shocks and, consequently, a higher degree of business 
cycle synchronisation (Beck, 2013, 2014, 2019). In turn, business cycle synchronisation is a precondi-
tion for the formation of an effectively functioning monetary union. This topic has recently become 
more important as more and more authors are reporting business cycle divergence in the European 
Union (Beck & Janus, 2013; Degiannakis et al., 2014; Bekiros et al., 2015; Ferroni & Klaus, 2015; Campos 
& Macchiarelli, 2016; Grigoraş & Stanciu, 2016; Coppola, Ianuario, Chinnici, Di Vita, Pappalardo, & 
D’Amico, 2018; Janus, 2019; Beck & Stanek, 2019; Beck, 2020). In light of the above, it is somewhat 
puzzling that research into structural similarity is remarkably scarce. Authors deal with specialisation 
patterns (e.g. Chiappini, 2014) and to a lesser extent, its determinants (e.g. Vechiu & Makhlouf, 2014). 
Moreover, there has been tremendous interest in the similarities of trade structure (e.g. Van 
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Biesebroeck, 2011), i.e. intra-industry trade and its impacting factors (e.g. Zhang & Clark, 2009; Kin-
nunen, Androniceanu, & Georgescu, 2019).  

The research into structural similarity sensu stricto is relatively narrow. Höhenberger and 
Schmiedeberg (2008) describe structural convergence for Western European countries on a three-
sector level and in less technology-intensive sectors with divergence in technology-intensive manu-
facturing. Olczyk and Lechman (2011) report the progressing structural convergence between Ger-
many and Visegrad countries. Grodzicki (2014) investigates the structural similarities between 25 EU 
member states at a three-sector level and for subsectors of manufacturing and services. He notices 
that European economies are becoming more homogenous at the three-sector level but are cluster-
ing at the lower level of aggregation. 

To the best of my knowledge, there were only two attempts so far to examine structural similar-
ity’s determinants. Wacziarg (2004) found that structural convergence is affected by the difference 
in the level of real GDP per capita and differences in factor endowments (capital per worker, human 
capital, and population) in a sample of 120 countries. Using data on Portuguese counties, Crespo 
and Fontoura (2009) report that a common border, geographical distance, differences in factor en-
dowments (capital, human capital), differences in real GDP per capita, and the centrality of location 
are associated with structural convergence. 

The aforementioned void in the literature prompted my inquiry into the determinants of struc-
tural similarity presented here that could fill the gap in the existing literature. The relevancy of struc-
tural convergence for the issues of currency union has motivated the choice of the sample of Euro-
pean Union member states, as the results might be directly applicable to policy consideration. At the 
same time, we should remember that structural convergence is not a policy goal on its own; it is one 
of the measures to assure a more symmetrical distribution of shocks and – through that – enable a 
more effective monetary and fiscal policy implementation (Androniceanu, Gherghina, & Ciobanasu 
2019). Differences in production structure might reflect patterns of comparative advantage and fa-
cilitate the effective allocation of resources. 

As the research into the subject of structural convergence is scarce, this paper undertakes the goal 
of providing a pervasive look at the sources of structural convergence. In order to accomplish this, the 
paper assumes an empirical approach to the verification of the relevance of 54 potential determinants 
of structural similarity taken from previous research and from the literature on structural change and 
international trade. In order to assess which of these variables are, in fact, associated with more similar 
production structures, I utilised Bayesian model averaging (BMA). After all, BMA is perfectly tailored 
for dealing with model uncertainty, especially in cases when there is insufficient prior knowledge avail-
able. In this setting, the obtained result could serve as a benchmark for future research both in terms 
of theory and practice. This part of the analysis is static in nature and elucidates long-run relationships 
between structural convergence and its determinants, while ignoring the potential endogeneity and 
dynamic nature of the relationship between the examined variables. Accordingly, the short-run rela-
tionships are examined further using the Moral-Benito (2016) econometric framework based on the 
likelihood function for dynamic panel models with weakly exogenous regressors and fixed effects. 

The rest of the article is organised as follows. Section 2 provides a literature review. Section 3 describes 
data and estimation strategy, while section 4 describes empirical results. The last section concludes. 

LITERATURE REVIEW 

The problem of structural convergence was analysed indirectly in the literature on international trade. 
On the one hand, the neoclassical model of trade predicts that countries with different relative factor 
abundance are characterised by less similar production structures (Fenstra, 2015). On the other hand, 
models with monopolistic competition and increasing returns, reconcile growing trade with structural 
similarity (Krugman, 1979, 1980). The former shows that bilateral trade is directly associated with 
structural divergence and differences in factor abundance – indirectly; while the latter links intra-in-
dustry trade with convergence. Wacziarg (2004) and Crespo and Fontoura (2009) report that differ-
ences in factor abundance influence structural similarity, while Wacziarg (2004) shows that the impact 
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of trade is fragile. Baxter and Kouparritsas (2003) demonstrate that there is no apparent connection 
between trade structure and industrial structure of the economy. 

The second strand of the literature that deals with structural convergence is the structural change 
research (Krüger, 2010; Herrendorf et al., 2014; Święcki, 2017; van Neuss, 2019). Caselli and Coleman 
(2001) and Buera et al. (2015) demonstrate in both theoretical models and practice that change in the 
skill structure between low-skilled and high-skilled workers drives structural change, consequently con-
firming the role of factor endowments in structural convergence. The role of income holds a very prom-
inent role in structural change literature. Scholars link changes in income with the evolution of economic 
structure using Engel’s Law (Foellmi & Zweimüller, 2008; Boppart, 2014; Caron et al., 2014) or changes 
in sectoral productivities associated with workers skill levels (Bonatti & Felice, 2008; Duarte & Restuccia, 
2010; Buera et al., 2015; Caron et al., 2017), which has evidences both at the level of enterprises (Bilan 
et al., 2020; Stachova et al., 2020) and for the national economy (Popoola, 2019). Imbs and Wacziarg 
(2003) record an empirical observation that with the increasing level of GDP per capita, countries go 
through a U-shaped pattern of specialisation. With increasing GDP per capita, economies first diversify 
in terms of structure and after reaching some critical point, start to re-specialise. This result is confirmed 
by Koren and Tenreyro (2007) for a highly diversified set of countries and by Partekra (2009) for the 
European Union. This outcome suggests that at high levels of per capita income, countries will get in-
creasingly less similar in terms of production structure unless they are going to specialise within the same 
sectors as a result of cross-border vertical integration (Fixler & Siegel, 1999; OECD, 2013). 

The impact of international trade flows on structural change is advocated by Matsuyama (2009), 
Imbs et al. (2012) and Bielekova and Pokrivcak (2020) in their theoretical models and empirical in-
vestigations. Jones (2013) stresses the role of input-output linkages in the evolution of economic 
structure, while Peneder and Streicher (2018) extend this notion to the introduction of vertical inte-
gration in global value chains. Meanwhile, Ngai and Pissarides (2007) advocate the importance of 
differences in sectoral total factor productivity growth rates for structural change. Stijepic and Wag-
ner (2015) and Felice (2016) demonstrate the role of government spending and public investment 
on sectoral composition, respectively. 

RESEARCH METHODOLOGY 

Data and measurement 

My analysis covers 26 European Union countries (without Croatia and Malta). All variables are in bilat-
eral form for 26 countries, which amounts to 325 country pairs. The research covers the 1995-2015 
period. In the cross-sectional data setting, all examined variables represent the mean values for the 
entire examined period. The mean values are utilised to capture the long-run relationship between 
structural similarity and its potential determinants. 

In the cross-sectional setting, the regressand measures the similarity of production structures of 
two countries, calculated as bilateral Krugman specialisation index (1991) for sectoral value added with 
the economy divided in 35 sectors: 

����� = 1� 	 	
��� − ���
�
���

�
��  (1) 

in which vlit denotes the share of sector l in value added for country i at time t, while L=35 is an overall 
number of different industries in the economy. The KSI value ranges from 0 to 2, in which production 
shares in the two countries are identical with the value of the measure equal to 0. Data for ����� was 

extracted from the World Output-Input Database (WOID) and is annual.  
A list of regressors with sources of data used to calculate them and descriptions of their con-

striction is provided in Table 1. In total, the set is made of 54 regressors described in the first section, 
complemented with gravity variables and macroeconomic, institutional, and cultural indicators. 

The analysis of cross-sectional data allowed for the identification of twelve variables that influence 
structural similarity over the long run: MB, RGDPpc, BCIPROD, RGDPpcPROD, IIT, BCIDIFF, PATENT, 
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LNDGEO, CAPARABLE, LNTRADE, FDID, and OLDEU. Consequently, in the second stage of the analysis, 
those variables were examined further in the panel data setting; except for MB, LNDGEO, and OLDEU, 
which are time-invariant. The second stage involves dynamic panel Bayesian model averaging with weakly 
exogenous regressors, which dictated the elimination of MB, LNDGEO, and OLDEU, as they are time-in-
variant and are accounted for by fixed effects. The data in the panel setting is at annual frequency and 
covers the same sample of countries and time period as covered under the cross-sectional data setting, 
yet this time all the variables are calculated for a given year instead of being averaged over the entire 
period. Consequently, the sample comprises 325 country pairs, 20 years, and a total of 6500 observations. 

Table 1. Data description 

VARIABLE DESCRIPTION SOURCE 

AGROWTH 
AV of the difference between mean GDP growth rates over the 1999-2011 
period 

PWT 

ARABLE AAV of the difference in arable land WB 

ARABLEpw AAV of the difference in arable land per worker PWT & WB 

B common border dummy - 

BCIDIFF MV of the AV of the difference in Bayesian Corruption Index Standaert (2015) 

BCIPROD MV of the product of the values of Bayesian Corruption Index Standaert (2015) 

CAP AAV of the difference in capital PWT 

CAPAREABLE AAV of the difference in capital to arable land ratio PWT & WB 

CAPLAND AAV of the difference in capital to land ratio PWT & WB 

CPW AAV of the difference in capital per worker PWT 

CPWARABLE AAV of the difference in capital per worker to arable land ratio PWT & WB 

CPWLAND AAV of the difference in capital per worker to land ratio PWT & WB 

EMPL AAV of the difference in employment PWT 

EMPLARABLE AAV of the difference in employment to arable land ratio PWT & WB 

EMPLLAND AAV of the difference in employment to land ratio PWT & WB 

EPCpc AAV of the difference in electricity consumption per capita WB 

EU 
average number of years both countries spend in the EU together between 
1999 and 2011 

- 

EXCHANGE coefficient of variation of bilateral nominal exchange rate AMECO 

FDID AAV of the difference in FDI flows UNCTAD 

GOV AAV of the difference of government shares in GDP PWT 

HUMAN AAV of the difference in human capital PWT 

HUMANARABLE AAV of the difference in human capital to arable land ratio PWT & WB 

HUMANCAP AAV of the difference in human capital to capital ratio PWT 

HUMANEMPL AAV of the difference in human capital to employment ratio PWT 

HUMANLAND AAV of the difference in human capital to land ratio PWT & WB 

IIT 
MV of the ratio of bilateral intra-industry trade to total trade in intermediate 
goods 

WOID 

IITT 
MV of the product of (bilateral intra-industry trade to total trade in interme-
diate goods and the ratio of imports and export to the sum of two countries 
GDPs 

WOID & DOT 

INFVAR 
AV of the difference between standard deviations of inflation rate over the 
1999-2011 period 

WEO 

IUp100 AAV of the difference in number of internet users per 100 inhabitants WB 

L common language dummy (at least on official common language) - 

LAND AAV of the difference in land WB 

LANDpc AAV of the difference in land per capita WB 

LNDGEO natural logarithm of geographical distance between capitals Google Maps 

LNPOPPROD MV of the natural logarithm of population product PWT 

LNRGDPPROD MV of the natural logarithm of real GDP product PWT 

LNTRADE natural logarithm of the average value of real imports plus exports DOT & PWT 

MA dummy variable for a pair of countries sharing a marine border - 



Drivers of structural convergence: Accounting for model uncertainty and reverse causality | 193

 

VARIABLE DESCRIPTION SOURCE 

MB dummy variable for a pair of countries with access to the ocean or the sea - 

MU 
average number of years both countries spend in the Eurozone together be-
tween 1999 and 2011 

- 

OILpc AAV of the difference in the number of internet users per 100 inhabitants WB 

OLDEU 
dummy variable for a pair of countries that were members of the EU before 
2004 

- 

OPEN 
AAV of the difference in imports+exports shares of GDP between two coun-
tries 

PWT 

PATENT AAV of the difference in number of patents per 1 mln inhabitants WB 

POPDIFF AAV of the difference in population PWT 

RGDPDIFF AAV of the difference in real GDP PWT 

RGDPpc AAV of the natural logarithm of the difference in real GDP per capita PWT 

RGDPpcPROD MV of the real GDP per capita product PWT 

TFP 
correlation coefficient of growth rates of total factor productivity in two 
countries  

PWT 

TRADE1 MV of the ratio of imports and export to the sum of two countries GDPs DOT & WB 

TRADE2 MV of the ratio of imports and export to the sum of two countries total trades DOT 

TRANS dummy variable for a pair of transition countries IMF 

UNEMP AAV of the difference between unemployment rates in two countries IMF WEO 

URBAN AV of the difference in the urban population WB 

URBANshare AAV of the difference in share of the urban population PWT & WB 
Abbreviations: MV – average value; AV – absolute value; AAV – average absolute value; PWT – Penn World Tables (Feenstra 
et al., 2015); WB – World Bank; DOT – IMF Directions of Trade; UNCTAD – United Nations Conference on Trade and Devel-
opment; WEO – IMF World Economic Outlook. 
Source: own elaboration. 

Estimation strategy 

Cross-sectional setting 

In order to find robust drives of structural convergence, this research applied Bayesian model averag-
ing (BMA) and utilised vast prior structure to deal with multicollinearity. Accurate and detailed review 
of BMA can be found in Hoeting et al. (1999) and Beck (2017). Moreover, a detailed discussion on the 
choice of prior structure within the BMA framework was prepared by Fernández et al. (2001), Ley and 
Steel (2009, 2012), Feldkircher and Zeugner (2009), and Eicher et al. (2011). The list of regressors used 
in the research suffered considerably from multicollinearity. Therefore, the methods applied in this 
paper were truncated to deal with this issue. Consequently, I employed two different estimation strat-
egies employing prior structure designed to deal with multicollinearity. 

The first strategy (Strategy I) utilised a uniform model prior (Sala-I-Martin et al., 2004; Ley & 
Steel, 2009) complemented with a function accounting for multicollinearity (George, 2010) to cal-
culate prior model probabilities: 

����� ∝ 
��
�.� �12��
 (2) 

in which � = (54) denoted total number of regressors used in the analysis. The figure 
��
 denoted 

the determinant of correlation matrix for all the covariates included in model j. Within the uniform 

model, prior model probabilities on all considered models equalled (= �$% = 1/2�'). Consequently, 

the determinant of the correlation matrix 
��
 in (2) played the key role in determining the distribu-

tion of prior probability. The high degree of multicollinearity in the considered model j was associ-

ated with the value of the determinant of the correlation matrix 
��
 close to 0 and, accordingly, the 

lower prior probability assigned to model j. Posterior probabilities were calculated with the use of 
MC3 sampler (the Markov Chain Monte Carlo Model Composition; Madigan et al., 1995). The corre-
lation coefficient between the analytical and MC3 posterior model probabilities for the best 10 000 
models was used as a measure to assess the convergence of the chain. 
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In the second strategy (Strategy II), a binomial-beta model prior (Ley & Steel, 2009) was utilised: ����� ∝ Γ�1 + *�� ∙ Γ �� − ,��,�� + � − *�� (3) 

in which the ,�� = �$ probability of each model size equalled (= ��-�). Multicollinearity was dealt 

with by using tessellation prior with the Metropolis-Hestings algorithm. In other words, dilution was 
implemented through the MCMC search, while tessellation was achieved by the ‘Spinner Process’ 
(George, 2010). For tessellation prior, the correlation coefficient of analytical and MC3 was inadequate 
to assess the convergence of the chain. Consequently, empirical exercise was repeated ten times, with 
different numbers of burn-ins and iterations. In all cases, the obtained results were virtually the same 
as the ones reported here.1 

The tone of BMA advantages offered the possibility to apply g prior (Zellner, 1986). The rule known 
as a ‘benchmark prior’ – proposed by Fernández et al. (2001) – indicated that risk inflation criterion 
(RIC) designed by Foster and George (1994) was the optimal choice for a dataset with 325 observations 
and 54 covariates. Nevertheless, I submitted the results to vast robustness checks by changes in both 
model prior and g prior. 

The assessment of the models based on posterior model probabilities (PMP) calculated by com-
bining model specific value of the likelihood function through the Bayes theorem (Beck, 2020b): 

��� = .���|0� = 1�0|��� ∙ .����.(0) = 1�0|��� ∙ �����∑ 1�0|��� ∙ �����$%���  (4) 

in which 1�0|��� denoted model-specific marginal likelihood while 0 – a given data set. Within this 

setting, posterior model probabilities could have been treated as weights because .(0) =∑ 1�0|��� ∗ �����$%��� . Consequently, the posterior mean (PM) for the coefficient 4�, independent of 

the space of the models was defined as (Beck, 2020c): 

�� = ,(4�|0) = 	 ����|0� ∙$%
��� 45��  (5) 

in which 4̂�� = ,�4�|0, ��� was 4� estimated with ordinary least squares for the model ��. The poste-

rior standard deviation (PSD) was given by: 

��8 = 9	 ����|0� ∙$%
��� :�4�|0, ��� + 	 ����|0� ∙ ;45�� − ,(4�|0, ��)<$$%

���  (6) 

in which :�4�|0, ��� was the conditional variance of 4� in the model ��. To enable the relative strength 

comparison of analysed drivers of structural convergence, I report standardised posterior mean (SPM) 
and standardised posterior standard deviation (Doppelhofer & Weeks, 2009), alongside PM and PSD. 

The posterior inclusion probability (PIP) – i.e. the probability of including the regressor in the model 
after seeing the data – was given by: 

��� = �(=�|0) = 	 1�>� = 1|0, ��� ∙$%
��� ����|0� (7) 

in which >� = 1 signified the inclusion of variable =� in a given model. A variable was classified as 
robust if the PIP was above 0.5, which was the equivalent of no prior information. More details on the 
interpretation of the results will be given in subsections 3.1 and 3.2. 

The posterior probability of a positive sign of 4� – �(+) was given by: 

  

                                                                 
1 The results are available upon request. 
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�(+) = �?@ABC(=�)|0D =
⎩⎪⎪
⎨⎪
⎪⎧ 	 ����|0� ∙ $%

��� J8K�L��|���,          AM  @ABC?,(4�|0)D = 1
1 − 	 ����|0� ∙$%

��� J8K�L��|���, AM @ABC?,(4�|0)D = −1  (8) 

In which J8K denotes cumulative distribution function and L�� ≡ (45�/�8O �|��). 

The Bayesian model averaging framework enabled the assessment of the nature of relationships 
between regressors by using jointness measures. Ley and Steel (2007) measure was given by: P�(�Q) = 1C R �(A ∩ ℎ|y)��A ∩ ℎV|0� + �(W̅ ∩ ℎ|0)Y = 1C R �(A ∩ ℎ|0)�(A|0) + �(ℎ|0) − 2�(A ∩ ℎ|0)Y (9) 

in which i and h represent two different covariates. For P� >, the two regressors were classified as 
strong complements, for 2 > P� > 1 covariates were complements, for 1 > P� > −1 the variables 
were unrelated, for −1 > P� > −2 the regressors were significant substitutes, and −2 > P� charac-
terised strong substitutes. All the estimations with cross-sectional data were performed with the BMS 
package (Feldkircher & Zeugner, 2009) for R. 

Panel data setting 

In the panel data setting, Moral-Benito (2016) framework was used to account for endogeneity 
between structural similarity and its potential drivers. The method utilised dynamic panel setting 
and allowed for dealing with both model uncertainty and reverse causality. In order to account for 
both those issues, the Moral-Benito framework utilises the likelihood function for dynamic panel 
models with weakly exogenous regressors and fixed effects. Accordingly, for the panel data setting, 
the main equation was given by: 0� = [0�\� + =�4 + ]� + ̂ + _�          (A = 1, … . , a; L = 1, … , �) (10) 

in which 0�  was a structural convergence measure for country pair i at time t, =� was a vector of 
examined KSI drivers, 4 was a parameter vector, ]�  is a country-pair-specific fixed effect, ̂ was a 
period-specific shock, and _� was a shock to structural similarity. Formally, the assumption of weak 
exogeneity was expressed as: Ε�_�
0\�, =� , ]�� = 0     (A = 1, … . , a; L = 1, … , �) (11) 

in which 0\� = (0��, … , 0�\�)′ and = = (=��, … , =�)f. Consequently, weak exogeneity implied that 
the lagged depended variable, fixed effects, and the current values of the covariates were uncorrelated 
with current shocks. At the same time, I allowed all of them to correlate with each other. 

Moral-Benito (2013) derived the likelihood function in the described setting. I accomplished 
that by augmenting equation (10) with reduced-form equations that captured the unrestricted 
feedback process given by: =� = g�0�� + ⋯ + g,\�0�,\� + Λ�=�� + ⋯ + Λ,\�=�\� + j]� + k� (12) 

in which L = 2, … , �and j was the * × 1 vector of parameters. For ℎ < L, gQ was a * × 1 vector (0Q� , … , 0Qn )′  ℎ = 0, … , � − 1; ΛQ was a * × * matrix of parameters, and k� was a * × 1 vector of 
prediction errors. Finally, the mean vector and the covariance matrix of the joint distribution of the 
initial observations and the individual effects ]�  were unrestricted: 0�� = j�]� + _�  (13) =�� = g��0�� + j�]� + k� (14) 

in which j� was a scalar, while j� and g�� were * × 1 vectors. The model described in the equations 
(10) and (12-14) was characterised by the natural logarithm of the likelihood function given by: 
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log M(rsLs|t) ∝ a2 log det�x\�8Σ8fz{|}� − 12 	{�′��x\�8Σ8fz{|}�\���}�
���  (15) 

in which �� = (0��, =f��, 0��, … , =f�� , 0��)′ was a vector of observable variables, while Σ =diag{��$, ���$ , Σ�} , ��}$ , … , Σ�� , ���$ } was the block-diagonal variance-covariance matrix of �� =(]� , _��, kf��, _��, … , kf�� , _��). x was a matrix of coefficients given by: 

x =
⎣⎢⎢
⎢⎢⎢
⎢⎢⎡

1 0 0 0 0 ⋯ 0 0 0−g�� �� 0 0 0 ⋯ 0 0 0−[ −4′ 1 0 0 ⋯ 0 0 0−g$� −Λ$� −g$� �n 0 ⋯ 0 0 00 0 −[ −4′ 1 ⋯ ⋮ ⋮ ⋮⋮ ⋮ ⋮ ⋮ ⋮ ⋱ 0 0 0−g�� −Λ�� −g�� −Λ�$ −g�$ ⋯ −g�,\� �n 00 0 0 0 0 ⋯ −[ −4′ 1⎦⎥⎥
⎥⎥⎥
⎥⎥⎤      (16) 

and D was a matrix of coefficients given by: 8 = �?j� j′� 1 j′$ 1 ⋯ j′� 1D��(n-�) � (17) 

The Moral-Benito approach (2013, 2016) allows for dealing with endogeneity and model uncer-
tainty in a dynamic panel setting. On the other hand, the complex nature of the likelihood function 
given in equation (15)’s numerical optimisation was very time-consuming, and consequently, estima-
tion with all 43 regressors became infeasible. As a result, the method was able to deal with a far lower 
number of potential regressors compared to with a conventional BMA approach. Therefore, the above-
mentioned Moral-Benito method was applied to a subset of variables classified as robust determinants 
of structural similarity in cross-sectional analysis. To make the calculation of the maximum likelihood 
easier, all the regressors utilised at this stage of the analysis were standardised. 

Even though the likelihood function used in the Moral-Benito approach is vastly more compli-
cated than simple likelihood used in the case of an OLS model, all Bayesian model averaging statis-
tics were calculated in the same way. 

Therefore, the robustness of structural similarity drivers could have been assessed with PIP, PM, 
and PSD. As recommended by Eicher et al. (2011) and Moral-Benito (2012) unit information prior (Kass 
& Wasserman, 1995) was chosen for g prior, and Binomial-beta distribution was chosen for prior model 
probability. All the estimations in the panel data setting were obtained using the GAUSS code originally 
prepared by Moral-Benito (2016) and rewritten by the author of that paper. 

RESULTS AND DISCUSSION 

Cross-sectional setting 

Table 2 reports the result of the BMA application. In this context, Kass and Raftery (1995) propose a 
detailed classification scheme with robustness as weak, positive, strong, or decisive when posterior 
inclusion probability is between 0.5 and 0.75, 0.75 and 0.95, 0.95 and 0.99, or 0.99 and 1, respec-
tively. Accordingly, MB, RGDPpc, and BCIPROD were decisively robust, while RGDPpcPROD is 
strongly robust. IIT, PATENT, and BCIPROD were strongly or positively robust, depending on the em-
ployed strategy. LNTRADE was weakly robust in both strategies. Finally, LNDGEO, CAPARABLE, FDID, 
and OLDEU were weakly robust only in one strategy. 

Marine border dummy (MB) was classified as robust with posterior inclusion probability amount-
ing to one in both BMA specifications. The natural logarithm of the geographical distance (LNDGEO) 
was robust with PIP equal to 0.7 in Strategy I, while being fragile with 0.48 PIP in Strategy II; yet its 
posterior inclusion probability was very close to the critical value of 0.5. Still, this variable could have 
been considered only weakly robust. The posterior mean for both variables was positive, which 
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Table 1. BMA statistics in Strategy I and II 

Strategy I II 
VARIABLE PIP PM PSD SPM SPSD P(+) PIP PM PSD SPM SPSD P(+) 

MB 1.000 0.066 0.012 0.227 0.041 1.000 1.000 0.071 0.013 0.244 0.044 1.000 
RGDPpc 1.000 0.168 0.026 0.524 0.082 1.000 1.000 0.174 0.030 0.542 0.092 1.000 

BCIPROD 1.000 0.000 0.000 0.583 0.115 1.000 1.000 0.000 0.000 0.573 0.109 1.000 
RGDPpcPROD 0.960 0.000 0.000 0.481 0.173 1.000 0.978 0.000 0.000 0.461 0.152 1.000 

IIT 0.850 -0.167 0.087 -0.117 0.061 0.000 0.619 -0.120 0.104 -0.084 0.073 0.000 
BCIDIFF 0.762 0.002 0.001 0.167 0.111 1.000 0.682 0.002 0.001 0.142 0.112 1.000 
PATENT 0.734 0.000 0.000 0.172 0.118 1.000 0.860 0.000 0.000 0.212 0.107 1.000 
LNDGEO 0.699 0.022 0.016 0.118 0.089 1.000 0.447 0.014 0.017 0.078 0.094 1.000 

CAPARABLE 0.593 -0.000 0.000 -0.192 0.185 0.001 0.364 -0.000 0.000 -0.115 0.171 0.002 
LNTRADE 0.535 -0.009 0.010 -0.165 0.174 0.000 0.693 -0.014 0.010 -0.246 0.183 0.000 

FDID 0.508 0.003 0.003 0.148 0.161 1.000 0.435 0.002 0.003 0.126 0.158 1.000 
RGDPDIFF 0.456 0.000 0.000 0.212 0.296 1.000 0.263 0.000 0.000 0.149 0.291 0.998 
CAPLAND 0.409 -0.001 0.002 -0.126 0.199 0.000 0.275 -0.001 0.002 -0.111 0.203 0.000 

LAND 0.398 0.000 0.000 0.056 0.077 0.999 0.345 0.000 0.000 0.052 0.077 1.000 
POPDIFF 0.338 -0.000 0.000 -0.321 0.534 0.032 0.361 -0.000 0.000 -0.333 0.518 0.016 
OLDEU 0.303 0.024 0.042 0.093 0.164 0.999 0.562 0.055 0.057 0.215 0.222 1.000 
EMPL 0.262 0.000 0.000 0.310 0.598 0.997 0.278 0.000 0.000 0.311 0.563 0.992 

EMPLLAND 0.241 0.000 0.000 0.081 0.162 0.919 0.228 0.000 0.000 0.081 0.160 0.971 
HUMAN 0.239 0.013 0.026 0.019 0.037 1.000 0.172 0.010 0.024 0.015 0.035 1.000 

CPW 0.235 -0.000 0.000 -0.029 0.057 0.000 0.316 -0.000 0.000 -0.040 0.065 0.000 
IUp100 0.162 0.000 0.001 0.022 0.056 1.000 0.100 0.000 0.000 0.013 0.043 0.998 

IITT 0.155 -0.764 1.945 -0.018 0.045 0.000 0.088 -0.435 1.546 -0.010 0.036 0.000 
EPCpc 0.151 0.000 0.000 0.018 0.046 0.999 0.076 0.000 0.000 0.009 0.032 0.999 

EU 0.116 -0.021 0.062 -0.038 0.113 0.007 0.359 -0.066 0.095 -0.119 0.172 0.005 
TRADE1 0.112 -0.161 0.502 -0.012 0.038 0.001 0.067 -0.094 0.402 -0.007 0.030 0.013 

TFP 0.110 -0.005 0.015 -0.008 0.026 0.000 0.035 -0.001 0.008 -0.002 0.013 0.001 
OILpc 0.100 0.000 0.000 0.012 0.039 0.999 0.062 0.000 0.000 0.007 0.030 0.997 

TRADE2 0.092 -0.052 0.178 -0.010 0.036 0.002 0.065 -0.035 0.149 -0.007 0.030 0.007 
INFVAR 0.088 0.000 0.001 0.007 0.025 0.988 0.038 0.000 0.001 0.003 0.017 0.960 

CPWARABLE 0.086 0.000 0.000 0.006 0.024 0.998 0.058 0.000 0.000 0.005 0.023 0.998 
EXCHANGE 0.073 0.007 0.029 0.005 0.022 0.990 0.033 0.003 0.020 0.002 0.015 0.976 

LNRGDPPROD 0.070 -0.001 0.004 -0.012 0.069 0.066 0.054 -0.002 0.014 -0.039 0.233 0.172 
LNPOPPROD 0.055 0.001 0.005 0.008 0.074 0.636 0.091 0.003 0.015 0.052 0.228 0.952 

URBAN 0.050 0.000 0.000 0.002 0.058 0.872 0.052 0.000 0.000 0.002 0.093 0.706 
LANDpc 0.050 0.000 0.000 0.004 0.019 0.977 0.021 0.000 0.000 0.001 0.011 0.973 

GOV 0.049 0.014 0.070 0.005 0.024 0.993 0.038 0.010 0.059 0.003 0.020 0.987 
HUMANCAP 0.041 -20.27 121.4 -0.003 0.018 0.027 0.023 -10.924 88.347 -0.002 0.013 0.020 

EMPLARABLE 0.038 0.000 0.000 0.004 0.041 0.752 0.038 0.000 0.000 0.000 0.037 0.530 
MA 0.036 -0.000 0.003 -0.002 0.012 0.013 0.020 -0.000 0.002 -0.001 0.009 0.010 

TRANS 0.033 -0.001 0.006 -0.003 0.018 0.016 0.058 -0.002 0.010 -0.006 0.028 0.006 
OPEN 0.031 0.000 0.003 0.001 0.010 0.767 0.014 0.000 0.002 0.000 0.006 0.818 

ARABLE 0.028 0.000 0.000 0.001 0.008 0.983 0.024 0.000 0.000 0.001 0.009 0.998 
ARABLEpw 0.026 0.000 0.000 0.003 0.022 0.970 0.019 0.000 0.000 0.003 0.025 0.958 
URBANshare 0.022 -0.001 0.009 -0.001 0.007 0.097 0.011 -0.000 0.005 -0.000 0.004 0.111 

HUMANARABLE 0.022 0.001 0.008 0.001 0.008 0.894 0.010 0.000 0.006 0.000 0.006 0.857 
B 0.021 -0.000 0.003 -0.001 0.008 0.062 0.016 -0.000 0.003 -0.001 0.007 0.044 

AGROWTH 0.020 0.004 0.064 0.000 0.005 0.902 0.009 0.002 0.042 0.000 0.003 0.896 
UNEMP 0.019 0.000 0.000 0.000 0.005 0.516 0.011 0.000 0.000 0.000 0.004 0.600 

CAP 0.018 -0.000 0.000 -0.000 0.036 0.685 0.024 -0.000 0.000 -0.002 0.045 0.426 
L 0.017 -0.000 0.003 -0.000 0.005 0.267 0.009 -0.000 0.002 -0.000 0.003 0.268 

MU 0.014 0.000 0.002 0.000 0.007 0.674 0.011 0.000 0.002 0.000 0.005 0.498 
HUMANEMPL 0.012 -4.986 263.469 -0.000 0.006 0.406 0.007 -6.006 246.996 -0.000 0.006 0.376 

CPWLAND 0.009 0.000 0.000 0.000 0.013 0.707 0.008 0.000 0.000 0.001 0.043 0.650 
HUMANLAND 0.009 -0.011 6.117 -0.000 0.014 0.606 0.009 -0.940 21.195 -0.002 0.049 0.313 

Burn-ins 0.6m 0.4m 
Iterations 6m 4m 
Cor PMP 0.99 not applicable 

Note: Robust variables are shaded 
Source: own study. 
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implied that countries separated by a sea or/and high geographical distance were characterised by less 
similar production structures. These results should come as no surprise, as geographical distance is 
associated with higher transportation costs and hampering the possibility of vertical integration 
through global value chains or multinationals. 

The difference in real GDP per capita (RGDPpc) was characterised by PIP equal to one regardless of 
the employed prior structure. Positive PM suggested a negative relationship between RGDPpc and struc-
tural similarity. This result can be traced back to Linder hypothesis (1961), as countries with a comparable 
level of development are characterised by more similar consumption structures.2 In turn, consumption 
structures affect production structures. This conclusion should be confronted with the notion of the  
U-shaped relationship between real GDP per capita and specialisation proposed by Imbs and Wacziarg 
(2003). Accordingly, as GDP per capita of a country increases, the country diversifies its production struc-
ture until it encounters a critical level of GDP per capita, henceforth re-specializing. Consequently, if 
countries above the critical level of GDP per capita are specializing, the result obtained here suggests that 
they must specialise within the same sectors, as their GDP per capita levels converge. 

 

 

Figure 1. Semiparametric and nonparametric estimation results (dependent variable KSI) 

Source: own elaboration. 

The product of real GDP per capita (RGDPpcPROD) was characterised by the PIP higher than prior 
inclusion probability, and it entered with a positive posterior mean in all BMA specifications. This puz-
zling result implied that the higher level of RGDPpcPROD is associated with a lower similarity of pro-
ductions structures. When structural similarity was regressed on RGDPpcPROD alone, the point esti-
mate was not statistically significant, and only the inclusion of RGDPpc made it statistically significant 
(at 0.001 level). The jointness measure of Lay and Steel (2007) classifies this pair of variables as strong 
complements: their joint inclusion in the model vastly improves it compared to the inclusion of each 
of these variables alone (the value of Lay and Steel (LS) measure was 6.84). This result suggests that 
there was a nonlinear relationship between RGDPpc and structural similarity. A line fitted with a pe-
nalised spline smoother (Ruppert & Carroll, 2000) with 95% confidence interval is shown in panel b) of 
Figure 1. The decreasing GDP per capita distance raised structural similarity at an increasing rate near 
the beginning of the horizontal axis. When a semi-parametric regression (Ruppert et al., 2000) was run 
with all robust variables, the relationship between KSI and RGDPpc became linear in panel a) of Figure 
1. A more interesting feature of the graph is the cut off around 0.3 for panel b) and 0.37 for panel a). 
Following the Linder hypothesis, this might suggest that a structural similarity can be driven up by the 
similarity in the stage of development only until some point for two reasons. Firstly, differences in 
preferences inherent for specific countries – associated with tradition, history, and culture of given 

                                                                 
2 The impact of income on economic structure has been widely confirmed in the literature (Bonatti & Felice, 2008; Foellmi & 
Zweimüller, 2008; Duarte & Restuccia, 2010; Boppart, 2014; Caron et al., 2014, 2017; Buera et al., 2015), in which authors 
model the transition of economic structures on demand-side by using non-homothetic preference and changes in relative 
prices among sectors induced by disproportionate growth rate of technological progress. 
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countries – might maintain some fixed levels of consumption structure difference unaffected by 
changes in GDP per capita. Secondly, even if the two countries shared identical preferences and con-
sumptions structures, their production structures could differ due to differences in natural resources 
and factor abundance. One problem that could not be dealt with within the BMA framework was sim-
ultaneity, which I consider in the next subsection. 

The absolute value of the difference of ratios of capital to arable land (CAPARABLE) was associated 
with posterior inclusion probability equal to 0.59 and 0.36 for Strategy I and II, respectively. A negative 
posterior mean was somewhat puzzling, as large differences in relative factor abundance are associated 
with less dissimilar production structures. The jointness measure suggested that the variable was a com-
plement of RGDPpc and RGDPpcPROD (LS measure 2.73 and 2.74 for RGDPpc and RGDPpcPROD, respec-
tively). As those variables were proxies for similarities in countries’ prosperity, CAPARABLE could have 
also been used as a proxy for the stage of development, capturing differences not inherent to GDP per 
capita. With this interpretation, higher differences at the stage of development would be associated with 
lower structural similarities. A dummy variable indicating that both countries were members of the Eu-
ropean Union before 2004 (OLDEU) was robust under Strategy II, with posterior inclusion probability 
equalling 0.56. Although, the dummy variable was fragile under Strategy I, with PIP equalling 0.303. Sur-
prisingly, a positive posterior mean indicated that old EU member states were on average characterised 
by less similar production structures. When the variable OLDEU was included in the model alone, it was 
characterised by a negative coefficient, and it was statistically significant at any conventional level. The 
inclusion of RGDPpc in the model changed the sign of the coefficient, indicating that after controlling for 
differences in the state of development, the effect of long-lasting integration was associated with a lower 
degree of structural similarity. As the EU15 were able to enjoy the benefits of the common market for a 
longer period of time, the countries could have specialised according to their comparative advantage. 
This conclusion is strongly supported in the empirical literature (Amiti, 1999; Brülhart, 1998a, 1998b; 
Brülhart & Traeger, 2005; Combes & Overman, 2004; Midelfart-Knarvik & Overman, 2002; Midelfart-
Knarvik et al., 2003; Storper et al., 2002). Midelfart-Knarvik et al. (2002) go even further, showing that 
European economies are becoming less similar in terms of the structure. 

Unsurprisingly, intra-industry trade in intermediate goods (IIT) was listed as one of the robust de-
terminants of similarity of production structures. The variable was characterised by PIP equal to 0.85 
and 0.62 for Strategy I and II, respectively, while the posterior mean was negative and ranged from -
0.17 to -0.12. This result should not be unexpected, as the similarity of production structures was most 
likely accompanied by high intensity of intra-industry trade. Still, a critical question was whether the 
direction of influence goes from IIT to KSI or the other way around. I consider this issue in the next 
section. Bilateral trade (LNTRADE) was also classified as robust with 0.54 and 0.68 PIP in Strategy I and 
Strategy II, respectively. The posterior mean ranged from -0.014 to -0.009, indicating that higher trade 
is associated with more similar production structures. An economic interpretation here was somewhat 
troublesome, as comparative advantage theories of trade predict that higher trade promotes less simi-
lar production structures through specialisation. On the other hand, theories incorporating trade as a 
mean of technological spillovers (e.g. Grossman & Helpman, 1991a) provide an alternative explanation. 
By facilitating technological transfers, trade can serve as a mechanism of promoting technology-based 
specialisation with patterns resembling those of the trading partners. Nevertheless, there remains the 
issue of possible reverse causality between international trade and structural similarity. 

Differences in the number of patents per one million inhabitants (PATENT) were characterised by 
PIP higher than the prior value and positive posterior mean under both BMA specifications. PATENT 
was a proxy for differences in technological development and technological potential of two countries. 
The positive posterior mean suggested that differences in technological development were associated 
with lower structural similarity. The role of technology in the structural change is extensively studied 
in economic models (e.g. Grossman & Helpman, 1980, 1991b) and empirical research (e.g. Chiappini, 
2014), especially in the context of innovation and entrepreneurship (Crudu, 2019) as well as catching-
up economies (Paliokaite, 2019). The results for PATENT affirm the role of technology for structural 
similarities. Differences in foreign direct investment flows (FDID) – with PIP equalling 0.51 for Strategy 
I – was another robust determinant of structural similarity. A posterior mean equal to 0.003 suggested 
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that differences in FDI flows were associated with dissimilar production structures. As FDI contributes 
to vertical integration, they might promote the development of similar production structures between 
origin and host countries. The results obtained in this research suggest that host countries’ flows might 
assimilate production structures of investing countries. Nevertheless, we may expect host countries to 
be at the lower parts of the value chain, with sectoral classification remaining unchanged. The exist-
ence of a link between FDI, vertical integration, and specialisation is supported by Vogiatzoglou (2007) 
for Asia, while by Dupuch and Maizer (2005) and Vechiu and Makhlouf (2014) for the EU. 

Finally, the last two variables classified as robust under both strategies were the absolute value of 
the difference between Bayesian Corruption Index measures (BCIDIFF) and the product of the Bayesian 
Corruption Index (BICPROD) for two countries. The posterior inclusion probability for BCIPROD was equal 
to 1, while the posterior mean was positive under both specifications. BCIDIFF was also characterised by 
a positive posterior mean and PIP equal to 0.76 and 0.68 for I and II Strategy, respectively. In effect, the 
analysis suggests that, on the one hand, countries characterised by a vast difference in the level of cor-
ruption have dissimilar production structures, and in general, countries with high levels of corruption are 
structurally heterogeneous on the other. Moreover, jointness measures showed that the two variables 
are strong complements (LS measure: 3.75), which meant that each of them was carrying different infor-
mation about the variation in KSI. BCIPROD included alone in the model was insignificant, but upon the 
inclusion of BCIDIFF it was statistically different from zero at any conventional level. Additionally, BCDIFF 
was a strong complement of RGDPpc and RGDPpcPROD, while BCIPROD of RGDPpcPROD with LS 
measures equalled 3.75, 3.79, and 6.84, respectively. It would seem that all four variables amplified their 
influence on structural similarity, and each of them was associated with a different part of the variability 
in KSI. Bilateral relationships of all the aforementioned variables and KSI were depicted in the scatterplot 
matrix in Figure 2. So far, neither theoretical nor empirical links between corruption and structural simi-
larity or specialisation have been established, although Chang et al. (2015) provide a model in which 
corruption and growth can coexist in the presence of specialisation. 

 

 

Figure 2. Bivariate relationships between KSI, RGDPpc, RGDPpcPROD, BCIPROD, BCIDIFF 

Note: OLS fitted line is green, while the results of nonparametric regression along with 0.95 confidence band is red. 
Source: own elaboration. 
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Turning to standardised posterior means, GDP per capita difference, Bayesian Corruption Index prod-
uct exerted the most substantial impact on structural similarity, followed by GDP per capita product and 
marine border dummy. The strength of the influence of intra-industry trade, differences in the Bayesian 
Corruption Index, bilateral trade, and differences in the number of patents was considerably smaller. For 
all other variables, the values of posterior means are sensitive to the choice of estimation strategy. 

The above results went through vast robustness checks in terms of dilution prior, g prior, and 
model prior structure.3 The presented results are not sensitive to changes in prior specifications, yet 
some comments are due. The specifications of BMA with RIC g prior – including binomial model prior 
– reproduce results comparable with the ones encountered in Strategy I. In specifications with beta-
binomial, prior results are comparable with Strategy II. This brings overwhelming evidence that MB, 
RGDPpc, BCIPROD, RGDPpcPROD, IIT, BCIDIFF, PATENT, and LNTRADE are, in fact, robust determinants 
of structural similarity. Moreover, LNDGEO, CAPARABLE, FIDD, and OLDEU are robust within the sets 
of priors associated with Strategy I and II, respectively, which engenders more arguments for their 
robustness. When one of the g priors not recommended for the data at hand is used (Fernández et al., 
2001), all the above variables are classified as robust. Furthermore, with ill-advised g priors – namely 
Hannan-Quinn (HQ) and unit information prior (UIP; Kass & Wasserman, 1995) – the number of robust 
variables was vastly extended. Except for the variables presented in the main results, under UIP and 
HQ, PIP higher than 0.5 characterised LAND, HUMAN, POPDIFF, CPW, CPWARABLE, TRANS, LNRGDP-
PROD, and LNPOPPROD. The values of PIP for those variables vary from specification to specification. 
In the last set of robustness checks, flexible priors were applied, namely Empirical Bayes g (George & 
Foster, 2000; Hansen & Yu, 2001) and hyper-g (Liang et al., 2008; Feldkircher & Zeugner, 2009). Under 
flexible priors, except for the variables in the main results, LAND, HUMAN, POPDIFF, and CAPLAND had 
PIP higher than prior inclusion probability. The inclusion of these additional variables in the robust set 
might be explained by higher susceptibility of these priors to the noise in the data. This explanation is 
rather convincing, as even when all the variables from the main results are included in the model, they 
can only account for 75.6% of the variability in structural similarity. 

Panel data setting 

The results obtained with the Moral-Benito (2016) approach to Bayesian model averaging for dynamic 
panel models with weakly exogenous regressors and fixed effects are depicted in Table 3. Raftery 

(1995) considers variables robust if � ������ is higher than 1, which implies that variables improve the 

model, while Masanjala and Papageorgiou (2008) advocate � ������ higher than 1.3, which corresponds 

to a 90% confidence interval. The most stringent condition for robustness is proposed by Sala-I-Martin 
et al. (2004), who require the absolute value of the ratio to be higher than 2, associated with a 95% 
confidence interval. According to this scheme, differences in the level of corruption, real GDP product, 
intra-industry trade, and total trade are robust, while all other variables are fragile. The fragility of 
differences in capital to arable land ratio, the number of patents, GDP per capita, and foreign direct 
investments is understandable. Those variables influence economic structure in the long run, while 
their impact in the shorter period is somewhat limited. 

Posterior mean on the lagged structural convergence (KSIlag) is slightly above one, and it is char-
acterised by almost 29 times smaller posterior standard deviation. The result indicates persistence in 
terms of structural similarity and shows the pattern of divergence in EU member states over the ana-
lysed period. Intra-industry trade positively influences structural similarity even in the short run, while 
the outcome supports a long run prediction. Consequently, the results obtained in the cross-sectional 
setting remain valid after accounting for reverse causality. Conversely, accounting for reverse causality 
changes the sign of the posterior mean in the case of international trade and supports the relationship 
between trade and economic structure described in neoclassical theories. Combined results from 
cross-sectional and panel data setting show that – in the short-run – intensified trade ties contribute 

                                                                 
3 Results are not reported here for brevity but are available upon request. 
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to structural divergence, yet the countries characterised by higher bilateral trade are also more similar 
in terms of sectoral composition. 

 

Table 3. BMA statistics for panel setting 

Variable PIP PM PSD PM/PSD 

KSIlag - 1.105 0.039 28.701 

BICPROD 0.998 0.002 0.009 0.241 

BICDIFF 0.998 0.029 0.014 2.109 

CAPARABLE 0.997 -0.003 0.007 -0.457 

PATENT 0.989 0.004 0.005 0.741 

RGDPpcPROD 0.985 -0.048 0.014 -3.369 

IIT 0.982 -0.020 0.006 -3.564 

LNTRADE 0.981 0.065 0.010 6.269 

RGDPpc 0.970 0.002 0.010 0.175 

FDI 0.914 0.001 0.002 0.500 
Source: own study. 

BICPROD turned out to be fragile while BICDIFF – robust, and the sign of posterior mean for differ-
ences in the level of corruption was the same as in the cross-sectional analysis. Changes in the level of 
corruption affected structural convergence in the short and long run. Accounting for reverse causality 
demonstrated that the causality goes from corruption to economic structure and not the other way 
around. Differences in the level of development were fragile, suggesting that they impact economic 
structures in the long run. Conversely, the product of real GDP per capita was robust, and the posterior 
mean for RGDPpcPROD had the same sign as in the cross-sectional exercise. Accordingly, as countries 
are getting richer and converging in terms of the level of development, they are converging in terms 
of economic structures both in the short and long run. The results also show that the causality goes 
from the level of development to economic structures, which provides further evidence for theories 
that link changes in the level of income with structural change. 

CONCLUSIONS 

The application of Bayesian model averaging allowed to identify eight variables that prove to be robust 
determinants of structural similarity in the long run, regardless of the employed prior specification, 
namely marine border dummy, difference and product of real GDP per capita, difference and product 
in Bayesian Corruption Index, intra-industry trade, difference in number of patents per one million 
inhabitants, and the volume of bilateral trade. Furthermore, under multicollinearity dilution prior, ge-
ographical distance, difference in capital to arable land ratio, and difference in FDI flows are classified 
as robust. Finally, the dummy variable representing membership in the European Union before 2004 
is robust only under tessellation prior. Interestingly, the differences in absolute and relative factor 
abundance do not seem to influence the degree of structural convergence.  

The results suggest that there is a strong negative relationship between GDP per capita distance 
and structural similarity, although income convergence can bring structural similarity only until some 
point. If the link between the variables is driven by demand, there might be some natural constraints 
imposed by differences in culture and in available resources and factor endowments. Changes in the 
level of development impact economic structures in both the short and the long run. Moreover, once 
the effect of GDP per capita distance has been accounted for, the impact of the European common 
market on structural similarities becomes negative. This notion is consistent with ‘the Krugman View’ 
(1993) and predictions of economic geography in general, along with the Imb’s and Wacziarg’s (2003) 
U-shaped specialisation curve. Accordingly, further European integration may lead to structural diver-
gence. On the one hand, less similar production structures might be associated with international spe-
cialisation according to comparative advantage and the effective allocation of resources. On the other 
hand, they pose a risk of asymmetric shocks and an increased need for independent monetary policy. 
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Bilateral trade plays a prominent role in the promotion of structural convergence. It is associated 
with more similar production structures in the long run, and a theoretical explanation for this phenome-
non must be found outside the reality of comparative advantage theories. Accounting for reverse cau-
sality in the above study showed that international trade leads to structural convergence in the short 
run, along with the predictions of neoclassical trade models. Intra-industry trade affects structural simi-
larity positively in both the short and long run. This result indicates the prominent role of the integration 
of production processes in European value chains for structural convergence. Accounting for reverse 
causality in the above study assured that the direction of causality goes from higher trade in intermediate 
inputs within the same sectors to changes in economic structure. In turn, this notion is reinforced even 
further by the relevance of FDI flows in explaining the structural similarity. We should emphasise that 
this type of integration is beneficial from the viewpoint of the stability of the currency union in Europe. 
Furthermore, technological advancements are yet another driving force of structural similarity. National 
governments could speed up the process of structural convergence by establishing or improving the co-
ordination of supranational research and development at the European level. At the same time, the au-
thorities should remember these changes take effect in the long run. 

Finally, what influences structural similarity is corruption as both differences in the level of corrup-
tion and its overall level are associated with less similar production structures in the long run. Changes 
in the level of corruption impact structural similarity in the short run as well, and the panel exercise 
above showed that the direction of influence goes from corruption to economic structures. Still, this 
relationship requires further investigation as it has not yet received attention in practical and theoret-
ical models. Moreover, we should highlight the main differences between the results obtained in the 
study presented above and in the existing empirical literature. Wacziarg (2004) and Crespo and 
Fontoura (2009) report a significant role of differences in factor abundance. On the contrary, this arti-
cle classified differences in both absolute and relative factor abundance as fragile. The analysis of the 
impact of differences in factor abundance gives significant results for many models with the data at 
hand. However, the results are not robust as they heavily rely upon the inclusion and exclusion of 
specific variables. Previous research reports a significant impact of these variables because it neglects 
to account for model uncertainty. Future research should give this matter more attention. 
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