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DROPOUTS AND TURNOVER: THE SYNTHESIS AND
TEST OF A CAUSAL MODEL OF STUDENT ATTRITION

AESTRACT

!

\

The purpose of this research is to investigate the determinants of
student attr{tion in IHE's. A causal model was developed which
synthesized r;search findings on turnover in work organizations and

on student attrition. Questionnaires were distributed to university
freshmen (N=1171). The data was analyzed using multiple regression
and path andlysis. Findings indicate that female dropouts are not
comnitted to the institution, did not do well in high school, do not
belong to canbus organizations, do not believe that a college education
will 'lead to employm.nt, perceive an opportunity to transfer, do not
believe that education leads to self-development, do not find daily
life at college repetitive, are not con.nitted to getting bachelor's
degrees, are not satisfied with being a st ident, know the social and
academic rules of the institution, do not participate in decision making,
do not feel that_they are being treated fairly, and do not meet with
staff énd faculty members informu:lly. The findings indicate that male
dropouts are not conmitted to tho institution, do not have a high
university GPA, are satisfied with being students, do not believe that
education leads to self-development, find their lives repetitive, do not
know the social and academic rules of the institution well, and may
live with their parents. This study indicates that the theories and
detemminants developed in rescarch on turnover in work orgunizations

are useful in studies of student attrition.
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DIOPOUTS AND TURNOVER: THE SYNTHESIS AND TEST OF A
CAUSAL MODIL, OF STUDENT ATTRITION

Introduction

Student attrition is widespread, and the rate of student attrition in most
institutions of higher education (IHEs) is high and has remained high for more
than cixty years. Summerskill (1962) reviewed 35 different studies of student
attrition made between 1913 and 1962. He found that the median loss of students
in four years was 50 percent, and concluded that the attrition rate had not cha.ngedé,
appreciably between 1920 and 1962. Astin (1972), using a national sample, reported
that 41.5 percent of the students enrolled in 1966 had nof graduated and were not
enrolled four years later. Iffert (1958) reported similar findings. in a. survey
of 147 institurions. Significant dropout rates have also been reported in Canada
(Mehra, 1973) and Great Britain (Richling, 1971; Vaizey, 1971). |
Explaining the variation in student attrition has long been a major concern
of the schulars associated with the field (Astin, 1975; Cope and Hanna, 1975;
Heywood, 1971; Knoell, 1960; Pantages and Creedon, 1978; Sexton, 1965; Spady, 1970;
Summerskill, 1962; Tinto, 1975). The majority of the studies of student attrition

have been correlational studies at single institutions, often using follow-up

_surveys to attempt to establish why students left an institution. More recently,

beginning with the work of Spady (1970, 1971) and Tinto (1975), theorctical models
have been advanced to explain the variations in student attrition, and in the
case of Spady, tested. Both of these models of student attrition werc based in
part on Durkheim's theory of suicide (1961). The link between dropping out of
school and suicide is sugpested as a theoretical basis for these models, but there

is insufficient evidence for this promise.
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Ot - serious wea}knesses characierize the existing studies of student
attrition. First most studies ignore major bodies of literature, and thus are
not inclusive in' their coverage of the major determinants of student attrition.
Second, mos. studics do not distinguish between the determinants of student
attrition (anclytic variables) and the correlates of student attrition (danographic
variables). The main problem with these previous models of student attrition
(Spady, 1970; Tint%, 1975) lies in the fact that the definition of variables used
in the analysis renicred the models unsuitable for path analysis. Specifically,
strict attention was not paid to the recursivencss (directionél causality) of the
theoretical models, nor to the discreteness of the viriables. For qxa:ﬁple,

. Spady's (1971) definition of "normmative congruence'' contains five major clusters
of variables inéluding a student's high school contacts; peisonality dispositions;
moral values,; attitudes toward the target population; and measures of campus sub-
cultural orientations. Thus, no conclusions can be reached as to what elements
of this mecasure are significant. |

Other writers have decried the lack of theorctical studies about student
attrition (Knoell, 1960; Pantages and Creedon, 1978). Because many of the past
attritioln studies lacked a theoretical base, and have involved simple correlations
between dropout and selected student or institutional characteristics, little is
knéwn about the reasons why a student is likely to leave a particular institution.

. Purpose

The purpose of this study is to: (1) apply a causal model adapted from employee
turnovér in erk organizations to student att:ritidn in IlFs; (2) test the explanatory
power of this model of student attrition; and (3) to rank order the variables by

the extent to shich they explain variations in student attrition.  For the purposess

~
\

ERIC - 3



-

\ ’ -3 -

of this study, student attrition is defined as the cessation of individual student
membership in ar institution of-higher education. Thus, the perspective of this

research is that of a single orgaaization. Student attrition is associuwied with

. mombership at a particular institution, rather than menmbership in IHEs in general.

ERIC

A basic asstmption informs this research. It is that student attrition in
IHEs is analogous to turnover in work organizations. That is, students leave IlEs
for reasons similar to those that cause employees to leave work organizations.

The model of student attrition used in this study is adopted from a model developed
by Price (1977) of twrnover in work organizations. Themodel of student attrition
was dévelo’ped through a review of the literature on turnover in work organizations',
as well as the past research on student attrition (Bean. 1978). This causal model
containing four categories of variables was deVeloped through a synthesis of
rescarch in these tw% related areas. The nodel contains the dependent variable,

dropout; the intervening variables, satisfaction and institutional commitment,;

the orga..izational determinants; and the background variables.

Figure 1 and Table 1 About Herc

The causal model of student attrition (Figure 1) is similar to Price's (1977)
model of ‘gnplqyee turnover chiefly in that organizational determinants are
expected t;> affect satisfaction, which in turn is expected to influence dropout.
(Sce Table 1 for the definition of variables.) Background variables have been
added to this mndel to reflect the influences of a student's prematriculation
characteristics on the student's interaction with the organizat fon.  Pay, which
is viewed as one of the most significant indicators of turnove. in work orpanizations
(Price, 1977) suggested several surropate measures used in this study.  The first

of these was university GPAL Spady (1970, p. 77) considered prades

e Y
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as "extrinsic and are used as tangible resourcc!s in the quasi-occupational role-
playf ng of the carcer oriented student in his neg,otiations for improved
opportunity for success.!" Three othor surrogate measures for pay were used.
Development and institutional quality are expected to influence the potential earn-
ing power of a student. Practical value indicates the student's assessrnenf of
the usefulness ot: his or her education for getting a job.

Figiire 1 represents the causal relationships between the variables defined
in Table 1. The arrows rep;resent the direction of the causation, and the sign
indicates whether there is a positive or negative relationship. This figure

" is a summry of the provositions used to construct the model initial_l.y. Each
propo'sition tak;:s the form: !'successively higher (lower) amounts‘of X (the
determinant) will likely produce successively higher (lower) amounts of student .
attrition'" (Zetterberg, 1965). The assumption is made tilgt the determinants are
additive and not multiplicative. It is acustomary assumption that each of the
propositions is qualified by the phrase "other things being equal." The literaturce
which supports these propositions is provided elsewhere (Bean, 1978, 1979).

Basically, the model indicates that the background characteristics of
'students must be taken into account in orgier to understand their intesaction within
the environment of the IHF. The longitudinal nature of the dropout process has
been noted by Spady (1970), and Tinto (1975). Next, the student interacts with
the.institution, preceiving objective measures such as grade point averapge or
belonging to campus organizations, as well as ssubjective nr asures, such as the
practical value of the education and the quality of the inst.ituticm. The.se
variables are in turn expectet to influence the degree to which the student is

satisfied with the THE., The level of satisfaction in turn is oxpected to inercase

~1
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the level of institution:al ccmitment. Institutional conmitrent is seen as leading -
to a decrease in the likelihooci that a student will drop out of schno! )

It should be indicated here that the model is quite tentative, . label
“ecausal model" is rot meant to imply great sophistication. No model i:i the social
sciences is likely to do away completely witih the problem of spuriousness. The
current model being tested might be considered in the way sugziested by Kim (1975).

If this were actually the causal sequence of the variables , the path coefficients

indicate the way in which the model works.

Data Collection

. To test the causal model of student attrition, an instrument was developed,
. pilot tested, and administered to a freshman composition program st a major mid-
western university in Deceimber of 1977. The packets were picked up anc returned
by the instructors of 88 sections which had a total enrollment of 1,836 students.
The 1,195 questionnaires returned contained 1,111 of the 2,587 new freshmen at the
university. The rate of return‘of the questionnaire was about 66 percent; 98 percent
of the retumed questionnaires were usa.ble. A homgenious subsanple of 366 males and
.541 famles was used in the analyses. control of population homogenity by selection
was established by the use of five demographic characteristics., These are: age,
und?r 22 years; race, caucasion; citizenship, U.S.; ethnicity, exc:}\tﬂ&j Chicanos
an/d Puerto Ricans; marital status, s\jng]e. Four organizational variables were also
controlled by selection: number of senesters enrolled, current semester is the
student's first; transfer status, transfers were excluded; freshmen status, only
freshmen (i.e., less than 28 semester hours eredit) were included; only full tine
students, those enrolled for 12 or nore semesiter hours, were inc]udod.‘
The sanple is biased townrd higher ahilioty studonts,. The selected sample
was tamposied of 40 perecent in the top gquartile of ACE seores; 40 pereent inthe

second quartile of ACT <cormer; I8 pereent in the thivd guartile of ACT score:; and

ERIC S
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only 2 percent in the lowest quartile of ACT scores. .ational ACT norms of 1977
run as follows: top quartile 17 percent, second quartil.. 28 percent, ‘third
quartile 26 percent, bottom quartile 20 percent (ACT, 1977). The bottfom quartile
is c¢learly under-represented, especially as compared to the national nommns.

Data were collected by means of a questionnaire contaiqing 107 items from
wbich_ measures of 28 .variable‘s were obtained. Fifteen indices for variables were
oonstnié:ted through the use of factor analysis. -'Ihi?t‘éen variables were measured
through single item indicators. Dropout was:indicated by registration information
provided by the university registrar in the fall semester of 1978.

Measurement of the Variables o

Measures in this section are based on the perceptions by i‘ndivid‘uals of
structural concepts such as centralization, psychological concepts such as
satisfaction, or facts such as ACT scores. Aik:m aiki Hage (1967) have defeﬁded
the perceptual approach to the measurement of structural concepts. It is assured
in this research that students would perceive no strategic advantage iri biasing
their responses to questions requiring factual responses. However, normmative
pressures would suggest that biases would be likely to occur in a positive
normative direction. For example,. dropping out is not dos;irablc,: bchavic;i\) and the
extent of this bechavior is consistently underestimated (Astin, 19'5). Gra'.ldes,
which are considered a positive sanction (Davis, 1966), would likely bé over-
estimated. Only the dependent variable was measured fran institutional 1:c=f.:ord,'s and

not from student self-reports,

—— o

Three types o' validitv were used in assessing the measures. The first is

content, or face validity. Kerlinger (1973, p. 483) di-fines content validation as
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'\‘eing "guided by the question: Is the substance or content of this measurement

ERIC

representative of the content or universe of content of the property being measured?!!
Content validity was assessed in interviews with the students who piloted the
questionnaire on three occasions, and is assumed for all measures. The second
tyPc of validity, concurrent validity, involves factor analysis for the creation
of the indicies used in scoring the variables. The logic of concurrent validity

is as follows: factor analysis identi_fi es statistical similarities or patterns
existing in data sets. If these'patterns, or factors, correspond with the
questions which theoretically measure a single concept, then concurrent validity is
established. 'I‘hé fifteen indicies produc\ed by factor analysis all reflected
concepts consistent with expectations, indicating a reasonable degrée of concurrent
validity. Convergent validity is also detennined by factor analysis, and is said
to exist when all the factor loadings for the items in a particular factor are

relatively high and fairly consistent between'items. As can be seen from Tablc 2,

a reasonable amount of convergent validity exists in these measures.

Reliability of the Measures
Cronbach's cuefficient alphas (Cronbach, 1951) ware computed by SPSS

subprogram Reliability. Re iability coefficients measure the amount of exror in

a series " observations of a single event (SPSS, 1977 pp. 60-61)., The

reliability coefficients of the 15 indicies used in this research appear in Table 2.
None fall below .50 which is recammended by Nunnally (1967, p. 526) for exploratory
rescarch. The coefficient average is .75, which is near .80 which Nunnally

recaomnendss for basic rescarch.

-

The results of the measurement of the variables appears in Table 2. A

actailed discussion of the quesitionnairdé, and the itoms selected by factor analysis,
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. Table 2 About lere '
appear elsewhere (Bean, 1978). In general, the questions have the format of a

Likert-1ike scale, ranging from one to five. For example, "To a very small extent"
is scordd one and 'To a very great extent" is scored five, with intemmcediate values
given intermediate scores. It is j,mportant to note the r1ange ot values when looking
at the means and standard deviations, beéause the number of items included in an
index influences the s)ize oﬁ; these staiistics. With the exception of socio-
economic status, missing cases are not a problem in this research. All missing
cases were treated by pair-wise dele?tion where they existed in the data.It should
be remembered that thfe variable "Campus Job" is not an indicator of hziving a canmpus

Jjoh. but in reply to the question: '"Could you attend the university without a canmpus

Job?"' This is why more than 90 percent of the students responded ''yes' to the question.

Data Anulveis
Two statistical procedures will be used to analyze the data. The first is

miltiple regression, and the second is path anﬁlysis.

' Multiple regression was selected for two key reasons. First, it indicates
the net effects of each variable in a regression equation. The net effects, that
is, the comparative impact of an independent variable on a dependent ':ariable with
all othei indepgndent variables controlled, shows the relative importance of each
independent variable in explaining variation in the dependent voriable. The e
net effects arc called beta weights. ‘ihe second reason for using multiple regression
is that it provides an assessment of the over all influence of the independent variabless
on the cjependen_t variables., This is the R?‘, or the amount of variance in the
dependent variable explained by all the dependent variables working together, The
adjusted R2 (ﬁz. adjusted for the degress of freedom) in(.iicates the total. explanatory

\
power of the theoretical model previously dovo]opod./ Multiple regression will also

LL%; | 1]
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identify which variables in the regression equation are stati}stically significant

using the F-ratio. The level of significance chosen for this research is p £ .05,

The second statistical procedure used in this analysis is referred to as ‘
path anailysis (Heise, 1969; Kerlinger and Pedhazur, 1973, pp. 305-382 ; Land, 1969).
This is an application of multiple regression analysis in conjunction with causal
" theory. The causal linkages are posed a pridri and the causal theory developed by
the researcher. This causal theory specifies an ordering among the variables that
reflects the presumed structu.e ;f the cause-effect linkages. Multiple regression
" shows the strength and direction of these linkages. As Kerlinger and Pedhazur
(1973, p. 305) write: ", . . Path analysis is not a method for disecovering causes,
but a method applied to a causal model » formulated by the researcher on the basis
of knowledge_ and th;aoi‘eyical considerations," 'lhefefore, it is useful in testing’

¢

theory rather than generating theory,

'1
Several “assumptions should be met in order to us» multiple regression and

\

(13

path analysis, The first assumption of multiple aggression is that the relation-

ship between the variables is additive, not multiplicative: that is, that the

~

variables do not interact. Two interactions were expected: one betwoen satisfaction
~and opportunity, and the second based on the sex of the subjects., The test for

1

interaction effects was done by using an "increase in 1{2 tes: ! and checking the signifi-

cance of the F-ratio for interaction tems in the r'egressicm.L

11“0r any increment in R2 calculation, the multiple Rz x,é'illobo used.
The test statistic is an F-ratio in the formt of I-‘:(RH—R‘f)/b/

(é-&t? )/n~a-b-1,. where RZ is the I{Z for the second model, RS is the

R fo{’ the first model, gx = number of variables in model I, g) is the
numnber of variables added to model I to fret model II, and n = nunber

of cases (Kerlinger and Pedhazur, 1973, p. 70). The cquation for

Model 1 is Y-t x.+b, X +a, and Model IT is Y-b.x X, X, X, ta, where

X,X, is the nmft.lpli‘c;‘itiv;; or "interactive" L(Ln;l. “IT zu]1 Tnteration
e}fgct exists, then the R™ for the (-xumtiog in Model ii should be laryeor
than for Model I. A .02 increase in the R will be considered si fmifi-
cant, as suggested by land (1909, p. 61). For the Ferot io, p = .05
will be considered statistically sigmificant .

ERIC i o
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No interaci.ion effect was found for any of the oppbrtunity variables. An
interaction effect was found, however, between sex and satisfaction. Because of
this discovery in the data, subsequent tests of the assumptions, and the regressions
involved iu path analysis ‘;nd iesting the model, occur separately for males and
females.

The second assumption is that the relationship tetween the variables are
linear. Lincarity was tested through the SPSS subprogram Breakdown. The F-ratio for
the significance of lincarity was campured with the F-ratio for the significance of
deviation from linearity. Dichotomous variables such as dropout are not tested
for lincarity since relationships with a dichotomous dependent variable are always
linear. Three non-linear relationships were found, and several strateé:ics were used
to improve the linearity of these relationships. In the case of goal commitment
and satisfaction for females, and goal commitment and institutional commitment for
miles, the linearity of these relationships could no. «~ improved, and therefore no
conclusion should be druwn about these two relationshi, . based on this study  All
other relationships between variables in the path model were found to be linear,

The third assumption necessary for multiple regression is that variables
are measure-l on an interval scale. All measures for this study were made on the
ordinal scale rather than on an intermnl scale, and thus the assizmption has not
been met.  Several researchers, including Bohrnstedt and Carter (1971, Heise (19G9),
Kim (1975a), and Land (1969) have demonstrated that multivariate parametrice
statistical techniques can be used with ordinal level measures.  As Bohmstedt
and Carter (197 ) conclude, "when one has a variable which is measured at Jeast at
the ordinal level, paramet-cic statisties not only can be, but should be applied.”

(p. 132). Therefore, the meassurcs in this study will be romrded as having intervial

properties and will be analyzed by nultiple rgrressiion and path analytic technigue:s,

ERIC 2
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The fourth assumpticn, that of independent errl'or termms, cannot be damonstrated
and wi_ll simply be assumed for the purposes of this research. |

The fifth assumption is that the independent variables are not highly inter-
correlated (i.e., above .70) (Kerlinger and Pedhazur, 1973,p. 94), which is
referred to as multicolinearity. As can be scen by examining the intescorrelations
between the background variables, and between the organizational deverminants, which
appear in Appenaix 1, multicolinearity is not a problem in this research.

Two rore assumptions are relevent for nultiple regression analysis: that the
error tems hsze constant various -- homoscedastisity -- and that the error terms
are normally distributed (Kim and Kohout, 1975). Both of these conditions are
assumed for the data. Fortunately, regression analysis is fairly robust (that is,
unaffected by the violation of these assumptions) and thus the violation of
either of these assumptions is alldmble.

One fi.nal assumnption is relevant to path analysis. It is that the model is
recursive. Recursiveness occurs when there is a one way causal flow between the
variables in the model (K :rlinger and Pedhazur 1973). According to Land (1969,

p. 34), there are two primary sources of information which can be used to support
the recursiveness of a set of variables. One source is the results of existing
experimental or empirical research, A large body of support for propositions
implicit in the causal model of student attrition have been presented elsowhere
(Bean, 1978, 197Y). The second ssiource cames from the theoretical assumptionss
underlying the particular model under investigation. The jocation of the
intervening variables based on the work of Price (1977), Spady (1970), and

Tinto (1973), greatly substantiates the theoretical assunptions needed for this
mode1 . Also, the temporal priority of the background varishles is in larpe

meassure undebatable.,
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Results for Multiple Re;_.:xitrssion

The use of path analysis in this study requires the rogression of the
dopendent variable on the background determinants, then on the organizational
determinants, then on the intervening variable satisfaction, and finally on the
intervening variable institutional cammitment. Steond, the intervening variable
institutional coumitment must be regressed on the background variables, the
organizational determinants and the intervening variable satisfaction. Third,
satisfaction must be regressed on the background dotgmnina.nts and the organizational
determinants. Finally, the organizational deteminants significantly related to th
depcndent variable or intervening variables are regressed on the background variables.
The value given in the parenthesis following a variable in this section is the beta |
weight, or standardized regression coefficient. The sign of the beta weight
indicates whether the relationships between the independent variable and the
dependent variable is positive or ncgative. The size of the beta weight shifts
slightly between the regressions in which all variables are included and those in
which only significant variables are included. This is due either to nulticolinearity
or to supressor effects (Rosenberg, 1968, pp. 84-105).

For females, three variables are statistically significant in ¢ plaining dropout.
These were institutional commitment (-.47), institutional quality {.11), and

&,

routinization (.10) (see Table 3). The relationship for institutional commitment

Table 3 About Here

is in the predicted direction, and is clearly the most significant of the twe. . y-
eight variables upon which dropout was regressed. The zero order correlation between
routinization and dropout i not in the predicted direction. The zero order

correlation hetween institutional quality and dropout is in the predicted dirvection,

=18 i5
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(-.11), but the beta weight is not in the predicted direction (.10) The zero order

correlation between all other variables and the deendent variable dropout, are in

}

-

the pred}ttod direction with the exception of commnication (rules) (r=.04), socio-

economic stutus (r= -.08), and performance (r= -.16). The 28 variables in this model

account for 22 percent of the variance (1-22:.22) in the dependent varianle, dropout.

For males, four variables are significantly related to the dropout. By the

absolute magnitude of their beta weights, these are: institutional comni tment

(beta weight = -,29), routinization (.13), satisfaction (:14) and commnication

ERIC

(rules) (-.13) (sece Table' 4.). Clearly, institutional commitment is again the most

Table 4 About Here

important of the variables in predicting dropout. The zero order correlation for

all the variables with the dependent variable is in the predicted direction excépt
for satisfaction (r= -.01), routinization (r= .12), housing (r= -.06), campus
organizations (r= -.07), socio-economic status (r= -.01). Although the explanatory
power of the var ables as measured by the R2 is 16 percent, the ﬁz is only .09, This
can be accounted for entirely by institutional commitment, with a zero order

correlation of -~.30,

For both sexes, clearly the most important indicator of dropout is the inter--
vening variable, institutional commitment. For males, this i1s about twice as
important as the nearest competitor (routinization) and for femles, institutional
comitment is moe than four and one-half times as inmportant as institutional quality.
Routinization is a. » sigmificantly related to the dependent variable in both
instances.  However, for females, this influence is opposite the canected  direction,
Institutional quility for femiles although having a zero order correlation in the

expected direction, had net of forts of increasing dropout for women. It should be

15
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noted that the amount of variance explained for famles (ﬁz

= .22) is twice the
amount explained for the males (ﬁ2= .09).

Because of the importance of institutional commitment as an intervening variable &
in the theoretical model, institutional commitment was regressed on all variables
that prececded it in the model. These results are also provided in Table 3 for

females and 4 for males.

For females, nire variables are statistically significant in explaining

institutional comitment. By the absolute magnitude of their beta weights, these

are: opportunity (transfer) (-.23); satisfaction (.18); institutional quality (.16);
performance (.13); goal commitment (.10); practical value (.09); campus job (.08);
opportunity (job) (-.08); campus organizations (.09). All zero ordgr correlations
for the determminants that are in the predicted direction. The determinants in tile
model account for 34 percent of the variance in the institutional commitment for
females (R= .34).

Four variables are :.ignificantly related to institutional commitment for males.

By the absolu.c value of their beta weights, these were: opportunity (transfer)
(-.24); institutional quality (.21); development (.15); and communication (rules)
(-.11). Commmnication (rules) hed a zero order correlation in the expected direction
(r= -.03), but the standardized regressional coeffic ient was not in the expected
direction (-.11). All zero order correlations for all other organizational
deteminants are in the expected direction. The twenty-seven variables produced
R°= .22 for institutional commitment.

Satisfac;tion w 3 also considered an important intervening variable in this
study. For femiles, eight variables are significantly related to satisfaction.
These are, by absolute myymit ide for their beta weights:  development (.22); univer-

sity GPA (.20); performman - (-.15): routinization (-.14); practical value (.11);

a8
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institutional quality (.11); state resident (.10); and opportunity (home) (-.09).
All zero order correlations are in the expected direction cxcept for staff/faculty
relationships (-.01). The B2 for this regression was .38.

For nmales, four variables are significantly related to satisfaction. By the

absolute magnitude of their beta weights thesc are routinization (-.23); university
grades? (.14); development (.14); and housing (.13). The direction of the zero order
correlation between all the organizational determinants and satisfaction were in

the expected direction except campus job (-.01). The B2 for this regression of
satisfaction on the twenty-six variables is .18. .

It is important to note ‘that satisfaction, which is one of the t‘hree most
important variables in expla ning institutional camnitment for females, is not
significantly related to institutional commitment for males. However, institutional
quality and-opportunity (transfer) are significantly relatéd to institutional
commitment - for both males and females. Another major difference between these
regressions is that 34 percent of the variance in institutignal commitment is
explained for females, and onlyl 22 percent for males .ﬁ

Routinization, development, and university GPA are all significantly
related to satisfaction for both males und fomales. Perhaps most important is the fact
that satisfactis-n is positively related to institutional commitment for females, but not
significantly related to institutional commitment for males. The indirect effects of
satisfaction on dropout (through institutional commitment)  however, mkes satisfaction
and important intervening variable for femles. This deviant finding for satisfaction
in the case of miles is not ecasily explained. As in the case of the other two
important variables in this study, for satisfaction, the amount of explained variance

- _N
for femules (Rz-“f .38) i higher than for muies (R L 18).
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Results of Path Analysis - .

A8 suggested by Kerlinger and Pedhazur (1973 p. 1318), the nonsignificant
variables/with low beta weights were ramved from the regression equations for
males amé famles with dropout, institutional commitment, and sacisfaction as the
dependent variables. This allows for the development of a more parsinonjous model
without loosing explanatory power mecasured by the ﬁz. I!t also increascs the size of
the standardized regression coefficients for those variables where the value of the
beta weight would otherwise be decreased due to slight multicolinearity with the
nonsignificant variables. s

\

A
For female:s:, dropout was regressed on‘institutional commitment, routinization, and
N ;

institutional quality. 1In this regression,‘institutional quality is not significantly

rclatea to dropout, probably due to supressor effects. The size of the beta weights

2

(used as path cocfficients) are seen in Figure 2. The R°= .21, and nearly all of

Figure 2 About Here

this relationship is due to institutional commiiment. Of the eight variables

significantly related to institutional camitment in the regression with all variables

is the equation, all eight of these variables are significantly related to
institutional conmitment when regressed as a group. These eight va. iables produced

a §2= .34. Satisfaction was regressed on the eight variables significantly related

to satisfaction in the regression Gnuation with all varia;blcs entered, and all the
variables continued to be significantly related to szitisfaction except th -
variable :.tate resident. This variable is exciuded from the regression, and
Figure 2 shows the path coefficients for the seven variables significantly related

) ) ‘s
to satisfaction. . he R7=.2% isthe sane as for the regressicn containing all of the

variables.

~
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Organizational ciotenninants significantly related to either satisfuction,
institutional comitment, or dropout, were regressed on the five backpround
variables: home town size, peri‘oxmnce, state resident, socioeconomic status, and
distance home. Significant paths are shown in tne Figure 2 fér Females. As one
can see, of the background variables, 'only performance is signifiﬁcantly related to
either of the interveni}ng variables or the dependent variable. Also, the only
orggmzational detornﬁ’nant with more than .05 of explained variance is university
GPA (§2= .25). Thus, although these path coeff{icients are of some interest, with
phe exception of perfomwance,' they do not contribute substantially to the under-

standing of satisfaction, institutional commitment, or dropout.

For males, dropout was regresised on the four significant variables, plus gievg’a].op-
ment, because of its relatively high beta weight. These five variables are sigﬁmifi-
cantly related +o dropout with a ﬁz-' .12. Path coefficients for this regreésion

can be seen in Figure 3. Although only four variables are significantly related

to institutional commitment for males when all variables were entered in the
regression equation, four additional variables were included because of their
relatively high beta weights, and all eight were found to be statistf’c;ily
significant. By order of the absolute value oi‘ their path coefficients (bota
weights), these are: institutional quality (.27), opportunity to transfer (-.21),
development (.16), major (arca) (.14), perfomance (.13), distributive justice
(-.11), communication (rules) (-.11), and commmication requiroments  (,10). This
regression produced a RP= .24,

The four variables sigmificantly related to fg}t”i’s_ﬁgq}__ioﬂ when all variables are
in the equation are also sigmificantly reluted by themselves.  Howenver | whoereas

=2 . . . . . . . =2 .
the R™ forthe regression with atl variables in the equation is 18, ithe R” tor

8
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the regression with the four significant variablei is only .13. Algo, hovsing
is positively related to satisfaction (.10), contrary to c.-xlxvc'iat,i(>n§.

Again, determinants significantly related to satisfaction, dropout, institutional
aunnignont, were regressed on background variables, and.again, the influence of
perfonmxi'c*é“‘"'c;ﬁ. university GPA, and directly on institutioxial cammitment, are the
only paths worthy of note. Performance alone explains 28 percent of the variance
in university GPA.

In sumary, the R? was improved by'%he d@}etion d% ncn-significant variables
on institutional comitment for males from ( .22 ‘o .24) ond for dropout for males
(.09 to .12). 1In the case of satisfaction for \Males, the reduction in the number
of variables ch#nged.the 82 from (.18 to .13). ﬁbr females, the 72 'was substantially
the same in the trinmed models for dropout (changing from .22 té .21), institutional
commitment (.34 in both cases), and for satisfaction (.28 in both cases). Therefore,
the trimmed model is tenable for dropout and institutional commitment for both
males and females, and for satisfaction for females, but not males.

Discussion

Before proceeding with the discussion of the final models for males and femiles,
it is useful to recall the controls used in the study. To begin vith, a single
class at a single institution was used as the sanple, and this control by selection
eliminated possible confounding variables based on institutional and cnvironmental
differences. S=cond, the subjectSselected for analysis had to conform to the
following criteria: under 22 years of age, caucacion, U.S. cit.rens, non--Hispanice,
sl gle, first semester, first-time freshman, not transferred from other institutions.
Third, the analysis is based upon multiple regression, so that the standardized
regression coefficients show the influence of an independent variable upon the

dependent variable controlling for all othier variables in the cauation. Also, the
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path coefficients for variables in a single regression equation are coamparable.
A path L-mfficient from Xl to the dependent variable of .20, and a path coefficient
from X, to the dependent variable of .10, means that X; ' 's twice the influence on
the dependent variable as does ‘(2 Path coefficients from regressions of different
depend_ont variables on the same set of iixdepondent variables, or using different

samples, are not comparable.

As can be seen from Figure 2, the final model for females differs from the

causal model (Figure 1) in a nimber of ways. It should be noted that institutional
commitment is the primary variable influencing dropout. This finding, one of
the most important in this study, is consistent with the previous studics of
Spady (1970), and Tinto (1975). It also helps to confirm the ¢tausal inodel presented -
earlier, .ilthnugh satisfaction play: an important part in influencing institutional
commitment, it did not subsume all or even nmost of the influences from the
determinan'ts on irstitutional camitment as predicted. Second, the determinants
borrowed from the causal model of turnover (inzluding: routinization, three
measures of opportunity (transfer, job, home), the pay surrogate measures of
development, university GPA, practical value, and institutional quality, a).ong with
satisfaction) dominate the causal modei. 1In addition to these, only cwn‘pﬁs
organivations, canpus job, and goal camitment were included in the final model.
Of the background variubles, nerformance is clearly the nost important.
Besides directly affecting institutioral conmitmont and satisfaction, performance
also significantly influences six other determinants,

The final model for males is also difforent than expected. Although again,
institutional commitment is the most significant varinble influencing dropovt. (by
itself aceounting for nine percent of theltwelve pereent of the variance explained

in dropout ), four other variables are significantly relaced to dropout. A deviant
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finding is produced for satisfaction, which is positively related to dropout.
Routinization, development, and ‘university GPA are all related to

development in the expec'ted direction. Satisfaction, however, is noi significantly
related to institutional commitment, and therefore, its status as an intervening

variable for males is in question. This finding was unexpecied, especially when

}:onsidered in the context of organizational studies. A similar finding for freshmen

males, however, was reported in Spady (1971) in his study of University of Ch‘I&"a‘go stu-

’
}
dents. Of the determinants of institutional commitment derived from the literature
on turnover, the pay surrogates, development, ,universi\/y GPA, institutional
\

quality, distributive justice, opportunity to transfer, x;Sutinization, and communi-

cation (requircments) and (rules). all appear in the final model. However, the

influence of communication (requirements) (-.11) and communication (rules) (.10)
are approximately equal but in opposite directions (with cammunication (rules)
i)eing the deviant finding). Only major area, and performance, a background
variable, influence institutional commitment but are not indicated by Price's
(1977) model. Poerformance is the most important variable in explaining university
GPA, accounting for 25 percent of tl.e variance in university GPA. The other back-
ground variables contribute little to the understandi‘ng of student attrition.

The differenre between the final model for males ard for femalc;s is pronounced.
fatisfaction is a significant intervening variab>le for females, but is not related
to institutional commitment in the male model. The male and fomale models also
differ in detail in the  ariables influoncing dropouts, but in both cuses,

institutional comitmer: is far and above the nost important variable in predicting

dicout. It is also important to note that institutional quality and opportunity

ERIC

(transfer) are the two most inportant variables influencing institutional conmitment

for males and (excluding satisfaction) the two nmost important variables inrluencim:
institutional comitment for fomales, Finally, in both cuases, perfomance soeoms
23
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to be thé only important background variable. Other important variables appearing
in both nodels are mutinizat%.on, development, and uniersity GPA.

The total explanatory ;;)wer of the final model is predicting dropout is .21 for
femles and .12 for males, 'as measured by the adjusted R%. These findings compare
W(;ll' with the attrition studies of Panos and Astin (1968) (R2= .09), Bayer (1968)
(R .12), Mehra (1573) (%= .05, and Vegnor and Sewell (1970) (R%= .09).

Only Spady (1971) had notably better success in predicting ¥reshman gttrition w;' th
an unadjusted R2 of .31 for males and .39 for females. Spady's finding might be
| explained in p by the fact that: (a) he used a "continuous" dependent variable,
scoring studenzgklo left the institution in the freshman year higher than those that
left the institution in later years; and (b) he used either of two scofing systams
for variables, depending on whether the absolute value o_f-;’gl}_e deviation from the mean
or tiae raw score of the variable produced a ;higher R2 . Although thesc approaches may
increase dhe explained variance, post-hoc manipulation of data to increase exp}'ained

variance without thecoretical support is somewhat suspect.

Total Causal Effects

tal causal effects generated by path analytic techniques can be used for

ranking the impo..ance of a variable in explaining the variance of a dependent
variable. The direct, indirect, and total causal effects which the independent
variables have on a dmpoqt. and the rank order of importance of these independent
vm*iab{cs’,f are presented in Tuble 5. Since causal effccts less than .05 are not
consi&*rod meaningful by many researchers (land, 1969; Kerlinger and Pedhazur,
1973, p. 318) all values with total effects of less than .05 were omitted from
these tables.

Total causial effects are perhaps the best assessment of the dngyertance ot an

indepoendent variable in influencing a dependent variable, One of tae weaknessoes
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of multiple regression by itself is the failure to take into account indirect effects,
The discussion of the variables which follows will be in terms of tofal causal effects.

Discussion of Total Causal Effects on Dropout for Females

For females, institutional commitment (total effect = -.47) is, as expected,

Table 5 About llere

the most i'mpox“ta.nt indicator of dropout. This finding is most important because it
tends to confirmm the placement of institutional commitment in the model of student
attrition. Also, it is consistent with Merton's (1958, pp. 475-490) notion of the self-
fulfilling prophecy.

The second most important indicator of dropout is peérformance (total effect =
-.14). This finding is not surprising in light of the majority of Ilesea.rch in the
area of student attrition. What is interesting to note is that the direct effects
(-.05) are only about half of the indirect effects '(—.09). Thus, although per-
formance hy itself does not significantly influence dmbout decisions, the eight
indirect eff-xcts of performance are quite important. University GPA, although
highly correlated with performance (r=.50), was not ranked among the variables
producing total causal effects with an absolute value above .05. If performance
was excluded from the regression, it 1ould be expected that the University grade ’
point average would increase in significance in the regression equation. The
third most importunt variable related to dropout for femiles was menbership in campus
organizations. This ﬁends to support the hypotheses of Spady (1970) and Tinto
(1975), who believed that structural integration is one ot the two rost important
factors influencing of dropout. It is interesting to note that the z&ro order
correlation between camyms organizat ions and dewolopment (.18), and czu:t\‘puc;
organizations and inte;:ration (.17), are ab .t equal, suggesting that m'mﬁ)orship

produces both self-development and increasces social integration.  Practica)

[ 4%
N
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val'ue (total effﬁect = ~,11) indicates the extent to which students believe that
their education will provide access to employment. It is interesting that this

. variable is ranked fourth in total causal effects for famales, and is not ranked
for mles. This may indicate sonme new attitudes towards employment. At
any rate, famle students who do not believ. that their education will be usetul
for getting 'anployment are more likely to leave school than female students who
believe that their education will be useful in getting future employment. The
fifth most important variable in total causal effects is opportunity (transfer)
(total effect = .10). This variable is difficult to interpret in its present location
in the causal model. and may indicate more 'intent to transfer' than "opportunity
to transfer.'" At any rate, the availability of student rolesin other IHEs appears
to be quite important i~ lotermining dropout.

The sixth most important variable in explaining dropout for females is

* development, (total effects = -.08). Development was significantly related to
institutional commitment unt i1 satisfaction was entered into +*he equation, and
thus in the case of development, satisfaction behaved as a true intervening variable.
It was predicted that satisfaction would subsume the significance of all the

organizational determminants on intent t« leave. Clearly this was not the case.

Both practical value, ranked fourth in influencing dropout, and development,
ranked sixth, can be considered as surrogate measures for pay. That is, onemay develop
skills of use to an awployer, insuring future amployment; or one may believe that their
education will lead to future employment. Pay is jenerally scen as one of the most
important indicators in turnover in work orpanizations, and the importance of
surrogate measures for pay in this study should not go unnoticed. Institutional

quality, a third surrogate measure for pay (i.e., the higher the quality of the
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institution you graduate frun, the more valuable your degree), is  significantly
related to dropout, institutional coamitment, and satistaction, and the zero ordoer
correlations were all in the expected directions. However, the beta weight for
institutional quality snd dropout for “ermles i in the opposite direction of that
expected, and therefore, the total causa: affects are negligible (,01), Further
study of this variable should be considered.

Routinizution, with total effeets of -.08 on dropout, is one or only two
variables besides institutional commitment which is  significantly related to
dropout in the regression containing 211 the variables. Therefore, this variable
bears further investigation. However, rerotitiousness for a college student is
probably much different than repetitiousness for an assambly line worker., It
should be noted that routinization was measured by a single question, and
that a strong and reliable factor did not imerge from the three questions intended
to measure this variable. Since this variable has a significant effect on reducing:
satisfaction, its continued study scems advisable,

Goal coomitment, (total efrects = -,08)  is ranked eighth in total causual
effects on dropout for females. It is surprising that thi.. variable did not
have a greater influence on dropout. This may be due in part to the difficulties in
establishing a linear relationship between those variables,  Satisfaction alqo hod
indirect total effects of =08, These are due primarily to the indirect ofteet
throupl: 1 ftutional comitment.  This findinge i as expeetoed, Althoush sat -
faction operated n:san intervening viariable foe soeveral of the orermisat 1onal
i tominant:. clearly it did not o suboame a1l of the et et oo the dhete 1ot
on inctitufienad comeatment, It o pe haper cnarprians b thee int L peeee 0

salt bt tron on ddropent oot cne s creater then sy
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Comunication (rules) (total effects = ,07) and centralization (total effects
= ~,07) arec related to dropout contrary to the direction expected. There is a
possible explanation for this. 1t is possible that students who know about academic
and social rules know about them because of infractions, and therefore, are more
likely to leave school because of their difficulty in following these rules.
Secondly, centralization may be unimportant to first semester freshmen, since they
do not expect to participate in decision making. Both distributive justice and
staff/faculty relationships have total effects of equal to a -.06. Both of these
are in the expected direction, and they are ranked 12th and 13th in total effects.
It is also surprising, especially in light of the work of Tcrenzini and Pascarella
(197G) that the variable staff/faculty relationship was not more ixﬁportant than
it appears to be from this study. Non-significant findings for integration (having
close friends) is also surprising.

Discussion of Total Causal Effects on Dropout for Males

For males, institutional camitment is also the most important variable related
to droprut. This finding was expected. The zero order correlation (-.30) is much
smaller than for females (r= -.4G). Although the relationship between insstitutional
comitment and dropout for males wis not as strong as for fenmales, this variable is
nearly twice as important in total effects as is the second most inportant variable -
univ rsity GPA (total effects = -.18). This variable is ranked second in total
causal effect for mules. Its inportat influence on dropout is not unexpectoed,
and the variable iz well supported in the literature, A deviant finding was
diccovered for sutistfaction, the third nost important variable in influencing: dropont

for male (total effects - (14). The tindingg that saticfuaction s positively related

o odropra Yor males 1 contrary to o expectation o One peoevible explanation for thay
(%]
: ’ [
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is that males who are very satisfied with being a student, arve happy in their
school, but not studying hard. Furthor study of this variable ' cans important,
especially since satisfaction did not act as an intervening variable between the
organizational detemminants and institutional commitment. Development (total
effects = -.14), routinization (total effects = .12), and commmicution (rules)
(total effects = -.10) are all related to dropout in the expected direction, and
ranked fourth, fifth and sixth in total effects on dropout for males. Housing
(total effects = -.08) is also not related to dropout in the expected dircction.
This may"be because those students living with their parents around the university
town may not represent the parents of a typical university student. Other variables,

v

for both males and females, failed to have total causal effects above .05,
Sumary

Five major fiﬁding;s resulted from this study. First, the model tested in this
research proved useful in the analyzing the process of student attrition. The
deténm’nants in this model accounted for 21 percent of the variance in dropout
for females, and 12 percent for males. Thus, studies of turnover and work organizations
are useful in the analysis of student attrition. Second, males and females leave
the university for different reasons. However, institutional conmi _nent, is the
nost important variable in explaining dropout for students of both sexes. One
major difference appears to be that males leave the university even though they are
satisfied, wheras females who are satisfied are more conmitted to the institution
and are less likely to leave. Third, orportunity variables, which have not
received much presious study, are important in detormining instituthional commitment .,
Opportunity (transfer) hus the hijthest path cocfficient for those variables

significantly reloted to nstituteenal conmitivnt for tovicrlens, and the cwecond hiphe ot
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coefficient for institutional commitment fpr males. In terms of dropout, opportunity
(transfer) is ranked fifth for females, but docsnot hnve total causal effects
above .05 in the case of males.

"From this study, one may characterize a male student who drops out

as follows: The student is not camitted to the institution; does not have a high
university GPA, is satisfied with being a student, does not belicve that the education
he is receiving is leading to his development, finds his life repetitive, does not
know the social and academic rules of the institution well, and may live with his
palgents.

One may characterize a female dropout as follows: the student is not committed
to the institution, did not perform well in high school, does not belong to
campus organizations, does not believe that going to college will lead to cmployment,
perceives an opportunity to transfer, does not believe that education leads to

self-develnpment, does not find daily life at college repetitive, is not committed

" to getting a bachelor's degree, is' not satisfied with being a student at the

institution, knows the social and academic rules of the institution, does not
participate in decision making, does not feel that she is being treated fairly, and
does not mret with staff and faculty members informally. Although these views of
the causes of student attrition for miles and females may be over-simplified. thoy
represert the findings of this study.
Practical Tmplication-

Based on the results of this study, four reconmendations:s are made for redoeine
student attrition. (1) Males and femiles leave universitios for difterent roasons,
Althoupgh institut ional commutoent is important to both mles and fanale:s:, those

variables influencingg institutional coomitment differ.  Therefore, any proram
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devisegi to reduce student attrition should consider these basic differences.
At most, institutions, &\nd in Jthe literature, student attrition is considered a
unitary concept. (2) The second most important variable for both males and
females has to do with academic abilities: for femles, performance in high
sch%ol; and for males, university GPA. This study then, reconfims the importance
of these variables in influencing dropout decisions. (3) An Il.& should offer
an cducational program which provides the best opportunity for freshmen to feel that
they are developing personal. intellectual, creative, and inter-personal skills.
(4) Those associated with a particular IIE should realize that the preceived quality
of the education the student is receiving is one of the most important variables for
both males and females in influencing institutional commitment. ‘

Recammendations for Future Research

Four recommendations are made for future research on student attrition:

(1) Samples should be large enough to accomodate the interaction effect based
on sex. A one-year study ideally would include no fewer than about 500 male and/or
500 female respondents,

(2) The causal model of student attrition should be tested on a hetero-
geneous propulation of students to see if interaction effects exist based on sex,
age, race, full-time/part-time status, or other demogrsphic characteristics.

(3) This model of student attrition should be tested using students attending
different types of IHks. The attrition process may quite different at high and
low prestipe schools, lacye and amll schools, two-vear and four-yeoar institutions,
and at institutions which enphasize research at the graduate level as opposed to
teaching: at the underpraduate level,

(4) The structure of the caeal mudel, and the astociated methodolony used to

test the miwdeel, should yuide furthee studies,  Variables o the model may e added
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or deleted, but the basic model of background variables, organizational variables,
and intervening variables, should be retained in attrition studies, Environmoental
variables other‘t,han opportunity, for eanp_le kinship responsibilities, could be
added to thc model. Personality indicators,‘ which were assumed to be normally
distributed across the population in this study, may create interaction effects
or be significant in their own right. These effecis also necd testing.

It should be remembered that the causal model tested in this research failed
to account for about 80 percent of the variance in Jdropout for ftemales, and'_90
percent for males. The main task of future resecarchers will be the identi.f’ication
of thé” missing detemminants or the interaction effects vmic{m reduce the explained
variance. It 'is felt that the main weakness of the model may lie in the area of
the intervening varia%les, since satisfaction does not subsume most of the variance
between the organizational determminants and the instltutional comitment, and iéx
the case of males, is not even significantly related to institutional commitment.
Other intervening variables which might be of petential value are adjustiment to the

institution, absenteeism, and boredom. The location of institutional cammitment

in the model, however, is quite satisfactory.
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TABLE 1
DEFINITION O VARIABILES

VARIABIL.E DEFINITION

Background Variables

Performance The degree to which a student has ‘
demonstrated past academic achievement.

Socioeconomic Status The degree to which a student's parents have
achieved status through occupational level.,

State Resident Being a resident of the state where the IHE is
located.

Distance Home Distance to a student's parents' home,

Hometown Size Size’of the community where a student spent.

the most time while growing up.

Organizational Determinants

Routinizdtion The degree to which the role of being a student
is viewed as repetitive.

Development The degree to which a student believes that he/she
is developing as a result of attending the 1HE,

Practical Value The degree to which the student perceives that
his/her education will lead to employment,

Institutionul Qualils The degree to which the Nk is perceived as
providing a good education.

Intepration The Jdegree to which a student participates in
primary or quasiprimary relation ships (has
close 1. adsy,

University Gpta The degree t e a student has dewmonstrated
o capability to pertorm at the THE.

Goal Commitment The degre: to which obtaining the bachelor's
degree is perceived as heing imporvtare,

Communication The degree to which intormation about heing
(Requirement s, a stodent is viewed as being received,
{ Rules)
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Table 1 (continued)
Definition of variables

VARIABLE

Organizational Determinants

Distributive Justice

Centralization

Advisor

Staff/Faculty Relationship

Campus Job

Major (Area)

Major (Certainty)

Housing
Campus Organizations
Opportunity

(Transfer)

(-Joby)

(Home)

Intervening Variables

Satisfaction

Institutional Commitment

- 38 -

DEFINTTION

The degree to which a student believes th:-

he/she is being treated fairly by the instit. .a;
i.e., receives rewards and punishments proportional
to the effort expended in the student role.

The degree to which a student believes that
he/she participutes in the decision making process.

The degree to which a student helieves that his/her
advisor is helptul,

rhe amount of informal contacts with faculty
membhers.

The nocessity of having a campus job {o stay
in school.

The area of one's field of study.

The degree to which a student is certain of what
he/she is majoring in,

Where a person lives while attending the {HI.
The number of memberships in campus organizations,
The degrege to which alternative roles (as a student,

employee, or dependent) exist in the eaternal
environment,

The degree to which being o student ie rewed
positively.

The degree of lovalty toward membership in an
organization,

4



TABLE 2. MEASUREMENT OF THE VARIABLES.

# of Range .
Itcms Coefficient Low High Standard Missing
Variable Name Used Factor Loadings  _ Alpha  Values Values Mean  Deviation Cases
Routinization 1 —— - 1 - 5 3.23 .76 0
Development 8 .62, .71, .63, .61, .87 8 - 40 25.71 6.45 16
.69, .71, .60, .70
Practical Value 2 .91, .91 .88 2 - 10 7.03 2.29 0
" Institutional Quality 1 —— - 1 - 5 3.91 .84 0
Integration 3 .73, .65, .40 .64 1 - 13 9,48 2.69 4
University GPA 1 ——— - 1 - 7 5.21 1.04 1
Goal Commitment 2 .83, .82 .81 2 - 10 7.27 2,68 1
Communication (Requirements) 2 .79, .70 .77 2 - 10 6. 88 1.95 1
Communication (Rules) 2 .60, .70 .63 2 - 10 6,65 1. 56 4
Distributive Justice 2 .52, .63 .58 2 - 10 8,16 1.356 20
Centralization 4 .15, .51, .59, .49 .62 8 - 20 17. 29 2,22 15
Advisor 4 08, .87, .94, .86 o U4 4 - 20 5. 71 4, 96 8
Staff/Faculty Relationship 3 .02, .58, .69 . 67 3 - 15 6.23 2,45 12
(yes) (no)
Canipus Job 1 ——— - 0 ~ 1 .09 o 28 4
]}Iajor (Area) 1 —— - Not Sure S0 1.47 .7 5
’ Arts & scl. - 1
Pre-prof. o2
_ Major (Certainty) 1 — -- 1 - 5 3,24 1.36 o 1.~
L

Imlq(“ct ': v



Table 2¢

Measuremcnt of the Variables, (continued)

Housing 1 ——— - with parents = 1 .07 .25 0
all other =0
Campus Organizations 1 —— ~ Norie = 1 1.74 . 83 1
4 or more =5
Opportunity (Transfer) 2 .83, .74 . 83 2 - 10 6.87 2. 10 2
Opportunity (Job) 2 .71, .68 .68 2 - 10 4,55 1,71 2
Opportunity (Home) 1 - - 1 - 5 2.39 1,34 4
Socioeconomic Status 1/.’ - - 7 - 75 51,60 21, 26 98
Performance 2 .64, .66 .60 4 - 11 9.33 1. 36 6
(no) (yes)
Statc Resident 1 -—— - 0 - 1 .78 .42 0
Distance Home 1 —— -— 0-50 miles =1 2.50 1.11 0
to 1000 miles = 6
Hometown Size 1 —— -- Rural = 1 2,01 1.14 11
to 250,000 = 5§
Satisfaction 4 .79, .82, .73, .63 - 87 4 - 20 15.06 2,96 2
Iastitutiona! Commitment d L8O, .82, .80 .89 3 - 18 11,16 3.42 3
DROPOUT, FROM REGISTRATION DATA (Stayers Score = 0, lLeavers Score - 1)
Stayers ) leavers ) Missing () Total
Females 451 85,9 To 13,56 14 2.4 541
Males 2 6. 2 S} ) 18 1.4 2066
X TOTAL 770 84,9 107 11.8 S0 3.3 007
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TABLE 3
REGLRLESSION RESULTS FOR DRODPOUT, INSTITUTIONAT. COMMITMENT
AND SATISFACTION I'OR FEMAILLES
Dependent Variables
Institutional
Dropout Commitment Satisfaction
Zcro Zero Zero
Variables Order r Beta Order r Beta Order r Beta
1. Institutional Commitment ~. 456 ~o 467 k%% ——— —— ——— ———
2. Satisfaction -. 145 . 017 . 369 o 183 %%k ——— —
3. Routinization -. 028 -. 100% -+ 150 ~, 030 ~-.252 -, 144 ¢
4, Development -.150 -. 060 . 254 .064 ,  .389 . 2213
5. Practical value ~-. 176 -.044 . 341 . 092% .310 . 135%2
6. Institutional Quality -. 112 . 106% . 390 o 164 %% * 317 . 106*
7. Integration -+ 075 -. 002 . 183 «007 211 . 070
8. University GPA -.119 -. 017 . 165 .016 .181 e 201%¢
9. Goal Commitment -. 130 -. 020 .174 «100%* . 066 . 009
10, - Communication (Requirements) -, 014 . 026 111 .028 . 102 . 014
11, Communication (Rules) - 035 . 081 «073 -. 032 . 145 -. 003
12, Distributive Justice -, 077 -. 059 . 076 -. 037 173 . 044
13. Centralization -, 020 -, 065 -.068 . 004 -.101 . 003
14, Advisor -. 076 -. 026 . 143 -, 003 « 104 -. 023
15. Staff/Faculty Relationship -, 094 -. 059 . 120 -. 01y .213 . 077
16. Campus Job . 056 . 073 .074 .077% -.013 -, 039
17, Major (Arcn) - 072 . 029 176 . 052 . 066 . 021
18. Major (Certainty) -. 074 -, 028 . 151 . 037 . 083 -. 010
19. Housing . 044 -, 006 ~. 106 -, 070 - 107 -, 006
20, Crmpus Organizations -, 148 -. 060 . 228 . 085 . 199 . 073
21. Opportunity (Transfer) . 144 -, 004 -, 335 -, 220t%% o120 -, 015
22, Opportunity (Job) « 163 . 007 -+ 262 -.081% -.139 . 001
23. Opportunily (lTome) . 053 -.014 - 1064 -. 015 -. 141 -, 086%*
24, Sociocconomic Status -+ 060 -~ 061 . 007 -. 026 . 076 . 023
25. Performance ~. 166 -. 053 « 190 L1264 % -. 020 ~s 145%¢
20, State Resident . 031 . 072 042 . 052 ~. 009 . Q97%*
217, Distance Home .001 . 012 .019 -, 006 . 138 . 085
28. Hometlown Sire « 027 011 -, 023 N15 s 072 . 084
RZ - 22 R2 - L34 R2 = .28

(Minimum pair-wise * 471)

- — ——— ——— et 4 merea s ———— ——— e e a—- ———

* - p < .05 ¥t - < .01 *4d p < . 001
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TABLLE 4

REGRLUSSION RESULTS FOR DROPOUT, INSTITUTIONAL, COMMITMENT
AND SATISFACTION FOR MALES

Dependent Variables

ERIC

19

Institutional
Dropout Commitment Satisfaction
Zcro Z.cro Zero
Variables Order r DBeta Order r Neta Order r DBeta
1. Inslitutional Commitment ~. 302 -, 294 %%* - e ——— ——— ——
2. Satisfaction -. 014 «140% . 200 . 045 ~—— -
3. Routinization” . 122 « 1563% -, 084 -. 020 -.264 ~y 232 k%
4, Devclopment -. 172 -. 125 . 283 o 154 %% . 232 . 135%
5. Practical Value -. 114 -, 023 .300 .103 «202 . 061
6. Instittitional Quality -, 092 . 066 « 355 ¢ 211 %*X . 263 . 091
7. Integration -, 019 . 057 . 111 -.034 «136 . 023
8. University GPA -. 161 -« 163 . 102 .011 .114 « 137%
9. Goal Commitment . 009 . 009 . 103 . 044 . 044 . 056
10, Communication (Requirements) -, 086 -. 000 «172 .099 .224 . 113
11, Communication (Rulcs) -, 119 -, 129% . 025 -s114* 117 . 030
12, Distributive Justice -. 034 -.019 . 048 -.102 +163 . 042
13, Centralization . 040 -, 038 -. 134 -. 069 ~.166 -, 067
14, Advisor -, 092 -, 041 . 159 .011 . 094 -, 024
156, Staff/Faculty Relationship -, 046 -, 005 . 019 -. 061 «177 . 070
16. ‘Campus Job . 011 . 000 -.010 . 036 -.012 -.009
17, Major (Area) -. 064 . 025 .188 .100 . 043 . 006
18, Major (Certainty) - 079 . 004 «203 . 037 .081 ~-. 046
=19, Housing -. 059 -, 094 . 005 -.011 .119 . 132%
20, Campus Organizations -.07) -, 034 . 054 -.018 096 . 019
. 21 Opportunity (Transfer) . 097 .012 -, 029 ~ 241%%% 1066 -, 051
\22, Opportunity (Joby) . 025 -. 014 -. 071 . 046 -.050 ~. 021
28. Opportunity (ilome) ~, 902 -, 028 -. 094 . 023 -.129 -, 062
24,  Socioeconomic Status -.007 --,013 ~. 107 -.038 -. 0G4 ~, 087
25, Performance -, 096 . 045 . 127 .119 . 0564 -, 089
20, State Resident -. 004 . 043 . 102 .073 ~.010 -, 057
217, Distance 1lome . 047 . 062 -. 003 . 007 -, 022 ~. 016
28, Hom: 'town Size . 005 047 =-. 075 - 035 -. 056 -. 050
’%: o9 R’Z - .22 RZ: .18
(Minimum pair-wise N 311)
= < .05 * o p < .01 t p < . 001
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R ' TABLE §

DECOMPOSITION OF THE TOTAL CAUSAL EFVECTS
ON DROPOUT IFOR FEMALLS

Direcct Indirect Total

Effects Effccts Fifects Rank
Mstitutional Comu.itment -, 47 - - 47 1
Performance -, 05 -, 09 -. 14 2
Campus Organizations -. 06 -. 05 -.11 3
Practical Value -. 04 -, 07 -. 11 4
Opportunity to Transfer .00 .10 .10 S
Dovclopment -. 06 -, 03 -. 09 6
Routinization - 10 .02 -, 08 7
Goal Commitment -, 02 -. 00 -. 08 8
Satis{action .02 -. 10 -, 08 9
Communication (Rules) .08 -. 01 .07 10
Centralization -. 07 . 00 -. 07 11
Distributive Justice -. 06 .00 -, 06 12
Staff/Faculty Relationship -, 06 .00 -, 06 13

****************#***’l****#i******i-*****

DECOMPOSITION OF THE TOTAI CAUSAL EFFLCTS
ON DROPOUT FOR MALES

Direct Indirect Total

Effects Effects Lileets Rank
Institutional Commitment -.29 - -.29 1
University GD'A -. 16 .01 -, 15 2
Satisfaction . 14 . 00 <14 3
Development -.13 ~-. 01 - 14 4
Routiniza:ion .15 -, 03 W12 5
Communication (Nuile:s) ~-. 13 3 03 -, 10 6
Housing -.09 . 01 -, 08 7

)
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APPENDIX 1
ZERO ORDER CORRELATION MATRIX
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" APPENDIX 1, continued
ZERO ORDER CORRELATION MATRIX
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Communrigation (Requirements) 122 | -, 031 . 087 .166 | -,008 o055 | =016 | =,001 | «, 047} =, 081 . 096 . 011 015} -, 042 F
Conurunication (Nules) « 177 . 013 . 022 108 | =, 061 118 .008 | -, 000 | -, 054 .016 006 § -,052 . 05}3 .0 Ig_E
Distributive Justice 6102 | =033 | =012} «, 019 =, 004 | =,004 | =, 042 | =, 067 | =054 =,000 012 | -, 034 019 | =023 N |
Cuntmlizauoﬂ - 240 . 008 . 006 -, 01'8 . 074 hat'} 104 . 073 - 008 . 021 - 022 . 025 - 012 . 010 . 059 A g *
Advisor .185 | -, G2 « 323 239 | =051 +090 | -, 062 | -,051 «031 | =,050 J033 | -,038{.7,07¢ | -.023 L '
Staff/Faculty Relationship [~ 2008 | ,018 .014} -.050) ,095 ) -,048 | -,027 | =, 076 | ,007 | 041 ,019| ,029 | =08 E !
Campus Job =, 003 . . 011 029} =.010) =-,010 | =-,031 «036 | -, 072 ] -.020 | =,031 - 017 049 1 -, 006 S
Major (Area) -, 024 003 | .009 | .019] -078 | ,110| -, 131) ,079| .040
;\13302‘ (Cetmty) . 053 . e 006 -~ 022 . OOJ e 004 . 042 e 161 . 0';7 . 0‘;2
Housing ' <126 -, 026 ‘ - 072 062 | ,027 | =025 | (146 | =19 | «053
.Campus Orgunizations $ 3202 - -, 039 . 062 +071 022 074 «106 | -, 043 . 103 L 038
Opporturity (Transfer) . 007 « 018 «005 -, 079 095 ] =-,033 . 008 0G5 | -, 014 Q51
Opynriunity (Johy .091 =050 -, 02 -.088 176 § =,113 | =,002 W089 | =079 | -,033
_CQeenrieniiy (Home) 2024 =, 08¢ ,028 =043 =091 =-,029 166w 4,023 | =, 102 | =, 039 | =010 | 056 _
Socinceunomic Status 002 . 015 -, 062 «, 082 . 053 128 «183 =, 013 « 057 = L0337 ] -, 202 . 129 o 360
Performance .06 =, 000 013 « 038 . 039 <108 -, 004 ~,199 <, 101 -, 00 me= 1 LO094 | ~, 014 -, 15
Stale Resident 030 -,026  ,012  ,111 L1358 =002 ~-,003 -,020 -, 155 185  ,0TE~gm-li~448 | -,340
_Distnee pBone - 102 _ =,017 _ _"58 _ -.026 _ -, 358 L050  ,023 <, 000 . 058 063 =076 = 466 TS < 172
tiomrctevn Size -, 028 . 033 .013 -, 056 -y US0 U485 . 121 « (M0 . 118 3063 - 112 -, 327 105 ‘\::; ~-
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