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Abstract

Sentence semantic matching requires an agent to determine
the semantic relation between two sentences, which is widely
used in various natural language tasks such as Natural Lan-
guage Inference (NLI) and Paraphrase Identification (PI).
Among all matching methods, attention mechanism plays an
important role in capturing the semantic relations and prop-
erly aligning the elements of two sentences. Previous meth-
ods utilized attention mechanism to select important parts of
sentences at one time. However, the important parts of the
sentence during semantic matching are dynamically changing
with the degree of sentence understanding. Selecting the im-
portant parts at one time may be insufficient for semantic un-
derstanding. To this end, we propose a Dynamic Re-read Net-
work (DRr-Net) approach for sentence semantic matching,
which is able to pay close attention to a small region of sen-
tences at each step and re-read the important words for bet-
ter sentence semantic understanding. To be specific, we first
employ Attention Stack-GRU (ASG) unit to model the origi-
nal sentence repeatedly and preserve all the information from
bottom-most word embedding input to up-most recurrent out-
put. Second, we utilize Dynamic Re-read (DRr) unit to pay
close attention to one important word at one time with the
consideration of learned information and re-read the impor-
tant words for better sentence semantic understanding. Ex-
tensive experiments on three sentence matching benchmark
datasets demonstrate that DRr-Net has the ability to model
sentence semantic more precisely and significantly improve
the performance of sentence semantic matching. In addition,
it is very interesting that some of finding in our experiments
are consistent with the findings of psychological research.

1 Introduction

Sentence semantic matching, a fundamental technology in
natural language processing, requires an agent to predict
the semantic relation between two sentences. For exam-
ple, in Natural Language Inference (NLI), sentence seman-
tic matching is utilized to determine whether a hypothesis
sentence can reasonably be inferred from a given premise
sentence (Kim et al. 2018). In Paraphrase Identification (PI),
it is utilized to identify whether two sentences express the
same meaning or not (Dolan and Brockett 2005).
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As a fundamental technology, sentence semantic match-
ing has broad applications, e.g. information retrieval (Clark
et al. 2016), question answering (Wang et al. 2017; Liu et
al. 2018), and dialog system (Serban et al. 2016). With the
large annotated datasets (Bowman et al. 2015; Iyer, Dan-
dekar, and Csernai 2017) and advancement of representa-
tion learning techniques (Cheng, Dong, and Lapata 2016;
Vaswani et al. 2017), rapid development on sentence se-
mantic matching has been enabled. Among the core se-
mantic matching techniques, attention mechanism plays an
important role, which is known for its alignment between
representations and modeling the dependency regardless of
sequence length. For example, self-attention (Vaswani et
al. 2017) can generate better representations by relating
elements at different positions in a single sentence. Co-
attention (Kim et al. 2018) is capable of modeling sentence
interaction in a detailed perspective. They together have be-
come essential for tackling numerous complicated tasks.

However, most of the existing methods select all the im-
portant parts of sentences at one time. In fact, the important
parts of sentences during semantic matching are dynami-
cally changing with the progress of sentence understanding
and should be repeatedly read and processed. For example,
when judging the relation between “a person with a purple
shirt is painting an image of a woman on a white wall” and
“a woman paints a portrait of her best friend”, the impor-
tant words will change from “person, purple, shirt, paint-
ing, image, woman’ to “person, image, woman’ in the first
sentence, and from “woman, paints, portrait, best friend” to
“woman, portrait, best friend”’in the second sentence. As the
Chinese proverb says: “The gist of an article will come to
you after reading it over 100 times . The important words
should be repeatedly read and thought for the final decision.

Moreover, psychological researches have shown that hu-
mans only pay attention to a small region of information
at one time, i.e., people only focus on 1.5 words each time
when intensively reading a piece of text (Wang et al. 1999).
Koch and Tsuchiya (2007) have demonstrated that people
might focus on less than 7 different objects at the same time.
All of the studies indicate that the important words in sen-
tences should be dynamic re-read and re-thought for better
semantic understanding and matching.

Inspired by these observations, in this paper, we propose
a novel Dynamic Re-read Network (DRr-Net) approach for



better sentence semantic matching. To be specific, we uti-
lize Attention Stack-GRU (ASG) unit to model the sentence
semantic comprehensively and preserve all the information
from bottom-most word embedding input to up-most recur-
rent output. Then, we use Dynamic Re-read (DRr) unit to
pay close attention to one important word at each step and
repeatedly read the important words for better sentence se-
mantic understanding. In this way, DRr-Net can select the
most important word to process with the consideration of
learned information, which is in favor of tackling sentence
semantic matching task. Extensive evaluations on three sen-
tence matching datasets demonstrate the effectiveness of
DRr-Net in sentence semantic matching and its advantages
over state-of-the-art sentence encoding-based baselines.

2 Related Work

In this section, we will introduce the related works on sen-
tence semantic matching and human attention.

2.1 Sentence Semantic Matching

Sentence semantic matching has achieved a big progress
with the development of large annotated data, such as
SNLI (Bowman et al. 2015), and Quora Question Pair (Iyer,
Dandekar, and Csernai 2017), and various neural network
architectures, such as LSTM (Cheng, Dong, and Lapata
2016), GRU (Chung et al. 2014) and attention mecha-
nism (Vaswani et al. 2017; Kun et al. 2018). Among all
these methods, attention mechanism plays an important role,
which helps models capture the semantic relations and prop-
erly align the elements of two sentences. For example, Liu
et al. (2016) proposed inner-attention to imitate the human
behaviour that concerned more about the important words
when reading. Then, they utilized mean pooling to generate
the sentence vectors for sentence semantic matching. Shen
et al. (2017) developed a directional and multidimensional
attention without RNN/CNN structure. They calculated the
attention on each dimension of word representations. Then,
they utilized a multi-dimensional attention to compress the
sequence into a vector, followed by a classification model
to compute the final prediction. Kim et al. (2018) utilized
densely-connected co-attention network to retain as many
features as possible for better sentence understanding. Im
and Cho (2017) adopted the masked multi-head attention
with distance to explore the sentence semantic. Then, they
utilized densely-connected operation to preserve all the in-
formation for better sentence semantic matching. However,
most of these methods selected all the important parts of
sentences at one time. In fact, the important words of sen-
tences are dynamically changing with the progress of sen-
tence understanding. Their methods may be insufficient for
better sentence semantic matching.

2.2 Human Attention

Attention mechanism has been widely applied to both nat-
ural language process and computer vision domains (Gong,
Luo, and Zhang 2017). It allows the model to focus on dis-
tinct aspects of the input and thus improve its ability to ex-
tract the most relevant parts for outputs (Cho, Courville, and
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Bengio 2015). Though attention mechanism is helpful for
better performance, there is still much to learn in the form of
human attention. Psychologists have done plenty of research
on this domain. By building an eye tracker, O’Shea (1908)
found that some words in a sentence were not fixated when
people were reading. Yarbus (1967) described human atten-
tion “is dependent on not only what is shown on the picture,
but also the problem facing the observer and the informa-
tion that he hopes to gain”. Moreover, Wang et al. (1999)
found that people may focus on 1.5 words each time when
intensively reading a piece of text. Further research (Koch
and Tsuchiya 2007; Tononi 2008) demonstrated that people
might focus on less than 7 different object at the same time,
which meant that human only focused on a small part of in-
formation at one time and repeatedly processed important
parts for better understanding.

These psychological studies inspired us to utilize the at-
tention mechanism to focus the model on the most important
part at each time and repeatedly select the important word
with the consideration of learned information for better sen-
tence semantic matching.

3 Problem Statement and Model Structure

In this section, we formulate the sentence semantic matching
task as a supervised classification problem and introduce the
structure and technical details of Dynamic Re-read Network
(DRr-Net) for sentence semantic matching.

3.1 Problem Statement

First, we define our task in a formal way. Given two sentence
s* = {wf,wg,..., wi } and s* = {w}, w}, ..., w} }. Our
goal is to learn a classifier £ which is able to precisely predict
the relation y = £(s%, s®) between s and s®. Here, w and
w? are one-hot vectors which represent the i*” and j*" word
in the sentences, and [, and [; indicate the total number of
words in s and s°.

In order to understand sentence semantic more precisely
and do better semantic matching, the following important
challenge should be considered:

o With the degree of sentence understanding, the important
words in the sentence that should be concerned are dy-
namically changing at each step. How to ensure which
word should be paid more attention to at each step with

the consideration of learned information?

To this end, we propose a Dynamic Re-read Network
(DRr-Net) approach for sentence semantic matching.

3.2 Overall Architecture of DRr-Net

The overall architecture is shown in Figure 1 (A), which can
be classified into three components: 1) Input Embedding: en-
coding each word in the sentence with sufficient features and
encoding sentence semantic in a comprehensive way; 2) Dy-
namic Re-read Mechanism: focusing on one important word
at each step and repeatedly reading the important words with
the consideration of learned information regardless of the
words sequence; 3) Label Prediction: utilizing original rep-
resentations and dynamic representations to predict the sen-
tence semantic classification results robustly.
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Figure 1: Architecture of Dynamic Re-read Network (DRr-Net).

Input Embedding. This component consists of two parts:
word embedding and Attention Stack-GRU (ASG) unit.

1) Word Embedding: The inputs of DRr-Net are one-
hot representations s* = {wf{, w§, ..., wy } and s
{w?}, w}, ..., w] } for sentence a and b. For a more compre-
hensive access to the semantic of each word in sentences,
we utilize the concatenation of pre-trained word embed-
ding (Pennington, Socher, and Manning 2014), character
features (Gong, Luo, and Zhang 2017), and syntactical fea-
tures (Chen et al. 2017a; Gururangan et al. 2018) to rep-
resent each word in sentences. The character features are
obtained by applying a convolutional neural network with
a max pooling layer to the learned character embeddings,
which can represent words in a finer-granularity and help
to avoid the Out-Of-Vocabulary (OOV) problem that pre-
trained word vectors suffer from. The syntactical features
consist of the embedding of part-of-speech tagging feature,
binary exact match feature, and binary antonym feature,
which have been proved useful for sentence semantic under-
standing (Chen et al. 2017a; Gururangan et al. 2018). Next,
we pass these representations through a two-layer highway
network (Srivastava, Greff, and Schmidhuber 2015) and get
the extravagant representations {a;|i = 1,2,...,l,} and
{bj|j =1,2,...,1} for the words in sentences a and b.

2) Attention Stack-GRU (ASG) Unit. 1t is beneficial re-
peatedly reading a sentence multiple times for sentence se-
mantic understanding. In order to model sentence semantic
more comprehensively in this way, we employ the stacked
Recurrent Neural Network (stack-RNN) (Nie and Bansal
2017), which are composed of multiple RNN layers on the
top of each other, to process the sentences. Note that we uti-
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lize Gated Recurrent Unit (GRU) as the base unit in DRr-
Net. To be specific, let H; be the It GRU layer. At the time
step ¢, an ordinary stacked RNN is expressed as follows:

hy = Hy(z,hy_y), @y =h", ()
where z! is the input of the ¢ step in the [** GRU layer.
While this architecture enables us to build up deeper rep-
resentations, it cannot preserve all the learned information.
Even worse this architecture might cause the exploding
or vanishing gradient problems. Motivated by (Kim et al.
2018), we concatenate the inputs (‘1) and the states h(*~1)
of the (I—1)** GRU layer as the inputs of the /' GRU layer.
In other words, Eq. (1) will be modified as follows:

hi = Hy(@y, hiy), o= [hi 2l @)
Note that [.;.] denotes the concatenation operation. The
outputs {h?|i = 1,2,...,l,} and {h?|j = 1,2,..,0lp} of

stack-GRU are the concatenation of outputs of all GRU lay-
ers and the inputs of Attention Stack-GRU unit for sentence
a and b, which can preserve all the information, as well
as the previous feature work in word embedding part. Fig-
ure 1 (B) shows the detailed structure.

However, this architecture only models the sentence and
gathers all the information into vectors in a comprehensive
way. How to compress these vectors into one sentence rep-
resentation is still unclear. Since natural language has the
redundancy mechanism (Luuk and Luuk 2011), different
words have different contributions to the sentence semantic.
Moreover, attention mechanism allows the model to focus
on distinct aspects of the input and thus improve its ability
to extract the most relevant parts for outputs (Cho, Courville,



and Bengio 2015). Therefore, it is natural to utilize attention
mechanism to integrate the outputs of Stack-GRU:
_ [ a a

A® =[h{, h3,....hi ],
a® = wTtanh(W A% + b),

i

=1

3

a
G R
>y exp(ag)

where h“ is original representation of sentence a, which is
actually a weight summation of the final outputs of stack-
GRU. w, W, and b are trainable parameters. The same oper-
ation will be done on sentence b to get the original represen-
tation h®. By utilizing this operation, DRr-Net can gather all
the important information, which is critical for the sentence
semantic, to generate the original sentence representation.

he =

Dynamic Re-read Mechanism. Psychological researches
have shown that people usually cannot pay close attention to
too many things at the same time (Wang et al. 1999). In fact,
humans could focus on less than 7 different object at the
same time. When reading a piece of text intensively, peo-
ple focus on only 1.5 words each time (Wang et al. 1999).
Moreover, with an in-depth understanding of the sentence,
the important words that should be concerned are dynam-
ically changing, even the words that did not get attention
before. In order to pay close attention to the most important
word at each step with the consideration of learned informa-
tion, we develop the Dynamic Re-read (DRr) Mechanism, as
shown in the Figure 1 (C), the DRr unit selects the most im-
portant word at each step with the consideration of original
representations, and the selections in previous steps.

To be specific, the inputs of Dynamic Re-read unit are the
final outputs {h¢|i = 1,2,....1,} and {h]i = 1,2,....1;}
of ASG unit. In each step, we adopt attention mechanism
to choose the word for current input from the whole input
sequence. Then, we utilize GRU to encode the chosen words
and dynamic context around it:

a; =F([h{,hg, ..., h{ ], h{ | h),
’_l(tl :GRU((_Ih}_Lg;l), t= 1727~'~7T7

v® = h7p,

“

where h? is the original representation of sentence b. T is
the dynamic re-read length. v* denotes the dynamic repre-
sentation of sentence a. In order to better understand sen-
tence semantic, we also employ the original representation
h® as the initial state of GRU for sentence a. The function
F is the choosing function at each step, and we utilize at-
tention mechanism to achieve this function, which can be
formulated as follows:

A® = [h{,h5, ... h ],

m® = wltanh(W A% + (Ush_ | + Mzh’) @ ey,),
la

=3y
=1

— a
at :h],

exp(m)
Zéca=1 exp(img) ’
(j = Index(max(a?))),
(5
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where Index(max(a®)) denotes getting the corresponding
index of the maximum value in the attention vector a®.
wq, Wy, Uz and M are trainable parameters. e;, € Rleisa
row vector of 1. The outer product (Ugzh$ | + Msht) e,
means repeating (Uzh¢ | + Myh®) [, times.

To be specific, we treat the whole outputs of sentence a
in ASG unit [h{, h3, ..., h{ ], original representation h? of
sentence b , and previous hidden states h{_; as the inputs
of attention unit. As mentioned before, attention mechanism
can help the model focus on the most relevant parts. Since
our goal is to model the relation between two sentences, we
choose the original representation h® of sentence b as one
of the inputs of attention mechanism for sentence a. Along
this line, the most important word at the t*" time step will be
selected with the consideration of the previous information
and the information of sentence b. However, Index(max(.))
operation has no derivative, which means its gradient could
not be calculated. Fortunately, our goal is to select the most
important word, which requires one word at one step. In-
spired by softmax function, we modify Eq.(5) as follows:

— [ a a

A° t Ry, .. kil
witanh(W4A® 4 (Uzh$_ | + Myhb) @ ey,),

l(l
a =)

i=1

exp(Bmf)  ,q
Yoy exp(Bmg)
(6)

where [ is an arbitrarily big value. With this operation, the
weight of the most important word will be very close to 1,
and other weights will be very close to 0.

Label Prediction. This component consists of three oper-
ations: matching, fusion and classification. In order to deter-
mine the overall relation between two sentences, we lever-
age heuristic matching (Chen et al. 2017c) between original
representations h®, h? and dynamic representations v®, v°.
Specifically, we use the element-wise product, their differ-
ence and concatenation. Then, we send them to multi-layer
perceptron (MLP) to calculate the relation probability be-
tween the sentences pair. The MLP has two hidden layers
with ReL.u activation and a softmax output layer.

h = (h* h®, h®© R, B’ —h%),

a b b a b a
v=(v,v,v Qv ,v —v),
P :MLPl(h)7
p’ = MLP;(v),

where p" and p? denote the probability distribution of dif-
ferent classes with original sentence representations and dy-
namic sentence representations separately.

In matching operation, concatenation can retain all the in-
formation (Zhang et al. 2017). The element-wise product is
a certain measure of “similarity” of two sentences (Mou et
al. 2016). Their difference can capture the degree of distri-
butional inclusion in each dimension (Weeds et al. 2014).

After getting the different probability distribution among
the relations with different sentence semantic representa-
tions, we intend to integrate these information to achieve



Table 1: Performance (accuracy) of models on different SNLI test sets and SICK test set.

Model #Paras Full test Hard test Lexical test SICK test
(1) CENN (Zhang et al. 2017) ~800k 82.1% 60.4% 51.9% 81.8%
(2) BiLSTM with Inner-Attention (Liu et al. 2016) 2.8m 84.5% 62.7% 58.6% 85.2%
(3) Gated-Att BILSTM (Chen et al. 2017b) 12m 85.5% 65.5% 65.6% 85.7%
(4) CAFE (Tay, Tuan, and Hui 2017) 3.7m 85.9% 66.1% 65.5% 86.1%
(5) Gumbel TreeLSTM (Choi, Yoo, and Lee 2018) 2.9m 86.0% 66.7% 67.3% 85.8%
(6) Distance-based SAN (Im and Cho 2017) 4.7m 86.3% 67.4% 68.5% 86.7%
(7) DRCN (Kim et al. 2018) 5.6m 86.5% 68.3% 69.4% 87.4%
(8) DRr-Net 3.5m 87.7% 71.4% 76.5% 88.3%

Table 2: Performance (accuracy) on Quora Question Pair.

Model Accuracy
(1) CENN (Zhang et al. 2017) 80.72%
(2) MP-LSTM (Wang, Hamza, and Florian 2017) 83.21%
(3) L.D.C (Wang, Mi, and Ittycheriah 2016) 85.55%
(4) BiMPM (Wang, Hamza, and Florian 2017) 88.17%
(5) pt-DecAttachar.c (Tomar et al. 2017) 88.40%
(6) DIIN (Gong, Luo, and Zhang 2017) 89.06%
(7) DRr-Net 89.75%

more robust performance. Thus, we utilize a fusion gate and
a multi-layer perceptron (MLP) to integrate them and make
the final classification, which can be formulated as follows:

= J(wgph + bp),
= U(wg‘pv + bv)a
= MLPg(ahph + a,p").

Qhp

®)

a?)
P(y|(s",s")
3.3 Model Learning

In this subsection, we will introduce the details about the
model learning, which can be classified into two parts: 1)
Loss Function; 2) Model Initialization.

Loss Function: We employ the cross-entropy as the loss
function since the goal is to make the correct classification.
The following is the loss function for the output of last layer:

N
1
L=~ L wlosPul(shs) O

where y; is the one-hot representation for the true class of
the *" instance, and N represents the number of training
instances. In order to make p”, p? also calculate the correct
probability distribution, we apply cross-entropy function to
both of them. Considering the model complexity, we also
add 12-norm of all trainable parameters of DRr-Net to the
final loss function, which is formulated as follows:

L=L"+L"+L°+€|0|,, (10)

where 0 denotes all training parameters in the model.
Model Initialization: In order to get the best perfor-
mance, we have tuned the hyper-parameters on the valida-
tion set. Their values are illustrated as follows:
We obtained the word embedding from a pre-trained word
vectors (840B GloVe) (Pennington, Socher, and Manning
2014), which the dimension is set as 300. Character-level
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Table 3: Ablation Performance (accuracy) of DRr-Net.

Model SNLI test SICK test
(1) DRr-Net (w/o initial operation) 85.3% 85.7%
(2) DRr-Net (w/o guide operation) 85.1% 86.1%
(3) DRr-Net (w/o matching operation) 83.2% 82.6%
(4) DRr-Net (w/o origin result) 81.2% 80.5%
(5) DRr-Net (w/o re-read result) 85.6% 86.4 %
(6) DRr-Net 87.7% 88.3%

word embedding is set as 100. The number of stack lay-
ers in ASG unit is set as 3 and the re-read length in DRr
unit is set as 6. The hidden state size of GRUs in these
two units is set as 256. To initialize the model, we ran-
domly set the all weights, such as W, following the uniform

distribution in the range between —y/6/(nin + nout) and
v/6/(nin + nout) as suggested by (Orr and Miiller 2003).

All biases such as b are set as zeros. We use Adam optimizer
with learning rate 10~%. During implementation, we utilize
Photinia' to build our entire model.

4 Experiment

In this section, we first evaluate the model performance
on three benchmark datasets for two challenging sentence
semantic matching tasks: 1) SNLI and SICK for natural
language inference; 2) Quora Question Pair for paraphrase
identification. Then, we give a detailed analysis of the model
and experiment results.

4.1 Data Description

We evaluate our model on three well-studied datasets: the
Stanford Natural Language Inference (SNLI), the Sentence
Involving Compositional Knowledge (SICK), and Quora du-
plicate questions (Quora).

SNLI. The SNLI (Bowman et al. 2015) contains 570, 152
human annotated sentence pairs. Each sentence pair is la-
beled with one of the following relations: Entailment, Con-
tradiction, or Neutral.

SICK. The SICK (Marelli et al. 2014) contains 10, 000
sentence pairs. The labels are the same as SNLI dataset.

Quora. The Quora Question Pair (Iyer, Dandekar, and
Csernai 2017) dataset consists of over 400,000 potential
question duplicate pairs. Each pair has a binary value that
indicates whether the line truly contains a duplicate pair.

"https://github.com/XoriieInpottn/photinia
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4.2 Experiment Results

We evaluate models on the NLI task over SNLI and SICK
datasets. In order to reduce the impact of annotate artifacts
and better evaluate their ability of sentence understanding,
we also select the challenging hard subset from (Gururan-
gan et al. 2018), in which the premise-oblivious model can-
not classify accurately, and lexical subset from (Glockner,
Shwartz, and Goldberg 2018), which requires lexical and
world knowledge, as our SNLI test sets.

Table 1 shows the results of our model compared with
other published sentence encoding-based models. We utilize
the accuracy on test sets to evaluate their performances.

From Table 1, we can figure out that DRr-Net achieves
the best performance on all test sets. As described in Sec-
tion 3, DRr-Net utilizes ASG unit to model sentence seman-
tic comprehensively by repeatedly reading the sentence and
preserving all the information from bottom-most word em-
bedding input to up-most recurrent output. Therefore, the
sentence semantic can be fully explored. Moreover, DRr unit
is employed to pay close attention to one important word at
each step and repeatedly reads the important words for better
sentence semantic understanding. Thus, DRr-Net achieves
the best performance on all the test sets, even the challeng-
ing hard test and lexical test sets.

Among these sentence encoding-based baselines, DRCN
and Distance-based SAN are the current state-of-the-art
models. Distance-based SAN utilizes the masked multi-
head attention with distance to model the sentence seman-
tic, which can effectively explore the sentence semantic
from multiple aspects. DRCN adopts densely-connected co-
attentive network to generate sentence representations. It can
preserve the original and co-attentive feature information
among the entire architecture. However, each attention oper-
ation in these two methods considers too much information
at one time, which leads the models unable to focus on the
most relevant part precisely as DRr-Net did.

Gururangan et al. (2018) suspects that annotation arti-
facts inflate model performance. Thus, they propose a chal-
lenging hard subset of SNLI to better evaluate the mod-
els’ ability on sentence semantic. Since the examples that
premise-oblivious model classified accurately are removed,
this test set can focus the model on sentence semantic
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rather than the annotate artifacts and better evaluate their
performances. From the results in Table 1, we can con-
clude that DRr-Net outperforms all baselines by a large mar-
gin, e.g. Distance-based DRCN (+3.1%), Distance-based
SAN (+4.0%) and CAFE (+5.3%). We can find the same
phenomenon on the challenging lexical test set. All of these
indicate that our proposed model had better adaptability.

Table 2 shows performances of all models on the Quora
dataset. BIMPM using the multi-perspective matching tech-
nique between two sentences reports baseline performance
of aL.D.C. network and basic multi-perspective models. We
obtain accuracy of 89.75% on this dataset, surpassing the
previous state-of-the-art model of DIIN.

4.3 Ablation Performance

We conduct an ablation study on DRr-Net to examine the
effectiveness of each component. The results are illustrated
in Table 3. As mentioned before, we utilize the original rep-
resentation h® as the initial value of GRU in its DRr unit,
and the original representation h’ as one of the inputs of
attention unit in its DRr unit. These operations make DRr-
Net have a comprehensive understanding of sentence a and
search the most relevant part with the consideration of sen-
tence b and learned information at each step. As shown in
Table 3 (1)-(2), the performance of DRr-Net significantly
decreased when removing them separately, which means the
initial operation and guide operation are critical for deciding
which part should be concerned more at each step.

Recalling the model architecture, the original result and
dynamic re-read result are fused in the Label Prediction part.
We are curious whether only the original result or dynamic
re-read result is enough for classification. Thus, we remove
them separately to verify it. The results in Table 3 (4)-(5)
illustrate that both parts are extremely important for clas-
sification. ASG unit can model the sentence semantic in a
comprehensive way. However, it cannot focus on the every
important part precisely. DRr unit is capable of focusing on
the most important part at each step, but lacking a compre-
hensive understanding of original sentences. In other words,
both of them are indispensable for DRr-Net to achieve better
performance in sentence semantic matching.



Table 4: Some examples of re-read sequence and the classification.

Sentence Re-read sequence Gold Predicted
s“: a couple walk hand in hand down a street. walk walk couple couple street street . .
b — — Contradiction | Contradiction
s”: a couple is sitting on a bench. couple sitting sitting bench bench bench
s“: aperson in a red shirt and black pants hunched over. red shirt red shirt red shirt . .
5 - - . Entailment Entailment
s”: a person wears a red shirt. wears red shirt red shirt red
a. g H P <hi 1 nainti P 1 P Q ainti a1t P P
s“: a person w1.th a purple shirt is painting an image of a | person painting painting woman woman Neutral Neutral
woman on a white wall. woman
s%: a woman paints a portrait of her best friend. woman paints paints best best best
s?: the man in the black t-shirt is trying to throw something. | black t-shirt is trying throw throw .
5 — - - : - - Entailment Neutral
s”: the man is in a black shirt. black black shirt shirt shirt shirt
s“: a person w1.th a purple shirt is painting an image of a | person painting painting woman woman Neutral Entailment
woman on a white wall. woman
s%: a woman paints a portrait of a person. paints portrait portrait portrait portrait person

4.4 Sensitivity of Parameters

As mentioned in Section 3, there are two parameters in DRr-
Net should be determined: the number of stack layers in
ASG unit and the re-read length in DRr unit. To be spe-
cific, we evaluate the performances of DRr-Net on SNLI and
SICK datasets with different number of stack layers and re-
read length separately. The results are shown in Figure 2

Figure 2 (A) shows the results on different test sets with
different re-read length. The performance of DRr-Net first
becomes better with the increasing of re-read length. When
the re-read length is between 5 to 7, DRr-Net achieves
the best performance. This phenomenon is consistent with
the psychological findings that human attention focuses on
nearly 7 words (Tononi 2008). When the length is bigger
than 7, the accuracy of DRr-Net decreases to varying de-
grees, in which the accuracy on lexical test set dropped most.
Recalling the data collection, the sentence pair in lexical test
set has high overlap. Only one word is different in each sen-
tence pair. Therefore, when the re-read length becomes too
long, the model may lose the focus on the different words,
which leads a wrong classification.

Figure 2 (B) illustrates the results with different number
of stack layers in ASG Unit. We can conclude that the per-
formance becomes better with the increasing of the number
of stack layers from the result. However, as illustrated in Fig-
ure 1 (B), the inputs of the ! layer are the concatenation of
the inputs and outputs of the (¢t — 1)** layer, which means
the scale of parameters will grow rapidly with the increasing
of the number of stack layer. However, the increasing rate of
accuracy will slow down with the increasing of the number
of stack layer in Figure 2 (B). Moreover, a large number of
parameters may cause the model hard to optimized, and even
worse the gradient might be exploded or vanished. Thus, we
select 3 layers in the ASG unit.

4.5 Case Study and Error Analysis

We also show some examples from SNLI dataset to demon-
strate the ability of DRr-Net of dynamic re-reading the
whole sequence. Table 4 shows the important word that
the model chose at each step. For the first example, DRr-
Net pays attention to words “walk, couple, street” in premise
and “couple, sitting, bench” in hypothesis. Then, DRr-
Net repeatedly processes these important words for final de-
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cision. From these words, we can conclude that the rela-
tion of this sentence pair was contradiction easily. More-
over, when checking the entailment relation in the second
example, DRr-Net processes the same important words re-
peatedly, i.e., reading “red shirt” multiple times. In a word,
DRr-Net does really choose the important region and re-read
these important parts multiple time for the final decision.

In order to better verify the ability of DRr-Net, we make
error analysis on the misclassification examples. In the forth
example, when sentence a contains more information than
sentence b, DRr-Net may consider the unseen information in
sentence b more and make a wrong classification. Moreover,
when the sentence pair has very complex semantic relation,
e.g., the last example in Table 4, the model may be confused
about their semantic and suffer from one of the important
words, which leads to a wrong classification result.

Since sentence semantic suffers from the issues such as
polysemy, ambiguity, as well as fuzziness. The model may
need more information to distinguish these relations and
make the correct decision.

5 Conclusion and Future Work

In this paper, we proposed a Dynamic Re-read Network
(DRr-Net) approach for sentence semantic matching, a novel
architecture that was able to pay close attention to a small
region of sentences at each time and re-read the impor-
tant information for better sentence semantic matching. To
be specific, we employed Attention Stack-GRU (ASG) unit
to model sentence semantic comprehensively and preserve
all the learned information. Then, we utilized Dynamic Re-
read (DRr) mechanism to pay close attention to one impor-
tant word at each step with the consideration of learned in-
formation and re-read the important words for better sen-
tence semantic understanding. Extensive experiments on
three benchmark sentence matching datasets demonstrated
the superiority of our proposed model. Moreover, the length
setting of DRr-Net was consistent with the findings of psy-
chological researches. In the future, we will focus on pro-
viding more information for attention mechanism to select
important part more precisely and reduce the situation of re-
peated reading of one word.
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