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Dual Busy Tone Multiple Access (DBTMA)—
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Abstract—n ad hoc networks, the hidden- and the exposed-ter-
minal problems can severely reduce the network capacity on
the MAC layer. To address these problems, the ready-to-send
and clear-to-send (RTS/CTS) dialogue has been proposed in
the literature. However, MAC schemes using only the RTS/CTS
dialogue cannot completely solve the hidden and the exposed
terminal problems, as pure “packet sensing” MAC schemes are
not safe even in fully connected networks. We propose a new MAC
protocol, termed the dual busy tone multiple access (DBTMA)
scheme. The operation of the DBTMA protocol is based on fijg 1. Hidden/exposed terminals.
the RTS packet and two narrow-bandwidth, out-of-band busy

tones. With the use of the RTS packet and the receive busy tone, . .
which is set up by the receiver, our scheme completely solves Bluetooth devices can form an ad hoc network to communicate

the hidden- and the exposed-terminal problems. The busy tone, with each other. Due to the large span of ad hoc networks and
which is set up by the transmitter, provides protection for the RTS  limited radio transmission range, multi-hop routing is usually
packets, increasing the probability of successful RTS reception used, in which the communication between any two nodes is

and, consequently, increasing the throughput. This paper outlines .
the operati%n ru|>/es o e gDBTMA s%hgme andp arl)walyzes +2 performed by forwarding the data packet from one node to an-

performance. Simulation results are also provided to support the Other until the packet reaches the destination.
analytical results. It is concluded that the DBTMA protocol is Inasingle-channel ad hoc network, one channelis shared by a

superior to other schemes that rely on the RTS/CTS dialogue on a number of communicating nodes located in close proximity. The
Sifn?(e'fee‘igggge'tﬁétgg‘_?&i thsithr:rlz;gStSigﬂgr?#:ny&i ﬁlsé 8 pgint throughput of such a network depends largely upon the perfor-
0 - - . .
20-40% in ohrsimulations using the netvF\)/ork topologies borrowe)tlj mapce of the Multiple Acgess Control (MAC) protocol in use,
from the FAMA-NCS paper. In an ad hoc network with a large  Which controls and coordinates the access of the nodes to the
coverage area, DBTMA achieves performance gain of 140% over Shared channel. In order to increase the throughput, many MAC
FAMA-NCS and performance gain of 20% over RI-BTMA. schemes, such as Carrier Sensing Multiple Access (CSMA) by
Index Terms—Ad hoc networks, busy tone, exposed-terminal, Kleinrock and Tobagi in [3] and CSMA with Collision Avoid-
FAMA, hidden-terminal, MAC, MACA, MACAW, medium access ~ ance (CSMA/CA) by Colvin in [4], require nodes to sense the
control, RTS/CTS. common channel before packet transmission. However, colli-
sions, which arise when more than one packet is received at a
node at the same time, are still possible. Two phenomena have
major impacts on the capacity of ad hoc networks: the hidden

N ad hoc network is a collection of wireless hosts formingind the exposed terminal problems.

a temporary network without relying on an established in- Hidden terminalge.g., node H in Fig. 1) are the nodes in the
frastructure or on a central control. Network operations, such@gge of the receiver (node B) but out of the range of the trans-
routing, are performed in a distributed and cooperative manngitter (node A). Since collisions occur at the receiver, sensing
The applications of ad hoc networks are in situations in whighe common channel before an attempt to access the channel
the network needs to be deployed rapidly, such as communigal not, in general, eliminate access collisions, which reduce
tions in emergency situations. Recently, the Bluetooth [2] tective network capacity for transmission of useful data. This is re-
nology was introduced and, as discussed by Haartsen in [1], tBfred to as théidden-terminal problemWhile the transmis-

sions of the hidden terminals may destroy data packets at the
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although in such cases parallel communication can take pl&8EMA was proposed to be used in a network with a base sta-
to increase the network utilization. The culprit is, again, the fatibn and the scheme uses the busy tone in a centralized manner.
that the collisions occur at the receiver, while channel sensiAdfhough the protocol could be used in ad hoc networks with
schemes test the channel condition at the transmitter. distributed control, to our knowledge, the performance of the
From the above discussion, it is clear that pure carrier sensBgjieme has not been investigated in such networks.
mechanism, e.g., the CSMA scheme in the work by Tobagi Tobagi and Kleinrock proposed and studied the Split-channel
and Kleinrock [6], does not suffice to achieve high networReservation Multiple Access (SRMA) scheme for a network
utilization in ad hoc networks. Many other MAC protocoldVith a number of terminals and one central station in [8]. The
have been proposed, attempting to address the hidden- #ffple channelis splitinto two sub-channels for message trans-
the exposed-terminal problems (e.g., [5]-[7]). Specifically, iission and control packet transmission (RAM mode), or three
works by Karn [5] and Bharghavagt al. [7], the ready-to-send sub-channels for message transmission, request transmission,
and clear-to-send (RTS/CTS) dialogue is used. However, th answer-to-request transmission (RA mode). A ready node
ends its request to the central station on the request channel

RTS/CTS type MAC protocols solve neither the hidden- m?SI[' an ALOHA or CSMA manner. Successful requests will be

the exposed—t(_armmal problems. The reason 'S.’ that, althou r1<nowledged by the central station before the data packet is
exposed terminals are permitted to send their RTS |oack?r smitted

to request the chan'nel, they'V\{|II not receive any CTS repllesIn the Receiver-Initiated Busy-Tone Multiple Access scheme
Whl|e. another nqde is tr'ansmlttlng on-the single channel. Als(:hl-BTMA) proposed by Wu and Li [9], a packet preamble is
the hidden terminals still cannot receive, as they are forbiddggy g the intended receiver by the transmitter. Once the pre-
to access the channel (including replying to RTS packetglnpie js received correctly, the receiver sets up an out-of-band
With these packet-sensing protocols, packets are at risk f@fsy tone and waits for the data packet. The transmitter, upon
collisions, including in a fully connected topology. sensing the busy tone, sends the data packet to the destination.
In this paper, we propose the dual busy tone multiple accesigse busy tone serves two functions: to acknowledge the channel
(DBTMA) protocol. In DBTMA, we use the RTS packets toaccess request and to prevent transmissions from other nodes.
initiate channel request. Two out-of-band busy tones are thRrBTMA was proposed to be used in the slotted manner. The
used to protect the RTS packets and the data packets, respecect operation of RI-BTMA depends largely on the synchro-
tively. One of the busy tones, the transmit busy toBd;, nization of slots, which is usually difficult to achieve globally in
which is set up by the RTS transmitter, is used to protect thedistributed ad hoc networking environment, especially of the
RTS packets. Another busy tone, the receive busy té¥, mobile type.
which is set up by the receiver, acknowledges the RTS packein multiple access collision avoidance (MACA) [5], Karn
and provides continuous protection for the in-coming daf¥iginally proposed the use of short control packets, the re-
packets. Nodes sensing any busy tone defer from sending ti#|gst-to-send (RTS) and the clear-to-send (CTS) packets, for
RTS packets on the channel. With the use of the RTS pacgg_!hsmn avoidance on the shared channel. A ready npde trans-
and theBT, signal, the exposed terminals are able to initiaﬂé‘,‘ts an RTS packet to request f[he channel. The receiver replies
data packet transmissions. Furthermore, the hidden termindjth @ CTS packet. The reception of the CTS packet acknowl-

can reply to RTS requests and initiate data packet receptigﬁi,geS that.thef RTS/CTS dialogue has been successful and starts
while data packet transmission is taking place between t transmission of the actual data packet. All other nodes that

. . ear the RTS packet back off for a time long enough for the
transmitter and the receiver. . )
. . transmitter to receive the CTS packet. All other nodes that hear
In this paper, we present the operational rules of the DBTM A . .

. ; e CTS packet back off for a time long enough for the receiver
protocol n Sect|'0n Il and we arjalyzg the performancg of ti}g receive the data packet. However, when hidden terminals are
;chem_e in Sepﬂon IV. We provide simulation results.m Seﬁ'resent, the MACA protocol degenerate to ALOHA. MACA
tion V, illustrating the performance of DBTMA, supporting th§yas hroposed to address the hidden/exposed terminal problems,
analytical results, and comparing it with other related schem@,%,t, in fact, these problems are not fully solved by the scheme.
The conclusion from our study, which we present in the last S€C-Bharghavan [7] suggested the use of the RTS-CTS-DS-
tion, is that the DBTMA protocol is superior to other schemesATA-ACK message exchange for a data packet transmission
that rely on the RTS/CTS dialogue on a single channel or {9 the MACAW protocol. The DS (Data Sending) packet
those that rely on a single busy tone. But, first, we discuss ffas added to notify all nodes in the transmitter’s range of its
lated works in the next section. following use of the shared channel. The ACK packet was
included for immediate acknowledgment and for fast retrans-
mission of collided data packets. A new back-off algorithm, the
multiple increase and linear decrease (MILD) algorithm, was

In [6], Tobagi and Kleinrock introduced a scheme that usesa#so proposed in the paper to address some of the unfairness
busy tone to address the hidden terminal problem. The protogmipblems in accessing the shared channel. Additional features
named busy tone multiple access (BTMA), relies on a centralf the MILD algorithm, such as back-off interval copying
ized network operation; i.e., a network with base stations. Whand multiple back-off intervals for different destinations,

a base station senses the transmission of a terminal, it brodther improve the performance of MACAW. However,
casts a busy tone signal to all terminals, keeping them (excsphilar to MACA, MACAW solves neither the hidden- nor the
the current transmitter) from accessing the channel. The origimxiposed-terminal problems.

Il. RELATED WORKS
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In [10], Fullmer and Garcia-Luna-Aceves proposed the flo@nd leaves the feedback signal on, while all other neighbors
acquisition multiple access (FAMA) scheme. In FAMA, eacket off the feedback signal. The feedback signal, after the RDI
ready node has to acquire the channel (the “floor”) before it cgeriod, works as the confirmation of the transmitted data packet
use the channel to transmit its data packets. FAMA uses baihd notification to neighbor nodes. By sensing the feedback
carrier sensing and RTS/CTS dialogue to ensure the acquignal after RDI, the transmitter keeps transmitting the packet.
tion of the “floor” and the successful transmission of the dathno feedback signal is sensed after RDI, the transmitter stops
packets. In [11], FAMA-NPS (FAMA Non-persistent Packethe transmission.

Sensing) was studied and it was shown that “packet sensing’Except for the use of the feedback signal generated from the
schemes, such as in FAMA-NPS, MACA, and MACAW, couldeighbors of the RTS sender in RDI, the WCD scheme is very
not solve the hidden/exposed terminal problems. similar to the RI-BTMA scheme in operational rules. Operating

FAMA was further extended to FAMA-NCS (FAMA in slotted manner, the WCD scheme requires network-wide time
Non-persistent Carrier Sensing). FAMA-NCS, with the usgynchronization, which could be more difficult to achieve in ad
of the carrier sensing scheme and longer CTS packets, pnoc networks compared with wireless LANSs.
vides a “CTS dominance” mechanism to ensure correct floorProtection of the data packets at the receiver has to be guar-
acquisition and collision-free data packet reception. Onceaateed to achieve good performance of a MAC protocol in ad
node has begun the transmission of a CTS packet, any othec networks. The RTS/CTS dialogue was introduced to prevent
node within its range that simultaneously transmits an RT& other nodes in the receiver’s range from using the channel.
packet will hear at least a portion of the dominating CT8owever, the use of this dialogue on a single channel cannot
packet after returning from transmit mode. Such a node wiblve the hidden- and the exposed-terminal problems, although
then backoff from accessing the channel. In FAMA-NCS, nBAMA-NCS does solve the hidden-terminal problem with the
CTS packet will ever collide with a data packet. Howevehelp of the carrier sensing mechanism. The use of in-band CTS
the “CTS dominance” mechanism may have adverse effgitcket effectively inhibits the data transmission of the exposed
when RTS packet collisions take place. When nodes sense témeninals and the data reception of the hidden terminals. Fur-
carrier of collided packets, they mistakenly treat these collidéidermore, as there is still the possibility of CTS packet colli-
RTS packets to be “CTS dominance,” which inhibits thersions at the neighbor nodes, collisions of data packets are in-
from sending any packet for a time long enough to receievitable, unless an additional mechanism is provided to protect
a data packet. The channel capacity is wasted. This fatk&a packets. In particular, since a CTS packet may not be re-
“CTS dominance” effect is more severe when FAMA-NCSeived correctly at some neighbors, these nodes might send their
operates in ad hoc networks with hidden terminals, where RRI'S requests on the channel during the time the data packet is
collisions happen more frequently under heavy traffic evdieing received, leading to the destruction of the data packet. To
with the use of carrier sensing. Finally, FAMA-NCS does naddress these problems, we have introduced here the DBTMA
solve the exposed-terminal problem, although it addresses itheme, whose operation rules are given in the following sec-
hidden-terminal problem successfully. tion.

In the IEEE 802.11 MAC layer protocol [12], an access
method called Distributed Coordination Function (DCF), which . THE DBTMA PROTOCOL

implements the CSMA/CA protocol proposed in the work by . i
Colvin [4], is used. It is an extension to the basic RTS/CTS Inthe DBTMA protocol, two narrow-bandwidth tones are im-

dialogue: after sensing the channel free, an RTS packet will B€mented with enough spectral separation on the single shared
sent and the CTS packet indicating the readiness to receive $h@nnelBT; (the transmit busy tone) arigl7. (the receive busy
data at the receiver will be transmitted back to the source. TH@€), indicate whether the node is transmitting RTS packets
scheme is similar to the MACA protocol, with the addition of! receiving data packets, respectively. The transmit busy tone
the CSMA mechanism. While the CSMA scheme lowers tHd1:) provides protection for the RTS packets to increase the
probability of RTS packet collisions, IEEE 802.11 MAC |ayeprobability of successful RTS reception at the intended receiver.
protocol solves neither the hidden- nor the exposed-termit¥{e use the receive busy tonB7;) to acknowledge the RTS
problems. packet and provide continuous protection for the transmitted
In [13], Gummalla and Limb proposed a wireless collisiofata packets. All nodes sensing any busy tone are not allowed to
detection (WCD) scheme based on their transceiver architect§@®d RTS requests. When the start of BiE. signal is sensed,
design, in which a feedback channel is implanted in the mainnode sending the RTS packet is required to abort such trans-
data channel. The WCD scheme was proposed to be usednigsion immediately. Indeed, the RTS packets and the receive
high speed distributed wireless LAN, in which the turn-arounigusy tone solve the hidden- and the exposed-terminal problems.
time of the half-duplex radio becomes significant compared The operation of the DBTMA protocol will be explained by
with packet transmissions time. Every neighbor node sensitig way of a network example, shown in Fig. 2. In this figure,
the start of the data packet transmission sets up the feedbasolid line between any two nodes indicates that the nodes can
signal before the end of the receiver detection interval (RDhear each other. Hence, node C is a hidden terminal to the trans-
The feedback signal inhibits any transmission from all neiglmrission from node A to node B, and node E is an exposed ter-
bors during RDI. This effectively inhibits all 2-hop neighborsninal, if it wants, for example, to communicate with node F (but
of the transmitter to transmit during this period of time. Aftenot with node A).
RDI, the intended destination decodes the header of the daté& node implementing the DBTMA protocol can be in one
packet, matching the destination ID on the header and local I&f,the following seven statesbLE, CONTEND, S_RTS, S_DATA,
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BTt of node A
Node A RTS tmw DATA
N N * e
/: { Iq 4
Fig. 2. An example network to demonstrate the hidden- and tINode B RTS // DATA
exposed-terminal problems. : «
! 14
timeout, BTr and BTt end of transmission BTr of node B
/BTtup, send RTS /BTt down, set timer «
CONTEND
BTt sensed Fig. 4. Time diagram of DBTMA.
fset timer
o @D the s_DATA state and sends the data packet. By the end of its
transmission, node A goes into tleE state. Upon successful
e reception of the data packet, node B turns off B&. signal
'start trangmission . . . .
and goes into theLE state, ending the communication. If, for

any reason, node B does not receive the data packet before the
timer expires, it turns off thé7,. signal and goes into theLE

WEF_DATA N N
end of transmission

o C1: RTS / BTr up, set tmer State.
€2 timeout, BTe or BTY Upon timeout in thecONTEND state, node A turns on it87;
The statement before "/" is the condition of the transition C3: ready, BTr or BTt/ set timer . . . . .
The statement after /" is the action of the transition C4: ready, BTr and BT(/BTL up, send RTS Slgnal and Sends Its RTS paCket If no busy tone Slgnal IS Sensed'
cs:sense BTe/BTedown, shemwansmission. - Oth@rwise, it goes back into theL e state. From the perspective
Co: darareceived /BTy down of the other nodes in the neighborhood, their operations can be

described as following: When thi&7, and/or theBZ,. signal is
sensed, a node (e.g., hode E, G, or C) is not allowed to send any
RTS request. When the start of 24} signal is sensed while a
WF_BTR, WF_DATA andwAIT. Fig. 3 depicts the finite state ma-node (e.g., node G or C) is in the S_RTS state, it aborts its RTS
chine (FSM) of the DBTMA scheme. A node with no packetgansmission, turns off it®7; signal, and goes back to ths.E

to send stays in theoLE state. When a node has a packet tgtate.

send, but it is not allowed to send the RTS packet, it stays inwe show the time diagram with the operation of node A and

the CONTEND state. Nodes sending RTS or DATA packets argode B in Fig. 4. Additional details of the DBTMA operation
in the S_RTsor S_DATA states, respectively. The RTS packefules are presented in Appendix I.

sender waits for the acknowledgment from its intended receiver
in thewF_BTRstate. The receiver waits for the data packet in the
WF_DATA state.

When node A has a data packet to send while itis inthe ~ In order to study the performance of the DBTMA protocol,
state, it tries to sense tH&Z, and theBT, busy tone signals. If We adopt the method developed by Tobagi and Kleinrock in their
none of the busy signals is present (which means that no on&tHdy of CSMA and BTMA [6] and further used by Fullmer and
node A's transmission area is receiving data packet or sendf@grcia-Luna-Aceves in FAMA [11]. The network model con-
RTS packets), it turns on it8T; signal, sends an RTS packesists of a large number of terminals communicating with each
to node B, and goes into the RTSstate. Otherwise, it sets aother over a single channel. All nodes are within the range of
random timer and goes into tlE®ONTEND state. By the end of each other. We make the following assumptions for the DBTMA
the RTS transmission, node A turns off i/ signal, sets a protocol and the analysis:
timer, and goes into the WF_BTR state. When node B receives. The radio transmission range of the ad hoc network in
the RTS packet, it turns on i8T;. signal, replying to node A which the DBTMA scheme operates is on the order of tens
and announcing that it is waiting for the incoming data packet. {5 hundred of meters. There is no capture effect or fading
Then it sets up a timer and goes into thie_DATA state. on the channel.

Node A continuously monitors thBT.. signal when itisin . Apy gverlap of transmissions at a receiver causes the re-
thewr_BTRstate. When &7, signal is sensed, itknows that its ceiver to not understand either packet. Packet collisions
channel request has been successful. Before node A sends the are the only source of packet errors.

data packet, it WQ'tS a mandatory_vyaltlng U .ﬁt%’“’ = 2r)in » The data processing time and the transmit/receive turn-
thewAIT state! This mandatory waiting time is meant to allow . -
around time at each node are negligible.

all possible RTS transmissions in the range of the receiver to . X
: s . » The busy tone signal and the data signal have the same
be aborted. Upon timeout in thgaiT state, node A goes into 7
transmission range.

L . , . » The interference between the busy tone signals and the
T is the maximum propagation delay between the transmitter and the re- . . .
ceiver. data signal is negligible.

Fig. 3. The finite state machine of DBTMA.

IV. PERFORMANCEANALYSIS
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« The bandwidth consumption of the busy tones is neg ' ' ' ' ' '

gible compared to the bandwidth of the data chaAnel. ool | — :"j EI@

» The data packet transmission time, the RTS packettrar || ... t3=1 E-4
mission time, and the maximum one way propagatic "7 | ©  WTjEsmuaety/.
delay ared, v, andr, respectively. o7t I t3=1E—4: simulated |

» The busy tone detection delay 4g, which depends on &

the communication hardware and might not, in genere%o‘6

be negligible.
» The mandatory waiting time is settq,,, = 27.
 The transmission time of the RTS packe} is larger than
tg + 4.
» The network has a large number of nodes, which colle
tively generate a Poisson traffic with mean aggregate re
of A channel requests per second. 0.1
We further assume that the radio signal propagation delay |
tween any two nodes is hence the channel capacity we obtail 0 1
is a lower bound. ToalTralfe )
We treat the transmission cycle on the channel as a renewgls  channel throughput of DBTMA with differens.
process. We define a busy period as the time between two
consecutive idle periods, in which there is a transmission PRcket plus the propagation delay, and the period of time for the

the shared channel. A busy period might be a period wi T, signal to be cleared from the chaniie). SoZ, is
successful data transmission, or a period with packet collisions.

Channel Through
° o
B g

o
w

Q
i

The channel throughput, as discussed by Kleinrock and Tobagi Ti=y+7+ta+7+tmw+6+7+7
in [3], can be expressed as =6+ +tqg+ 67 (3)
T A failed busy period {) consists of more than one RTS
S = 547 (1) packet. Since no new RTS packets will be sgnt- 7 seconds

after the start of node A's RTS packet, the longest failed busy

whereT/, B, andT are the average utilization time for dataqeriod isy +t4 + 7. The shortest failed busy period is the ;itua—
packet transmission, the average busy time, and the average {{9fé When more than one RTS packets are sent at approximately
time of the channel, respectively, in each cycle. the same time, with the failed busy periochas 7. We assume

An RTS packet originated from any node (e.g., node A) tbat the colliding RTS packet arrives uniformly in the duration
successful if no other RTS packets are sent in the figst = ©f [0, ta + 7], so the average failed busy period is the average
seconds. Because this is the sum of the busy tone detection d&f?e longest and the shortest value
and the maximum propagation delay, tB&; signal set up by 7. =7 +tat+7+7+7 ra ta @)
node A will be sensed by all nodes aftier+ = seconds. So ;= 2 =7 27
the probability of success of the RTS packet from node A is thehe average busy period is therefore
probability that there is no arrival during this period of time:

B=PT,+ (1 - P)Ty. (5)

The average utilization time is the product of the probability

) . ) of a successful busy period and the data packet transmission
When the RTS packet is successfully received at the intendge:

receiver (e.g., node B), it will set up if87;. signal and wait for

the data packet. We argue that when the RTS packet is success- U = P,é. (6)

fully received and th&Z;. signal is set up, data packet reception . o . . .

will be guaranteed. An intuitive explanation is the following: All__The average idle period is the average inter-arrival time of
nodes sensing thB7,. signal will abort their RTS transmissionsRTSS f_rom all _noqles._ Since the RTS packets arrive according to
and keep silent. There must not be any other node sending dgPoisson distribution, we have

P, = ¢ Mt )

packets in the range of node B. Otherwise, node B would not 7= 1 @)
have received the RTS packet successfully. Appendix Il presents A
the theorem and its proof. Substituting (5)-(7) into (1), we obtain the channel

A successful transmission period,) consists of the trans- throughput of the DBTMA protocol in the discussed network
mission time of an RTS packet plus the propagation delay, theydel

busy tone detection delay plus the propagation delay, the manda- P.s
tory waiting time(¢,,,., = 27), the transmission time of the data 5= Pu(6+~+ta+67) +(1— Py)Iy+ 1/ (8)

?As discussed by Tobagi and Kleinrock in [6], the bandwidth consumptiowhere P, and?’ are given by (2) and (4), respectively.

of a busy tone signal could be in the range of 0.1-10 KHz with the main data ;
channel of 100 KHz. Although we can't find any data sheet on busy tone har In Fig. 5, we draw the channel throthPUt of DBTMA for

ware implementations, we expect that each of the busy tones can be imgldferent busy tone detection delag]. In the figure, we con-
mented within the bandwidth of 10 KHz. sidered a wireless network with channel data rate of 1 Mb/s. The
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data packet length is 4096 b and the RTS packet length is 20C ‘
There are 20 nodes in the 5050 n¥ network. The radio trans-

mission range is 35 m, which is the maximal distance betwet . ‘ ‘
any two nodes, with a maximum one-way propagation delay .

of 0.12us. The considered busy tone detection delfay$ are
1076, 107, and 10°* s. Each simulation represents 100 s o
“real time.” The lines show our analytical results and the synr
bols represent the simulation results. Good match between a
lytical results and simulation results is achieved. The small di: . ‘
crepancy can be attributed to the finite number of nodes in tt
simulated network and the infinite number of nodes assumed @) @) @ ® C X X ]
the analytical model.
It can be observed that the channel throughput for sipadl . .
always above 0.9. Whety is 10~¢ s, the channel throughput of
DBTMA s 0.94. It decreases to 0.92 wheris changed to 16°
s, because the longer vulnerable period of each RTS packet le
to lower probability of successful RTS requests and larger ove

head. Whert, is 10~* s, which is half of the RTS packet trans- ‘
mission timg~y), the performance of DBTMA degradesto 0.82, ‘ ‘ ‘
We can also notice the earlier decrease of channel throughpu

a function of the traffic load for largey;, because of the longer ‘

vulnerable period of the RTS packets.
The analytical results for a non-fully connected network afég. 6. Exampled network ol independent groupsV = 4).
more difficult to obtain. Hence we resort to simulations.

1 T T T T T T T

T I
-6~ DBTMA, t—d=1

E-6
V. PERFORMANCE EVALUATION g e lydeetn
08 —# FAMA-NCS I
In order to evaluate the performance of DBTMA, we hav - NP-CSMA
simulated ad hoc networks implementing the DBTMA protocc °® ;
and other related protocols in the OPNET™ simulator, in a |
dition to using our own C/C++ simulator. Each of our simulag '
tion results represents an average of 10 random runs. When £, " _ L

channel data rate is 1 Mbps, each simulation represents a “lg
time” of 100 s. The “real time” is 400 s when the channel dargesf
rate is 256 Kb/s.

Firstly, we studied the performance of the DBTMA
scheme under different hidden terminal situations. We sir
ulated the DBTMA protocol in an ad hoc network with
N (N = 1,2,...6) independent groups and one cCOMmMO oz} PweAloha T —————y
receiver. Each groups contains 5 nodes, which are in t
transmission range of each other. All these nodes inthe °1, 15 2 25 s 85 4 45 5 55 s
groups generate data traffic to send to the common receiv.. Number of independent Groups (N)

(c_entral station), which resides at the center of the networ,l_ﬁg_ 7. Channel throughput of DBTMA with differeny

Fig. 6 shows an example of such a network wkh= 4. We

borrowed this network example from the work by Fullmer and _
Garcia-Luna-Aceves [11]. The length of the RTS packet &0w on the graph. WheN = 1, DBTMA achieves network
200 b, the length of the data packet is 4096 b, and the chanHiilization of 0.94 for smalt, and 0.82 when, is 10~* s. The
data rate is 1 Mb/s. The radio transmission range is abdigh-persistent CSMA (NP-CSMA) scheme has a throughput
2 km, with propagation delay of 6,7s# Fig. 7 compares the of 0.90, while the FAMA-NCS scheme has 0.83. However, the
DBTMA protocol with the FAMA-NCS protocsl and other performance of FAMA-NCS scheme degrades to 0.6 wiven
related MAC protocols in the same environment. increases to 6, because of higher probability of RTS packet

From Fig. 7, we find that the DBTMA scheme has highe@ollisions and the unnecessary idle time of the channel after
channel throughput than any other MAC scheme that W&l S collisions (false “CTS dominance”). Wheh is 6, the

DBTMA protocol has a throughput of 0.8 or 0.77, depending
3We assumed the simulated network to be a closed coverage area, which efd¢-the value oft;. The NP-CSMA scheme degrades quickly
tively creates a torus. So the four corners are treated as one point in the distagsgV increases. Eventually it performs the same as the pure

Cai‘\:,clat'on' the DETMA scheme & o © 2 hoe networks wiALOHA, a result which was reported by Kleinrock and Tobagi
e expect the scheme to operate in most ad hoc networks Wclim -
radio transmission range smaller than 1 km. So, these results are meant for - For comparison purpose, we also draw the performance of

parison purpose only. pure ALOHA and slotted ALOHA. Hence, DBTMA increases
5In our FAMA-NCS implementationy = 200 ys ande = 0. over FAMA and CSMA with diminishing returns. With hidden

Chanl

04 Stotted ALOHA

03r
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terminal present, a®&v increases, CSMA asymptotically ap- .
proaches ALOHA (18%), and FAMA-NCS approaches MACA Base
(about 60% for a fully connected network). @

Hence, for practical values of;, the DBTMA scheme
out-performs both the FAMA-NCS and NP-CSMA schemes
for these network topologies. As the portion of hidden terminals @
increases ¥ increases), the performance gain of the DBTMA
scheme over the other two increases as well. We assume @ @
ts = 1075 s for the rest of the discussions in this section.

Secondly, we compared the DBTMA protocol and similar
protocols for some specific network topologies. To allow mean-
ingful comparison with the FAMA-NCS protocol, we have eval-
uated the performance of DBTMA in the same network configu-
rations as used in the work by Fullmer and Garcia-Luna-Aceves
[11] and depicted in Fig. 8. Fig. 9 shows the simulation results
of DBTMA, FAMA-NCS, and MACAWS The channel data rate
is 256 Kb/s and nodes are 6 km from each other, with maximum
propagation delay of 20s.

In Fig. 8, a solid line with an arrow represents the direction
of the data traffic generated by the source node. A solid lin
without arrow represents that the two nodes are in the range .
each other. Dotted lines with arrows show that the two node .~
can overhear each other even though they are not in the sa
communication group. :

In configuration (a) of Fig. 8, all nodes can hear each othe‘-,.
and all traffic is directed to the base node. Configuration (b) he *
two independent groups which share the same receiver. Cc
figuration (c) has two relatively independent communicatiot
groups, with two pairs of nodes being able to overhear eac
other. In configuration (d), eight nodes form a simple multi-hop
network.

As reported in Fig. 9, the DBTMA scheme out-performs the
FAMA-NCS and the MACAW scheme in these networks. The
DBTMA scheme achieves channel throughput of 0.94 in con-
figuration (a), which is 20% higher than that of the FAMA-NCS
scheme. In configuration (b), the throughput of the DBTMA
scheme is 0.84, which is 40% higher than that of FAMA-NCS.
The DBTMA scheme has approximately 20% performance
gain over the FAMA-NCS scheme in configuration (c). IrFig. 8. Simulated topologies.
configuration (d), the DBTMA scheme achieves higher average
channel throughput than the FAMA-NCS scheme does, with a
40% increase.

Configuration DBTMA | FAMA-NCS MACAW

The explanation for the above results is as follows: Despite (a) 94 78 .63
the fact that both schemes provide correct protection for data () 84 59 49
packet reception, the DBTMA scheme completely solves
the hidden- and the exposed-terminal problems, while the © Bl 4 75 45
FAMA-NCS scheme does not address the exposed-terminal___ (¢)B2 . 94 75 39
problem. For example, concurrent transmissions sucl as (d) average .69 49 .06
to N6 and N4 to N7 (or, N2 to N5 and N3 to N8) in (d)N1, 4, 5,8 90 57 o7
configuration (d) are possible in the DBTMA scheme, but they
are not allowed in the FAMA-NCS scheme. The FAMA-NCS {(9N2.3,6,7 A8 42 05

scheme also mistakenly treats collided RTS packets as “C
dominance” and the channel is wasted while being idle. Wi

the presence of hidden terminals in configuration (b) and (d), . ] ]
the probability of RTS packet collisions is higher, leading to e have also simulated and studied the DBTMA protocol in
more severe false “CTS dominance” problem. other network operational conditions. In Fig. 10, we show the

effect of the ratio of the RTS packet length and the data packet

6We didn’t implement MACAW in our simulator, but borrowed the resultéength (Ly/La) _'n a fuI.Iy CPHHECted network, in which every
from the work by Fullmer and Garcia-Luna-Aceves in [11]. node chooses its destination randomly for each generated data

ﬁ.}g 9. Channel throughput comparisons.
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Fig. 11. Network utilization of DBTMA in multi-hop networks.
Fig. 10. Performance of different length of control packet. 9 P

. than both of these schemes, with network capacity of 4.8. The
packet. The length of the data packet is 4096 b and the Channegximal network utilization of the DBTMA scheme is about

deta ratelis J Mbls, There d"’l‘;eté?]gﬁlfss;gﬁr:ggge'{:?gﬁuﬁ . which is 20% higher than that of RI-BTMA and 140%
' ' igher than that of FAMA-NCS. Note that these schemes were

a maximum propagation defay of 0.12. able to achieve network utilization higher than 1 because of the

As expected, channel throughput decreases with the increggicrrent transmissions within the network’s coverage area.
of L,/Lq. The channel throughput of the DBTMA scheme is The explanation of the low performance of MACA is that

O.%vazhesr;L,,/LLd. s 0.025 (. 50100 b_)';h'zvill\l;: deLcrezlsesit solves neither the hidden-terminal problem nor the exposed-
100.94 asl.,./Lq increases t0 0.054. = 200 b). WhenL,/La 4o ming problem. The FAMA-NCS scheme has a similar low

is 0.5 (L. = 2000 b), the throughput is 0.66. The expl"’mat'orﬂ)erformance, because it does not solve the exposed-terminal

Is that the transmission time of the RTS packet contributes yﬂ?oblem. Data packet transmission from the exposed terminals

the duration of the fa|qu busy perlc_)ds and to the overhegd a?rfe effectively forbidden on the single channel. The hidden ter-
the successful busy perlod_s. Whenis larger, the overhead is minals cannot initiate data packet reception, either. FAMA-NCS
larger and the throughput is lower. performs close to MACA in ad hoc networks, although it im-
Finally, in Fig. 11, we compare mean packet delay perfopiements the carrier sensing and the “CTS dominance” mech-
mance of DBTMA, RI-BTMA, FAMA-NCS, and MACA in  anisms to support collision-free data packet transmissions. The
an ad hoc network with coverage area of 400400 ¥ and problem, again, comes from the false “CTS dominance.” Note
radio transmission range of 100 m, with maximum propaggat MACA has almost the same performance as FAMA-NCS
tion delay as 0.33:s. Fifty nodes are randomly distributed injoes, because we have assumed instant acknowledgment for the
the network. The RTS packet length is 200 b, the data packghCA scheme in these simulations. As upper layer retrans-
|ength is 4096 b, and the channel data rate is 1 Mb/s. In Orq'ﬁrssions may take p|ace more frequenﬂy, we expect the per-
to compare the packet delay performance of these protoc@iymance of MACA in a real network to be worse than what is
we implemented a simple binary exponential back-off (BEB)hown here.
scheme to allow the blocked and collided data packets to be reggth of the DBTMA and the RI-BTMA schemes solve the
transmitted. We also assumed instant acknowledgment of flgden- and the exposed-terminal problems. RI-BTMA uses
data packet reception for MACA, since the other schemes guafotted operation, requiring time synchronization. DBTMA
antee collision-free data packet receptions. The packet arrigahyides extra protection for the RTS packets, increasing the
at each node is Poisson distributed and each node randomlyi@hability of successful RTS reception at the intended receiver
lects a neighbor as the destination of each packetnitdified ang, thus, increased throughput. For comparison purpose, we
DBTMAscheme is the DBTMA scheme without the uséf, 3150 simulated a modified DBTMA scheme, in which B,
signal. We defer the discussion of this scheme to the end of §)gnal is used. So the modified DBTMA scheme is an unslotted
section. version of the RI-BTMA scheme. It has a utilization of 4.2. So
From the graph, it can be observed that the MACA prdrI-BTMA, with the help of the slotted operation, increases the
tocol with basic RTS/CTS dialogue and back-off scheme caerformance by 15% over the modified DBTMA scheme. The
offer network capacity of 2.2 in the simulated network. ThEBTMA scheme, with the help of the extra busy tofeT; ),
FAMA-NCS scheme (with back-off) is able to carry maximafjains 35% performance over the modified DBTMA scheme,
throughput of 2.4. The RI-BTMA scheme performs bettedtemonstrating the effectiveness of the second busy tone.
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VI. SUMMARY AND CONCLUDING REMARKS

In communication networks with a shared channel, MAC pro-
tocols synchronize access of multiple nodes to the channel.
L _——

to the random access from nodes, packet collisions are diffict
to eliminate totally. Communication networks with hidden ter-

ue

minals pose additional challenges to MAC protocols, because

of the lack of the knowledge of the on-going communications
these terminals when traditional carrier sensing is used. In or%
to protect transmission of the data packets, continuous notifica-
tion of channel state may be used to announce the channel st {
to all nodes in the range of the node in question. u
As the carrier sensing schemes evaluate the state of thén
channel at the transmitter only, rather than at the receiver, sopﬁlg
researchers have proposed to rely on a reservation dialo é
(the RTS/CTS dialogue) among the communication nod
However, some of these schemes, e.g., MACA and MACA\/‘\fa
solves neither the hidden- nor the exposed-terminal proble
FAMA-NCS, with the help of the carrier sensing mechanism,
addressed the hidden-terminal problem successful, but left the
exposed-terminal problem unsolved. The use of the in-band
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busy tones. The performance gain of the DBTMA scheme over
the RI-BTMA scheme is about 20%, with the help of an extra
usy tone and without the requirement of precise global time
nchronization.

t\Ne believe that the gain of the DBTMA scheme shown here
is a good incentive to incorporate the required hardware at the
nFtwork nodes. Similar argument is also discussed in the work
Gummalla and Limb [13] for high speed distributed wireless
N. The novel wireless transceiver architecture proposed and
ied in [13] can also be used for the DBTMA scheme to set

alig

e busy tones with small hardware cost.
our protocol, we have assumed that the interference be-

en busy tone signals and data signal is negligible. This might
be the case in practical network implementations. Careful
rdware design may help to minimize the effect of possible in-
rference. Some modifications of the DBTMA protocol might
Aqg, helpful here as well.

APPENDIX |
DBTMA OPERATION RULES

CTS packet effectively inhibits the data transmission of th& variable Definitions

exposed terminals and the data reception of the hidden termi-
nals. Furthermore, as there is still the possibility of CTS packet
collisions at the neighbor nodes, collisions of data packets
are inevitable, unless additional mechanisms are provided to
protect them (such as the ones used in FAMA-NCS).

In this paper, we have presented the DBTMA protocol and

L]

6: data packet transmission time;
7: maximum one way propagation delay;
tq: busy tone detection delay;

* t,m: Mandatory waiting timét,,,,, = 27);

BI: backoff interval’

we have analyzed its performance under various network C®" ~ommunication Rules

ditions. In the proposed DBTMA scheme, in addition to the use
of the RTS request, two out-of-band busy tones are used. One*
busy tone, generated at the receiver, serves two functions: 1)
notifying the RTS sender that the channel has been success-
fully acquired and 2) announcing to its neighbor nodes that °
it is receiving data packet and that they should refrain from
accessing the channel. The other busy tone, generated at the
transmitter while it is sending the RTS packet, provides pro-
tection for the RTS packet. With this design, exposed terminals
are able to initiate new transmission, because they do not need
to listen to the shared channel to receive the acknowledgment
from their intended receivers. Instead, the acknowledgment of ¢
the successful channel request will be sent by means of the re-
ceive busy tone. Furthermore, the hidden terminals can reply to
RTS requests by simply setting up its receive busy tone. When ¢
RTS/CTS dialogues are used on the single channel, such as in
the MACA, MACAW, and FAMA-NCS schemes, the hidden
terminals cannot send their replies. Our analytical and simula- ¢
tion results show that the DBTMA protocol is superior to other
schemes that rely on RTS/CTS dialogues on a single channel or
those that rely on a single busy tone. .
Of course, extra hardware is required by the DBTMA scheme.
Two busy tone transmitters and sensing circuits need to bee
incorporated into each communication node. In our study, we
did not consider the bandwidth consumption of the busy tones, ¢
which, practically, may not be negligible. However, we have
shown that, with the help of these busy tones, the DBTMA
scheme can achieve performance gain as high as 140% over
MACA and FAMA-NCS. We believe that this performance gain,,

m,

(Initialization ) Upon powering up, a hode goes into the
IDLE state. We assume that both the transmitterand the
receiver() are in theDLE state before the transmission.
(Send RTS When A receives a data packet for transmis-
sion to the destinatiof, it tries to sense th&7,. and the
BT, signals. If no busy tone signal is sensed, it turns on its
BT, signal, sends an RTS packetifp and goes into the
S_RTsstate. If.4 senses a busy tone signal, it sets a random
timer (chosen from(], BI]) and goes into theoNTEND
state.

(Wait for BT,) At the end of the RTS transmission,
turns off its BT; signal, sets a timer t¢t, + 27) second,
and goes into thevF_BTR state.

(Wait for data) When B receives the RTS packet from
A, it sets up itsBT;. signal, sets a timer t@ + ¢, + 2v)
second, and goes into ther_DATA state.

(Mandatory wait) When A senses &7, signal in the
WF_BTR state, it sets a timer t¢,,,,, = 27) second and
goes into thenvalT state.

(Send datg Upon the timeout in th@aIT state, A4 trans-
mits the data packet and goes into theATA state.

(End of transmission) At the end of theDATA transmis-
sion, .4 goes into theDLE state.

(Receive data When the data packet arrives or timeout
takes place in the/F_DATA state 3 sets off theBT;. signal
and goes into theLE state.

The backoff interval should be dynamically controlled by a backoff algo-

such as BEB and MILD. For simplicity, one may useyl&s theBI

is high enough to offset the bandwidth consumption of the twalue, as suggested by Fullmer and Garcia-Luna-Aceves in [11].
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 (Contend) Upon timeout in thecONTEND state, 4 tries to  start sending its data packet wouldtbe= tg+7+t4+7+tmw,
sense theBT,. and theBT; signals again. If no busy tonewhere we have assumed node C’s intended receivesézond
signal is sensed, it turns on if$7; signal, sends an RTS away. Recall thaty > ¢, + 47
packet toB, and goes into the_RTsstate. If.4 senses a
busy tone signal, it goes back into tieE state. tr=te+7+ta+ 7+t

. gimeout)tutpon timeout in thevrF_BTRstate,4 goes into —to— 7 — byt 4T

eIDLE state. <to— 7 — (ta A7)+ ta+ 47
_ o
C. Defer Rules =to—7. ©)

* (Abort RTS) When a node senses th’. signal during  This is contradictory to the fact that node C was not sending

the transmission of its RTS packet, it turns off B} any packet ifftq — v — 7/, to — 7']. Q.E.D.
signal, aborts the transmission, and goes into Ith& Theorem: When an RTS packet is received correctly and
state. BT, set up by the receiver, collision-free data packet reception

is guaranteed.
Proof: Thisis proved by Lemmas 1 and 2. Since neither an
APPENDIX I RTS packet nor a data packet would collide with the data packet
PROOF OFCOLLISION-FREE DATA PACKET RECEPTION at the receiver, the data packet is free from collisions. Q.E.D.

In Section IV, we claimed that with the help of th¥. signal
and the mandatory waiting tin{é,.., ), when the RTS packet is
successfully received and tli#Z’. signal is set up, data packet

reception will be guaranteed. Hence, the DBTMA scheme guar-The authors would like to thank three anonymous reviewers
antees collision-free data packet reception. While the claimdgd the editor, the Prof. Y. Fang, for their valuable comments

made for a fully connected network, we will prove it in regulagnd suggestions for improvement of the paper.
ad hoc networks.

Lemma 1: No RTS packets would collide with data packet
reception at the receiver. REFERENCES
Proof: Suppose the receiver (node B) receives the RTS . _
packet correctly at time,. At time ¢, it sets up itsBT,. signal. 1 fl;)f'?H?)?;tzgrlég h,:eeillu;é%%t_h radio systetEE Personal Commup.
Since every neighbor of the receiver is at moseconds away, 2] Speci;‘ication of the Bluetooth System [Online]. Available:
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