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Abstract Dual connectivity (DC) allows user equipments

(UEs) to receive data simultaneously from different eNo-

deBs (eNBs) in order to boost the performance in a

heterogeneous network with dedicated carrier deployment.

Yet, how to efficiently operate with DC opens a number of

research questions. In this paper we focus on the case

where a macro and a small cell eNBs are inter-connected

with traditional backhaul links characterized by certain

latency, assuming independent radio resource management

(RRM) functionalities residing in each eNB. In order to

fully harvest the gain provided by DC, an efficient flow

control of data between the involved macro and small cell

eNBs is proposed. Moreover, guidelines for the main per-

formance determining RRM algorithms such as UE cell

association and packet scheduling are also presented. It is

demonstrated how proper configuration of the proposed

flow control algorithm offers efficient trade-offs between

reducing the probability that one of the eNBs involved in

the DC runs out of data and limiting the buffering time.

Simulation results show that the performance of DC over

traditional backhaul connections is close to that achievable

with inter-site carrier aggregation (CA) and virtually zero-

latency fronthaul connections, and in any case it is sig-

nificantly higher compared to the case without DC.

Keywords Dual connectivity � Heterogeneous network �
LTE-advanced � Radio resource management �
Performance evaluation

1 Introduction

Heterogeneous networks (HetNets) consisting of macro

and small cells are considered as one of the main steps

towards meeting the future requirements for carrying the

ever increasing broadband mobile traffic [1]. Although the

migration to HetNet offers numerous benefits, it also

introduces several paradigm shifts and challenges that call

for new innovations and solutions to make it a true success

[2, 3]. Recently, there are multiple research initiatives

investigating further integration of macro and small cell

functionalities to fully maximize the benefits of HetNet

deployments. An overview of such techniques is provided

in [4–6]. With different carrier frequencies deployed at

macro and small cell layers, dual connectivity (DC) which

extends the LTE-Advanced Carrier Aggregation (CA)

functionality to allow user equipment (UE) to simultane-

ously receive data from both a macro and a small cell eNBs

is a promising technique. DC is among the solutions

standardized by 3GPP for Release 12 small cell enhance-

ments. It aims to improve user throughput performance by

utilizing radio resources in more than one eNB [7].

Due to the relatively short time since the introduction of

DC in 3GPP Release 12, there is limited number of related

studies in the open literature. The basic concept of DC is

introduced in [8, 9]. The issues regarding the pairing of

base stations and the grouping of mobile UEs are examined

in [10]. From performance point of view, the user

throughput and mobility benefits of DC in the form of

inter-site CA have been analyzed in [11–14]. The energy

efficiency with DC is evaluated in [15] in comparison with

some of the existing traffic offloading mechanisms. How-

ever, those previous performance studies of DC [11–15]

are mainly focused on the case where the small cells are

realized with Remote Radio Heads (RRHs), assuming
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centralized base band processing at the macro, and virtu-

ally zero latency high-speed fiber-based fronthaul connec-

tions between macro and RRHs. In a more practical

scenario, the macro and small cells are inter-connected via

traditional backhaul connections (i.e., X2 interface in

accordance with 3GPP LTE terminology) characterized by

certain latency and limited capacity, assuming separate and

independent radio resource management (RRM) function-

alities [e.g. packet scheduling, medium access control

(MAC), and Hybrid Automatic Repeat request (HARQ)]

residing in each eNB. For such scenarios, data has to be

forwarded from the macro cell eNB to the small cell eNB

over the X2 interface before UEs configured with DC can

benefit from data reception from the two cells. On the other

hand, data transmission via the small cell will introduce

additional delay due to the X2 latency and the buffering

time in the small cell eNB. Therefore, efficient flow control

management of data between the involved macro and small

cell eNBs plays an important role.

In this paper, we focus on the case of DC over traditional

backhaul. The main contribution is of three folds. We first

focus on derivation of an effective inter-eNB flow control

algorithm that aims at exploiting the full potential gain of

DC while minimizing data buffering time in the small cell

eNB. The proposed scheme keeps track of fast variations of

the UE throughput and buffer status in the small cell eNB

and works effectively under different backhaul configura-

tions (e.g. X2 latency, flow control periodicity). Secondly,

we provide guidelines for the design of performance-de-

termining radio resource management (RRM) functionali-

ties for DC such as UE cell association (i.e. how to

configure UEs with DC) and packet scheduling (i.e. how to

schedule the UEs configured with/without DC) in order to

ensure the proper operation with DC. Thirdly, we present an

extensive performance analysis under realistic conditions.

In order to ensure high degree of realism and practical

relevance of the results, the corresponding performance of

the proposed algorithms should be evaluated under realistic

multi-cell, multi-user conditions, using random point pro-

cess deployment models of small cell nodes [16, 17], state-

of-the-art stochastic radio propagation channel models,

dynamic birth–death traffic models, and accurate repre-

sentation of the many mechanisms that influence the per-

formance. Due to the complexity of the system model and

the various RRM elements involved, strictly analytical

derivation of theoretical expressions becomes intractable.

The performance is therefore assessed by means of

advanced system level simulations. When feasible, the

produced simulation results are validated against simpler

theoretical findings and results from other sources in the

open literature. Thus, the produced statistical reliable sim-

ulation results form a solid basis for drawing mature con-

clusions with high degree of realism.

The rest of the paper is organized as follows: Sect. 2

outlines the basic HetNet DC concept assumed in this

study, as well as a simple analysis on the gain mechanisms

with DC. Sections 3 and 4 present the proposals for flow

control and RRM algorithms, respectively. Performance

results and the underlying modeling framework for the

simulations are presented in Sect. 5. Finally, concluding

remarks are summarized in Sect. 6.

2 Concept description

2.1 System model

Let us consider a scenario composed of a set of macro cells

(denoted as M) and a set of small cells (denoted as S)

deployed at two non-overlapping carrier frequencies f1 and

f2, respectively. Due to the higher radio propagation loss at

higher frequencies, it is assumed that f1\ f2 to ensure

good wide area coverage for the macro layer. The baseline

reference is according to the Rel’8 LTE specifications,

where UEs are connected and served by a single eNB only,

i.e. can only receive data from either a macro or a small

cell eNB. For cases with DC, it is assumed that the existing

CA functionality (see [18, 19] for additional background) is

extended to support users receiving data simultaneously

from two eNBs (in line with Rel’12 specifications). The

assumption is that such users have their Primary Cell

(PCell) configured on the best macro eNB, with the option

of also having a Secondary Cell (SCell) configured on the

small cell eNB when feasible. Figure 1 illustrates how

different users are either in DC mode between a macro and

a small cell eNB, or served by a single eNB only.

Figure 2 illustrates further details on the downlink data

flow for users in DC mode between a macro and a small

cell eNB. As pictured, it is assumed that the data-flow to

the UE is as follows; user plane data from the Core Net-

work (CN) is first transferred to the macro eNB [operating

as the master eNB (MeNB)]. In the macro eNB the data

flow is split, so some data are transmitted via the macro

(PCell) to the UE, while other data are transferred over the

X2 interface to the small cell eNB [operating as the sec-

ondary eNB (SeNB)], and transmitted to the UE via the

corresponding cell (SCell). Though in theory the roles of

master and secondary eNB do not depend on the eNB’s

power class and can vary among UEs, we assume that the

MeNB is always a macro eNB while the SeNB is always a

small cell eNB. The X2 interface imposes latencies from

few milli-seconds to several tens of milli-seconds

depending on the implementation. In alignment with 3GPP

assumptions, the MeNB and SeNB are assumed to have

independent medium access control (MAC) entities and

physical layer processing [7]. This implies that the macro
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and the small cell eNBs each decide how to schedule data

for the UE. Similarly, independent Hybrid Automatic

Repeat request (HARQ) and link adaptation are assumed

for the PCell and SCell transmissions in line with basic CA

assumptions [18, 19]. The UE is assumed to have multi-

carrier transmission capability for the uplink so that it can

feedback separate Channel State Information (CSI) and

HARQ (negative-) acknowledgements ((N)ACK) to the

macro and small cell eNBs. Once the data packets have

been decoded successfully by the UE, they are re-ordered

and delivered to higher layers. It is therefore obvious that

the performance of DC depends on multiple factors, where

especially the design of RRM algorithms for deciding

serving cell(s) for the UEs, packet scheduling, and flow

control between the evolved eNBs over the X2 interface

are of importance.

Notice that the LTE-A DC concept has some similarities

with the multi-flow concept defined for High Speed Packet

Access (HSPA), where users also can be served simulta-

neously by different base station sites [20, 21]. In the

further analysis and derivation of algorithms for LTE-A

DC, we therefore strive towards exploiting findings from

HSPA multi-flow studies when feasible.

2.2 Gain mechanisms with DC

The basic gain mechanism offered by DC is illustrated in

the following for a simple single user case based on the-

oretical calculations. Let im ¼ argmax
i2M

fRig and is ¼

argmax
i2S

fRig denote the cell which offers the best estimated

user throughput in the macro layer and small cell layer,

respectively. Ri is the estimated user throughput of cell i

using Shannon’s capacity formula: Ri = Bi log 2(1 ? ci),

where Bi and ci are the available bandwidth and the Signal-

to-Interference-plus-Noise Ratio (SINR) of cell i, respec-

tively. For cases without DC, the user is assumed to be

served by a single cell characterized by the best estimated

throughput. The Shannon capacity for the user without DC

can be expressed as:

Fig. 1 Basic illustration of assumed scenario where UEs are either served by a single cell or are benefiting from DC by simultaneously receiving
data from both a macro and a small cell eNB

Fig. 2 High-level sketch of assumptions for a user in DC between a macro and a small cell
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CnoDC ¼ max
i2fim;isg

fRig ð1Þ

For cases with DC, the user is assumed to be served by both

a macro cell and a small cell. The candidate cells charac-

terized by the best estimated throughput in both the macro

and small cell layers are selected as the serving cells. The

Shannon capacity for the user with DC is expressed as:

CDC ¼ Rim þ Ris ð2Þ

The user throughput gain with DC is:

G ¼
CDC � CnoDC

CnoDC

� 100% ¼

min
i2fim;isg

fRig

max
i2fim;isg

fRig

¼
Biq log2ð1þ ciqÞ

Bip log2ð1þ cipÞ
� 100% ð3Þ

where ip ¼ arg max
i2fim;isg

fRig, and iq ¼ arg min
i2fim;isg

fRig: It is

observed in (3) that the throughput gain depends on the

channel quality (SINR) and the available bandwidths in the

two layers. Let d ¼ dB cip
ciq

� �

and k ¼ Bip

Biq
denote the SINR

difference and the bandwidth difference between the two

layers, respectively. Figure 3 shows the user throughput

gain with DC for a single user case with different values of

d, k and cip : If the same bandwidth is deployed at the two

layers (i.e., k = 1), it indicates that DC is most beneficial

for users experiencing similar channel conditions in both

layers (i.e., 100 % DC gain when d = 0). Notice the DC

gain obtained from (3) cannot be larger than 100 %, due to

the reason that for cases without DC the serving cell is

selected with the highest estimated throughput from the

candidate cells from the two layers.

Although Fig. 3 offers useful insights of which users

could potentially benefit from DC, it still remains to be

further analyzed how DC performs in a more realistic

setting with a higher number of cells, varying number of

users, etc. Thus in the following sections, we focus on the

derivation of flow control algorithm between the involved

macro and small cell eNBs for DC, as well as the perfor-

mance-determining RRM functionalities.

3 Flow control

As shown in Fig. 2, the MeNB has to forward the data to

the SeNB for UEs operating in DC mode. Received data

from the MeNB are buffered in the SeNB until they are

transmitted over the air interface to the UE via the SCell.

Thus, the key question is how much data the MeNB should

forward to the SeNB. If the MeNB doesn’t forward enough

data to the SeNB, the SeNB buffer may often run out of

data, thus limiting the user throughput gain provided by

DC. On the other hand, if too much data is pushed to the

SeNB, buffering delay at SeNB is increased and it may

even happen that the SeNB experiences buffer overflow

while the MeNB buffer runs empty. The design target of

the flow control algorithm is therefore to guarantee that

there is always data to be scheduled in the SeNB so that

UEs configured with DC can benefit from simultaneous

data reception from the two cells, while limiting the

probability of buffer overflow and reducing the additional

delay introduced by transmission via the SeNB. Flow

control can be implemented by different means such as

window strategies and rate control schemes [22]. The target

of flow control in DC is to match the data rate experienced

in the SeNB. As the SeNB has the information of the

scheduled user throughput of its associated UEs (both

instantaneous and average value) as well as buffer status, it

is a natural choice for the SeNB to decide how much data

the MeNB should forward. Therefore in this paper, the flow

control algorithm for data forwarding from the MeNB to
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the SeNB is proposed to be a request-and-forward scheme,

where the SeNB periodically sends data requests to the

MeNB.

The proposed flow control mechanism is schematically

illustrated in Fig. 4. Let D denote the one-way X2 latency

[the backhaul round-trip delay (RTD) is thus equal to 2D],

and q the flow control periodicity. The data requests from

SeNB to MeNB are sent periodically on a per-user basis.

The requested amount of data is based on the average past

scheduled throughput of the corresponding user at the

SeNB, the current SeNB buffer status, and the pending data

forward requests. The pending data forward requests are

those requests that have already been issued towards the

MeNB but for which data has not yet arrived in the SeNB

buffer due to the backhaul RTD. Note that the amount of

pending data is different than zero only if the flow control

periodicity is smaller than the backhaul RTD (i.e.,

q\ 2D). The reason for setting the flow control periodicity

smaller than the backhaul RTD is for the MeNB to be able

to faster adapt to the variations of channel quality and load

conditions in the SeNB.

When user i is configured with DC, the MeNB forwards

an initial amount of data to SeNB s. In the initialization

phase of DC, the MeNB only has limited information such

as UE measurement reports (e.g. channel quality

indicators) and load conditions (e.g. number of active

users) at SeNB. Thus the initial amount of data, denoted by

Ii,s, is based on the estimated throughput of user i at SeNB s

using Shannon’s formula and the backhaul RTD (the basic

idea is to forward an amount of data sufficient to guarantee

continuous data transmission from the SeNB to the UE in

the time interval between the transmission of the first data

forward request from the SeNB to the MeNB and the

arrival of the consequent data forward grant). Let Mt and

Mr denote the number of transmit and receive antennas,

respectively. Consider a time-varying MIMO channel with

Mt 9 Mr channel gain matrix H. It is assumed that the

transmit power is equally distributed among all the transmit

antennas and the receiver has perfect CSI. Then the esti-

mated initial throughput of user i at SeNB s can be

expressed as:

Ii;s ¼ min EH log2 det IMr
þ Ci;sHH

H
� �� �

�
1

NsðtÞ þ 1

�

�Bs � 2D; Imax

	 ð4Þ

where Imax is the maximum amount of data to be initially

transferred to SeNB (Imax is introduced to avoid too much

data is transferred to SeNB in the initialization phase), Bs is

the available bandwidth at SeNB s, Ns(t) is the number of

Fig. 4 Schematic illustration of
the X2 flow control mechanism
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active users at time instant t at SeNB s, and Ci,s is the

estimated wideband Signal-to-Interference-plus-Noise

Ratio (SINR) of the user i at SeNB s, assuming that all

eNBs are transmitting, calculated as:

Ci;s ¼
Ps=Mt � gi;s

P

n2Snfsg Pn � gi;n þ No

ð5Þ

where Ps is the transmission power of SeNB s, gi,s is the

downlink path gain from user i to SeNB s, and No is the

background thermal noise. Though not completely true due

to different users experiencing different relative radio

conditions in macro cell layer as compared to small cell

layers, for the sake of simplicity in (4), it is assumed that

the resources are equally shared among the users which are

schedulable for transmission in each cell.

At time instant t, the SeNB sends the data forward

request to the MeNB. The data request is based on the

target of maintaining the amount of data in the SeNB buffer

to a level that can be transmitted in a predefined time

interval. This time interval is set to be a configurable

parameter denoted as hs, also referred to as target buffering

time at the SeNB. In our proposed algorithm, the target is

that the expected amount of data in the SeNB buffer at time

instant t ? 2D, denoted as ~Li;sðt þ 2DÞ; is equal to �Ri;sðtÞ �

hs; expressed as follows:

~Li;sðt þ 2DÞ ¼ Li;sðtÞ þ Ki;sðtÞ þ Di;sðtÞ � �Ri;sðtÞ � 2D
¼ �Ri;sðtÞ � hs ð6Þ

where Li,s(t) is the actual amount of data stored in the buffer

of user i at time instant t at SeNB s, �Ri;sðtÞ is the average past

scheduled throughput of user i at time instant t at SeNB s,

Di,s(t) is the amount of data requested by SeNB s of user i at

time instant t, and Ki,s(t) is the amount of pending data

forward requests till time instant t of user i at SeNB s.

The setting of hs determines the amount of data to be

requested by the SeNB. For time invariant �Ri;sðtÞ (e.g.,

constant channel condition and static resource allocation

over time), the optimal setting of hs would be zero so as to

minimize the buffering time in SeNB. However for time

varying �Ri;sðtÞ (e.g., the channel is subject to fast fading

and with dynamic resource allocation), it is better to keep

some extra amount of data in the SeNB buffer (i.e., hs[ 0)

to compensate for the fast variations of instantaneous user

throughput. The objective is to ensure that there is data

buffered when the user is scheduled in the SeNB. By re-

arranging (6), the amount of data to be requested by SeNB

s at time instant t for user i can be expressed as:

Di;sðtÞ ¼ max 0; �Ri;sðtÞ � ð2Dþ hsÞ � Li;sðtÞ � Ki;sðtÞ

 �

ð7Þ

At time instant t ? D, the MeNB receives the forward

data request transmitted by the SeNB at time instant t. The

MeNB forwards data to the SeNB only if the buffer size in

the MeNB is larger than a certain threshold. The idea of

setting a minimum buffer size in the MeNB is to prevent the

MeNB from forwarding data to the SeNB if the MeNB can

finish the data transmission faster than transferring the data

to the UE via the SeNB. The minimum buffer size Ti,m(t) at

time instant t for user i at MeNB m is calculated as:

Ti;mðtÞ ¼ �Ri;mðtÞ � ðDþ hsÞ ð8Þ

where �Ri;mðtÞ is the past average scheduled throughput to

user i at time instant t at MeNB m, and D ? hs is the

estimated time by transferring the data via SeNB. It is

assumed that the SeNB and the MeNB keep records of the

past average scheduled throughput per UE at the corre-

sponding eNB for flow control purposes. If the remaining

data in the MeNB is larger than Ti,m(t), the MeNB forwards

the requested amount of data to the SeNB. Otherwise, no

data is forwarded to the SeNB.

At time instant t ? 2D, the SeNB receives the requested

data from MeNB. The request-and-forward based flow

control mechanism repeats periodically until the MeNB

stops forwarding data to the SeNB either due to the com-

pletion of data transmission or because the buffer size in

MeNB is below the threshold value in (8).

4 Radio resource management considerations

The two main RRM functionalities that determine the radio

resource allocation among the users in the system are the

cell association criteria and the packet scheduling. Hence,

these RRM decisions are also the ones that impact the most

on the performance (and relative gains) of applying DC.

The assumptions for these two sets of RRM algorithms are

therefore outlined and motivated in the following.

4.1 Cell association

The serving cell for a UE is determined based on downlink

UE measurements. The UE measures the Reference Signal

Received Power (RSRP) from each cell, as well as the

Received Signal Strength Indicator (RSSI) on each com-

ponent carrier. The RSRP expresses the received power of

the transmitted reference signal from the different cells,

while the RSSI is equivalent to wideband received power

per carrier [23]. Expressed in decibel, the Reference Signal

Received Quality (RSRQ) for one cell equals the RSRP

minus the RSSI on the corresponding carrier. The UE can

be configured to perform measurements of RSRP/RSRQ

from its serving and surrounding cells. In dedicated carrier

deployment, the RSRQ-based cell selection is preferred as

it captures the channel quality and load conditions expe-

rienced on the corresponding layer [11]. For UEs not
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configured with DC, the default assumption is that the

serving cell for a user is selected as:

n� ¼ argmax
n2C

fRSRQn þ REng ð9Þ

where C ¼ M [ S is the set of candidate serving cells, and

REn is the Range Extension (RE) for cell n, assuming REn ¼
0 for n 2 M (macro cells) and REn � 0 for n 2 S (small cells).

Thus, adjusting the value of the RE for the small cells enables

a simple form of inter-layer load balancing between the two

frequency layers, offloading more UEs from the macro cell to

the small cells [24]. In 3GPP terms, the criterion in (9) is

roughly equivalent to using event A3 for user mobility (i.e.

neighbor becomes offset better than PCell) [25]. An alterna-

tive to (9) is to apply a more opportunistic approach, where

the UE simply connects to the small cell layer when the

received RSRQ from a small cell is above a certain threshold

(TH), and otherwise connects to the macro layer, i.e.,

n� ¼
argmax

n2S
fRSRQng if 9 s 2 S : RSRQs[TH

argmax
n2M

fRSRQng otherwise

(

ð10Þ

In 3GPP terminology, this opportunistic approach for

connecting to the small cell is roughly equivalent to using

event A4 for user mobility (i.e. neighbor becomes better

than threshold) [25]. The rationale behind this approach is

to have users offloaded to the small cell layer as soon as the

quality on that layer is sufficiently good.

UEs configured with DC can be simultaneously con-

nected to a macro and a small cell eNB. It is assumed that

the UE has its PCell configured on the best macro cell

(according to the specific cell association criteria), with the

option of also having a small cell configured as SCell when

feasible. The serving PCell is selected corresponding to

highest received RSRQ from the macro cells, while the

SCell is configured once the received RSRQ from the

candidate cell (e.g., the cell with the highest received

RSRQ from the small cells) is above a certain threshold:

n�P ¼ argmax
n2M

fRSRQng

n�S ¼
argmax

n2S
fRSRQng if 9 s 2 S : RSRQs[TH

; otherwise

(

ð11Þ

where n�P and n�S are the selected PCell and SCell, respec-

tively. Further studies on cell association and mobility

management for cases with DC can be found in [13, 14].

4.2 Packet scheduling

The well-known Proportional Fair (PF) scheduler is

applied, which is designed to converge to allocating equal

resource share to the users on average, assuming that the

users exhibit similar fading variability [26]. The problem

with baseline PF scheduler is that in scenarios where DC

and non-DC UEs coexist, it will allocate more resources to

the users connected to multiple cells (with DC) than users

with single connectivity (without DC). For the example

where user 1 is connected to cell A, user 2 is connected to

cell B, and user 3 is connected to both cell A and B by

using DC, the baseline PF scheduler will result in the fol-

lowing resource allocation: In cell A, users 1 and 3 will on

average be allocated 50 % of the transmission resources. In

cell B, users 2 and 3 will on average be allocated 50 % of

the transmission resources. This results in an unfair

resource allocation among the three users as user 3 is

allocated twice the amount of resources as compared to

users 1 and 2. As studied in [27, 28], the solution to this

imbalance is to use a modified form of PF when calculating

the scheduling metric. The scheduled user i� on physical

resource blocks (PRBs) j in cell k in subframe t is deter-

mined as:

i�ðtÞ ¼ arg max
i2UðtÞ

ri;j;kðtÞ
P

k
�Ri;kðtÞ

� 	

ð12Þ

where UðtÞ is the set of candidate users for scheduling in

subframe t, ri,j,k(t) is the currently supported data rate for

user i on PRB j in cell k (i.e. obtained from the CSI

feedback), while �Ri;kðtÞ is the past average scheduled

throughput of user i from cell k in subframe t. The value of
�Ri;kðtÞ is estimated based on the past scheduled throughput

for each user by using a first order autoregressive filter. The

denominator of the PF scheduling metric for user i with DC

equals the aggregated past average throughput of user

i from all its configured cells (i.e. the user’s total

throughput). By applying this modification, it was shown in

[27, 28] that the underlying utility function
P

i log (Ri) is

maximized also for the cases where some users are served

only by one cell, while other users are served by multiple

cells using CA functionality, resulting in more fair resource

sharing among the users. In HetNet scenarios where the

users can experience very different channel and load con-

ditions on different carriers this modification is especially

important as it tends to schedule the user on the cell with

better channel conditions, thus improving the overall

resource utilization efficiency. This type of scheduler is

called cross-carrier PF as the scheduling metric for users in

one cell also depends on the past average scheduled UE

throughput on other cells. Hence, it is assumed that the

packet schedulers in the macro and small cell eNBs peri-

odically exchange information about the past average

scheduled throughput for the users that are configured with

DC between those cells. As the average scheduled user

throughput is estimated over a relative longer time-window
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(e.g. 400–500 ms) and hence does not vary on a fast basis,

the rate of this information exchange among the involved

eNBs can be on a moderate time-scale (e.g. every

50–100 ms) and is not sensitive to the transmission delay

over X2-type backhaul connections.

5 Performance analysis

5.1 Simulation assumptions

The simulated environment is in line with 3GPP Rel-12

Scenario 2A as defined in [29]. The network topology

consists of a standard hexagonal grid of three-sector macro

eNBs complemented with a set of outdoor small cells.

Macros and small cells are deployed at 2 and 3.5 GHz,

respectively, assuming 10 MHz carrier bandwidth at each

layer. A directional 3D antenna pattern with down-tilt is

modeled for the macro cells, while small cells are simply

equipped with omni-directional antennas. The transmission

power for the macro and small cells is 46 and 30 dBm,

respectively. The macro inter-site distance is 500 m. The

small cells are randomly deployed in condensed clusters

with 4 cells within a circular area with 50 m radius

according to a uniform point process, subject to a minimum

distance of 20 m between small cells. There is one small

cell cluster per macro cell area. The ITU defined geomet-

rical channel model is applied, where macro to UE links

follow the Urban Macro model (UMa), while small cell to

UE links are based on the Urban Micro model (UMi) [30].

Both UMa and UMi include separate models for line-of-

sight (LOS) and non-LOS (NLOS). Selection between the

LOS and NLOS model is random for each link, where the

probabilities for selecting LOS or NLOS vary with the

distance between the UE and eNB. Furthermore, notice that

the UMa and UMi models are fairly advanced in the sense

that effects such as shadow fading, angular dispersion, and

temporal dispersion are correlated as also observed in [31]

from analysis of field measurements.

The simulator follows the LTE specifications, including

detailed modeling of major RRM functionalities such as

packet scheduling, hybrid ARQ and link adaptation [32].

Closed loop 2 9 2 single user MIMO with pre-coding and

rank adaptation is assumed for each link and the UE

receiver type is Interference Rejection Combining (IRC)

[33]. A dynamic birth–death traffic model is applied for

generating user calls, where call arrival is according to a

Poisson process with arrival rate k per macro cell area. The

hotspot deployment model is assumed, where 2/3 of the

calls are generated in the small cell clusters, while the

remaining UEs are generated uniformly over the entire

simulation area. Each call has a finite payload size of

B = 4 Mbits. Once the payload has been successfully

received by the UE, the call is terminated and the UE is

removed from the simulation. Thus, the average offered

load per macro cell area equals k 9 B. Channel-aware

cross-carrier PF scheduler is used as specified in Sect. 4.2.

The link to system mapping is based on the exponential

effective metric model [34]. The non-ideal backhaul con-

nections are explicitly modeled by assuming an X2 latency

ranging from 5 to 50 ms. Flow control between the MeNB

and SeNB is performed with the periodicity ranging from 5

to 20 ms. The schedulers in the macro and small cell

exchange information on the past average scheduled

throughput at the respective eNB for UEs that are config-

ured with DC every 50 ms. Cases with inter-site CA and

zero latency fronthaul connections (i.e. ideal flow control)

are simulated as well in order to provide an upper perfor-

mance bound for DC. Table 1 summarizes the main

parameters used in the system-level simulations.

The main Key Performance Indicators (KPIs) are the 5

and 50 % downlink user throughput. The system capacity

per macro cell area is defined as the maximum offered load

that can be tolerated for a certain minimum 5 % outage

user throughput (e.g. 4 Mbps). This definition is used for

comparing the relative capacity gains with DC as compared

to the case without DC. For users configured with DC,

another important performance measures are the buffering

time in the SeNB and the probability of SeNB buffer being

empty. The buffering time in the SeNB is defined as the

time that elapses between the instant a data bit reaches the

SeNB buffer and the time in which the same bit is first

transmitted to the UE.

The system-level simulator has been extensively tested

and verified by reproducing various published performance

results in the open literature [23, 29, 30]. As we are able to

reproduce such results, it gives confidence that the simu-

lator is reliable. In order to ensure statistical reliable results

for the end-user throughput, simulations are run for a time

duration corresponding to at least 3000 completed calls.

This is sufficient to have a reasonable confidence level for

both the 5 and 50 % user throughput performance.

5.2 Analysis of flow control

We first analyze how to tune the flow control parameter hs.

Figure 5 shows the empirical cumulative distribution

function (cdf) of the user throughput with different SeNB

target buffering time settings. The results are obtained with

20 ms X2 latency, 5 ms flow control periodicity, and

30 Mbps offered load, which corresponds to medium load

(*40 % PRB utilization on the average). With low value

of hs, the SeNB only requests a small amount of data from

the MeNB at each flow control period, resulting in a higher

probability of the SeNB buffer running empty. Thus the

throughput gain with DC is compromised. Increasing the
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value of hs reduces the probability of the SeNB buffer

being empty, thus UEs configured with DC have more

chance to have simultaneous data reception from the two

layers. Generally, the user throughput performance

improves with the increase of hs, but after a certain point

(between 10 and 20 ms in the considered scenario) it

remains on a steady level. Table 2 summarizes the proba-

bility of SeNB buffer being empty. The probability of the

SeNB buffer being empty drops from 58 to 5 % when

increasing the value of hs from 0 to 20 ms. Further

increasing the value of hs does not significantly improve

the user throughput performance as the probability of

SeNB buffer being empty is already very low.

Figure 6 shows the empirical cdf of the buffering time in

the SeNB for different values of hs. As expected the

buffering time increases with the increase of hs. That is

because the average SeNB buffer size increases with higher

values of hs, resulting in a longer buffering time. From

Figs. 5 and 6, it is observed that with DC there is a trade-

off between improving user throughput and reducing SeNB

buffering time, which can be balanced by proper configu-

ration of hs. With the target of maximizing the throughput

while keeping the buffering time at an acceptable level, the

optimal setting of hs for 20 ms X2 latency and 5 ms flow

control periodicity is found to be approximately 20 ms.
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Table 2 Probability of SeNB buffer being empty, X2 laten-
cy = 20 ms, offered load = 30 Mbps

Target buffering
time hs

0 ms 5 ms 10 ms 20 ms 30 ms 40 ms

Probability of
SeNB buffer
being empty

58 % 28 % 14 % 5 % 4 % 3 %
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The impact of the flow control periodicity on the

throughput performance with DC is shown in Fig. 7,

assuming 20 ms X2 latency. It is observed that for a fixed

X2 latency, the value of hs has to be increased accordingly

with the increase of flow control periodicity (e.g., the set-

ting of hs is increased from 20 to 30 ms when the flow

control periodicity is increased from 5 to 20 ms). With

short flow control periodicity, the MeNB gets frequent

status updates (e.g., buffer status and user throughput

information) from the SeNB, therefore only the right

amount of data is needed at each forward. However with

long flow control periodicity, the MeNB gets less frequent

status updates from the SeNB and therefore more data has

to be forwarded in order to compensate for the fast

variations of the instantaneous user throughput in the

SeNB. With proper flow control parameter settings, it is

shown in Fig. 7 that the 5 % user throughput is not sen-

sitive to the flow control periodicity, while the 50 % user

throughput is a bit better with shorter periodicity. In the

following simulations, 5 ms flow control periodicity is

used as a default setting.

Similarly, simulations with other X2 latencies have been

run and an analogous trade-off between user throughput

and buffering time in the SeNB was observed. The rec-

ommended settings of hs and flow control periodicity for

different X2 latencies are listed in Table 3. Those recom-

mended values are used as default settings in the following

simulations. Again the optimization criterion was to find a

proper balance between maximizing the user throughput

and keeping the buffering time in the SeNB at an accept-

able level. From extensive simulations it is found that the

optimal setting of hs depends on the X2 latency (D) and the

flow control periodicity (q). An approximate expression for

the setting of hs is found to be:

hs ffi min
Dþ 40

3
; 20

� 	

þ 5 log2
q

5

� �

ð13Þ

As a rule of thumb, higher value of hs has to be used with

either large X2 latency or long flow control periodicity in

order to compensate for the fast variations of the user

throughput in the SeNB. It is also worth mentioning that

only best effort traffic is simulated in our study as DC in

the form of bearer split is mainly targeted for traffic types

with higher data rate but loose delay requirements. For

traffic types with tight delay but low data rate requirements

such as voice, DC is not an appropriate technique to apply.

Figure 8 shows the empirical cdf of the buffering time in

the SeNB under different X2 latencies and traffic loads.

Low load (10 Mbps offered load) and high load (50 Mbps

offered load) correspond to an average eNB PRB utiliza-

tion of approximately 10 and 80 %, respectively. It is

generally observed that for a given X2 latency the buffer-

ing time increases as the load increases, but in any case

(even at high load) the median value of the buffering time

is well kept around the target buffering time hs. It is also

observed that the buffering time increases as the X2 latency

increases. For example, the buffering time with 50 ms X2

latency is larger as compared to the case with 20 ms X2

latency, even though the target buffering time hs is set to be
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Fig. 6 Buffering time in the SeNB with DC under different SeNB
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Table 3 Flow control parameter settings with traditional backhaul

Parameters Settings

X2 latency (ms) 5 20 50

SeNB target buffering time hs (ms) 15 20 20

Flow control periodicity (ms) 5 5 5
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20 ms in both cases. That is because with larger X2

latency, the flow control mechanism cannot adapt fast

enough to the variations of the user channel quality and

load conditions.

5.3 Performance gain of DC

We next evaluate the user throughput gain of DC over

traditional backhauls with the flow control parameter set-

tings in Table 3. For cases without DC, only the perfor-

mance with optimal RE offset at each offered load is

plotted as a reference. Figures 9 and 10 show the 5 and

50 % user throughput with and without DC. The perfor-

mance with inter-site CA and ideal fiber-based fronthaul

connection is also plotted as an upper bound of the per-

formance. It is shown that both the 5 and 50 % user

throughput with DC are significantly higher than without

DC. The gain mechanism with DC is multifold. Firstly,

users with DC benefit from higher transmission bandwidth

by accessing the resources from the two layers. Quite

obviously this bandwidth gain is higher at low load, i.e.

when the probability of having a single user accessing all

the available radio resources in both the macro and the

small cells is higher. Moreover, because users configured

with DC can simultaneously be allocated resources in the

macro and small cell layers, the system can benefit from

increased multi-user scheduling diversity order and faster

inter-layer load balancing, thus achieving a better utiliza-

tion of the radio resources across multiple layers. This is

better exploited by users experiencing lower data rates, as

cross-carrier PF packet scheduling aims at maximizing the

sum of log (Ri) over all users. That is also why it is

observed that the gain of DC at 5 % user throughput is

higher as compared to the 50 % user throughput. It is

worth mentioning that the gain mechanism with DC is most

dominant at low to medium offered load as the throughput

gain decreases with the increase of the load.

In general, with the proposed flow control scheme and

the recommended parameter settings, the 5 and 50 % user

throughput with DC over X2-type backhaul connections

are relatively close to the performance with inter-site CA

and ideal fiber-based fronthaul connections. The user

throughput performance decreases a bit as the latency over

X2 increases, but in any case it is significantly better than

the performance without DC. From Figs. 7, 9 and 10, it is

fair to conclude that the proposed flow control algorithm is

robust to adapt to various backhaul configurations and

traffic conditions. For a target 5 % outage throughput of 4

Mbps, the maximum tolerable offered load increases from

28 (without DC) to 44 Mbps and 47 Mbps for the cases
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haul configurations
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Fig. 10 Median user throughput with/without DC under different
backhaul configurations
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with DC and inter-site CA, respectively. This corresponds

to a capacity gain of about 60 %. With efficient flow

control, DC over X2-type backhaul connections achieves

80 % of the gain available with inter-site CA and ideal

fiber-based fronthaul connections.

6 Conclusions

In DC scenarios where the macro and small cells are inter-

connected with traditional backhaul connections, we have

proposed an effective flow control algorithm to forward the

data from the MeNB to the SeNB. Besides, general

guidelines for the RRM functionalities that most signifi-

cantly impact the performance of DC, namely UE cell

association and packet scheduling, have also been pro-

vided. Simulation results show that with DC, there is a

trade-off between user throughput and SeNB buffering

latency. With the proposed flow control algorithm, such

trade-off can be properly balanced by configuring the target

buffering time in the SeNB and the flow control periodic-

ity. As the performance of DC under different configura-

tions of X2 latency, flow control periodicity, and traffic

load is relatively close to the performance with inter-site

CA and fiber-based fronthaul connections, it suggests that

the proposed flow control algorithm is generally robust and

able to adapt to different conditions. It is shown that the

performance of DC over traditional backhaul can achieve

80 % of the gain available with inter-site CA assuming

fiber-based fronthaul connections. Specifically, 60 %

capacity gain for a target 5 % outage throughput of 4 Mbps

is obtained with bursty traffic as compared to the case

without DC. The gain with DC comes from larger trans-

mission bandwidth by accessing the two cells as well as

increased multi-user diversity and faster inter-eNB load

balancing.
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